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One inherent weakness of traditional reliability theory 

lS that the system and the componentsare always described just 

as functioning or failed. However, recent papers by Barlow 

and Wu (1978) and El-Neweihi, Proschan and Sethuraman (1978) 

have made significant contributions to start building up a 

theory for a multistate system of multistate components. Here 

the states represent successive levels of performance ranging 

from a perfect functioning level down to a complete failure 

level. In the present paper we will give two suggestions of 

how to define a multistate coherent system. The first one is 

more general than the one introduced in the latter paper, the 

results of which are, however, shown to be extendable. Further

more, some new definitions and results are also given. The 

second one lS similarly more general than the one introduced 

1n Barlow and Wu (1978), the results of which are again shown 

to be extendable. In fact we do believe that most of the 

theory for the traditional binary coherent system can be ex

tended to our second suggestion of a multistate coherent system. 

MULTISTATE COHERENT SYSTEMS; COHERENT SYSTEMS; RELIABILITY; 

PERFORMANCE; REDUNDANCY. 
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1. Introduction 

In reliability theory a key problem is to find out how the 

reliability of a complex system can be determined from knowledge 

of the reliabilities of its components. One inherent weakness of 

the traditional theory in this field is that the system and the 

components are always described just as functioning or failed. 

This approach represents an oversimplification in many real-life 

situations where the systems and their components are capable of 

assuming a whole range of levels of performance, varying from 

perfect functioning to complete failure. 

Fortunately, some recent papers by Ross (1977), Barlow and 

Wu (1978) and especially El-Neweihi, Proschan and Sethuraman (1978) 

have made significant contributions to start building up a theory 

for a multistate system of multistate components. Consider a 

system with set of components C = { 1, 2, ... ,n} . In these papers 

(and in some of their predecessors too) for each component and 

for the system itself the set of states is S = { 0,1, ... ,M} . The 

M+1 states represent successive levels of performance ranging 

from the perfect functioning level M down to the complete failure 

level 0 . Let ( i = 1, ... ,n) , xi denote the state or performance 

level of the i th component and let x = (x1 , ... ,x ) . It is - n 
assumed that the state W of the system is a deterministic func-

tion of ~; i.e. w = tD(x) Here x takes values in sn and tO 

takes values in S . The function tO is called the structure 

function of the system. 

Before going into the specific restrictions Barlow and Wu (1978) 

and El-Neweihi, Pros~han and Sethuraman (1978) claim on the function 

tO it is convenient at this stage to recall some basic definitions 

from the traditional binary theory; i.e. when M = 1 . This theory 

is nicely introduced in Barlow and Proschan (1975). The following 

notation is needed. 

(•.,x) = (x1 , ... ,x. 1 ,.,x.+1 , ... ,x). 
l - l- l n 

Definition 1.1. A system is coherent iff 

i) tO(x) is nondecreasing in each argument 

ii) Each component is relevant; i.e. 
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Vi,3( •. ,x) 3 (_j)(1. ,x) = 1 and (_j)(O. ,x) = 0 l - l - l -

We often denote a coherent system by (C,(.j)) where C lS 

defined above. 

A component which is not relevant is said to be irrelevant. 

We note that an irrelevant component can never directly cause the 

failure of the system. As an example of such a component consider 

a condensor being ln parallel with an electrical device in a large 

englne. The task of the condensor is to cut off high voltages 

which may have destroyed the electrical device. Hence although 

being irrelevant the condensor can be very important in increasing 

the life-time of the device and hence the life-time of the whole 

engine. 

The limitation of Definition 1.1, claiming each component to 

be relevant, is inherited by the various definitions of a multi

state coherent system discussed in the present paper. 

Definition 1.2. A path set is a set of components whose functioning 

lS sufficient for the system to function. A path set is minimal 

if it can not be reduced and still be a path set. A cut set is a 

set of components whose failure is sufficient to cause system 

failure. A cut set is minimal if it can not be reduced and still 

be a cut set. 

We also need the following notation. Let As c . Then 

11. x. = 1- 1T (1-x.) xl U x2 = 1- (1-x )(1-x ) 
l iEA l 

1 2 
iEA 

A vector with elements X. ,i E A X = l 
Ac = subset of c complementary to A. 

Consider a coherent system (_j) with minimal path sets 

P1 , ... ,Pp and mimimal cut sets K1 , ... ,Kk. Since the system is 

functioning iff for at least one minimal path set all the components 

are functioning, or alternatively, iff for all minimal cut sets at 

least one component is functioning, we have the two following re

presentations for the structure function: 
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p 
( 1. 1) tP(~) = Jl 1T x. = max mln x. 

]=1 iEP. l 1;£j;;;p iEP. l 
J J 

k 
tP(~) = 1T .u x. = mln max x. 

j=1 iEK. l 1;;;j;;;k iEK. l 
J J 

( 1. 2) 

Definition 1.3. The coherent system (A,x) is a module of the 

coherent system (C,tP) iff 

where ~ is a coherent structure function and A £ C . 

Intuitively, a module is a coherent s~bsystem that acts as if 

ii were just a component. 

Definition 1.4. A modular decomposition of a coherent system 

(C,tP) is a set of disjoint modules {(Ak,xk)}~=1 together with 

an organizing coherent structure ~ l.e. 

r 
i) C = U A. where A. n A. = 0 

i=1 l l J 
i ;t j 

ii) 
A1 Ar 

= W[x 1 C~ ), ... ,x Cx )] r -

Definition 1.5. Given a coherent structure tP , its dual struc

ture tPD lS given by 

D 
<P (x) = 1- w(1-x) . --

where 1- x = (1-x1 , ... ,1-xn) 

Definition 1.6. The random variables (r.v. 's) T1 , ... ,Tn are 

associated iff Cov[r(!),6(!)] ~ 0 for all pairs of nondecreasing 

binary functions r '6 . 

We list some basic properties of associated r.v.'s: 

P1 ) Any subset of a set of associated r.v. 's 

is a set of associated r.v. 's. 

P2 ) The set consistir1g of a single r.v. 

is a set of associated r.v. 's. 
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P3 ) Nondecreasing functions of associated r.v.'s 

are associated. 

P 4 ) If two sets of associated r. v. 's are independent 

of each other, then their union is a set of 

associated r.v.'s. 

We now return to the multinary theory and start by giving 

the structure function considered by Barlow and Wu (1978): 

Definition 1.7. 

C = {1, ... ,n} 

Let P 1 , •.. , P 
p p 

such that U P. 
i=1 l 

( 1. 3) 4)(x) = max 
1~j~p 

mln 
iEP. 

J 

x. 
l 

be non-empty subsets of 

= C and P. ~ P. 
J l 

i ~ j. Then 

If the sets {P1 , ... ,Pp} are considered as minimal path sets, 

they uniquely determine a binary coherent system (C,4) 0 ) , where 

lPo lS defined by (1.1). On the other harid,starting out with a 

binary coherent system lPo its minimal path sets {P1 , ... ,Pp} 

are uniquely determined. Hence what Barlow and Wu (1978) essen

tially do when defining their structure function is just to extend 

the domain and range of (1.1) from {0,1} to {0,1, ... ,M}. 

It is hence a one-to-one correspondence between the binary structure 

function lP 0 and the mul t inary structure function lP • Furthermore, 

if { K1 , ... ,Kk} are the minimal cut sets of ( C ,lP 0 ) , it follows 

from Theorem 3.5 (p. 12) of Barlow and Proschan (1975) that for 

4)(~) of (1.3) we have 

( 1. 4) max 
iEK. 

J 

x. 
l 

Specializing p = 1 in (1.3) and k = 1 ln (1.4) we respectively 

get the multinary series and parallel structure functions. 

El-Neweihi, Proschan and Sethuraman (1978) suggest the following 

definition of a multistate coherent system (MCS): 

Definition 1. 8. A sys~tem of n components is said to be an MCS 

iff its structure function lP satisfies: 

i) lP(x) is nondecreasing in each argument 



ii) 

iii) 

- [\ -

Vi,Vj E {0, ... ,Ml,3(·. ,x) 3 
l -

lP(j.,x) = j 
l -

Vj E {O, ... ,M} lPCi) = J 

for l ~ j 

<i=Cj,j, ... ,j)) 

It is easy to see that the structure function of Definition 1.7 lS 

just a special case of the one of Definition 1.8. Furthermore, 

note that i) and ii) above are generalizations of i) and ii) of 

Definition (1.1). In the binary case iii) is implied by i) and 

ii). This is not true in the multinary case. 

In the present paper we will give two suggestions of how to 

define an MCS. These will respectively be called an MCS of type 1 

and type 2 . In type 1 ii) of Definition 1.8 is replaced by a 

condition which is more general and we feel a more reasonable gener

alization of ii) of Definition 1.1. We will in Section 2 and 3 

show that all results obtained by El-Neweihi, Proschan and 

Sethuraman (1978) for their MCS also hold for an MCS of type 1. 

Furthermore, some new definitions and some new theorems will be 

given. 

The MCS of type 2 is a special case of the one of type 1. 

It is not a special case of the one suggested by El-Neweihi, 

Proschan and Sethuraman (1978) neither is it the other way round. 

However, the structure function of an MCS of type 2 is far more 

general than the one suggested by Barlow and Wu (1978). For 

instance considering systems of 3 components there are for all M 

just 9 different structure functions of the latter type whereas by 

choosing M = 7 we get 1665 structure functions in addition of the 

former type. We will in Section 5 show that all results ob

tained by Barlow and Wu (1978) extend to an MCS of type 2. In fact 

we do believe th~t most of the theory for a traditional binary 

cohr,rent system can be extended to an MCS of type 2. 

2. Deterministic properties of an MCS of type 1 

Taking Definitions 1.1 and 1.8 into account it seems natural 

to claim the structure function lP of any MCS to be nondecreasing 

ln each argument. This simply means that an improvement of the 

performance of a component can not have the opposite effect on the 

performance of the system. As shown by Ross (1977) it is possible 
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to obtain interesting results without imposing further restrictions 

on <.P. 

We next question whether condition iii) of Definition 1.8 must 

enter when defining an MCS. The answer seems to be yes due to the 

following theorem which is easily proved (see Theorem 3.1 of 

El-Neweihi, Proschan and Sethuraman (1978)): 

Theorem 2.1. Let <.P(x) be a (multinary) structure function which 

is nondecreasing in each argument. Then condition iii) of Definition 

1.8. is equivalent with 

( 2. 1) min x.;;; 
1;;;i;;;n l 

<.P(x) ;;; max x. 
1;;;i;;;n l 

Hence <.P(~) lS bounded below (above) by the series (parallel) 

structure function. Now choose J E {1, ... ,M} and let the states 

{O, ... ,j-1} correspond to the failure state if a binary approach 

had been applied. (2.1) says that for any j, i.e. for any way of 

distinguishing between the binary failure and functioning state, 

if all components are in the binary failure (functioning) state, 

the system itself lS ln the binary failure (functioning) state. 

This is con~istent with the fact that iii) of Definition 1.8 holds 

ln the binary case. 

Following the binary approach above it seems natural, for any 

way of distin~uishing between the failure and functioning state, 

to claim each component to be relevant. More precisely for any j 

and any component l, it should exist a vector (·i,~) such that 

if the i-th component ll; ln the binary failure (functioning) state, 

the system itself is in the binary failure (functioning) state. 

This motivates the following definition of an MCS of type 1: 

Definition 2.2. A system of n components is said to be an MCS 

of type 1 iff its structure function <.P satisfies: 

i) <.j)(~) lS nondecreasing in each argument 

ii) Vi,Vj E {1, ... ,M},3(·i,~) 3 

<.p(j. ,x) ~ j 
l -

and <.j)((j-1). ,x) ;;; j-1 
l -

iii) Vj E {0,1, ... ,M} <.P(i) = j 
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Note that i) and ii) of Definjtion 2.2 immediately imply: 

Vi,Vj E {1, ... ,M},3(·i,~) 3 

Vk E { j , ... ,M} tP(k. ,x) ~ j 
l -

and Vk E { 0 , .. . , j -1 } tj) ( k . , x ) ;;; j -1 , 
l -

which is just what we found natural to claim. 

Comparing Definitions 1.8 and 2.2 we see that the MCS suggested 

by El-Neweihi, Proschan and Sethuraman (1978) is a special case of 

the MCS of type 1. Consider the MCS of 2 components having structure 

function tabulated in Table 1. 

2 1 1 2 

Component 2 1 1 1 1 

0 0 1 1 

0 1 2 

Component 1 

Table 1 

This is obviously an MCS of type 1, but not of the type suggested 

by El-Neweihi, Proschan and Sethuraman (1978). The MCS of 2 components 

having structure function tabulated in Table 2 is not of type 1. 

2 1 1 2 

Component 2 1 0 1 1 

0 0 1 1 

0 1 2 

Component 1 

Table 2 

If we had just claimed each component to be relevant, for at least 

one way of distinguishing between the binary failure and functioning 

state, the structure function of Table 2 would have satisfied the 

corresponding definition. This claim is, however, not strong enough 

to obtain for instance Theorems 2.4 and 2.5 below. 

We start by noting that Lemma 3.1 of El-Neweihi, Proschan and 

Sethuraman (1978) is obviously valid for an MCS of type 1. The same 
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is true for their definition of a dual structure, which naturally 

generalizes Definition 1.5: 

Definition 2.3. Let ~ be the structure function of an MCS of 

type 1. The dual structure function ~D 1s g1ven by: 

( 2 . 2) ~D(x) = M- ~(M-x1 , ... ,M-x ) - n 

This is the structure function of the dual system of an MCS of type 1. 

The following theorem lS an almost trivial generalization of a result 

in the mentioned paper. 

Theorem 2.4. The dual system of an MCS of type 1 lS itself an MCS 

of type 1. 

Proof. The conditions i) and iii) of Definition 2.2 are trivially 

satisfied for ~D . Now applying ii) of this definition on ~ we 

get 

Vi,Vj E {1, ... ,M},3(·i,~) 3 

~D(j. x) = M-~((M-j).,M-x) ~ M-(M-j) = j 
l,- l --

~D((j-1).,x) = M-~((M+1)-j).,M-x) ~ M-(M+1-j) = j-1, 
l - l - -

and the proof is completc~d. 

The well-known principle that redundancy at the component level 

is preferable to redundancy at the system level (all other things 

being equal) also holds for an MCS of type 1. Again our theorem 

represents a generalized version of one given in El-Neweihi, Proschan 

and Sethuraman (1978). We need the following notation 

def 
X v y = max(x,y) 

def 
X v y_ = ( x 1 v y 1 ' ••• 'xn v y n) 

def 
X A y = min(x,y) 

def 
X A y_ = (xl Ayl, ... ,xnAYn ) . -
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Theorem 2.5. Let ~ be the structure function of an MCS of type 1. 

Then 

ii) tp(~ 1\ ;t) ~ <.p(~) 1\ <.p(y) 

Equality holds in i) (ii)) for all x and y iff the structure 

function is parallel (series). 

Proof. Here we will just show that equality in i) for all x and 

y implies the structure function to be parallel. The rest of the 

proof is identical to the one in the paper mentioned above. 

Assume tp(~ v y) = <.p(~) v <.p(y_) for all X and y For all -
l E {1, ... ,n} and for all J E {1, ... ,M} there exists by Definition 

2. 2 (. i ,~) such that 

<.p(jo,x) ~ J and 'V ( 0 o ,x) ~ j-1 . 
l - l -

Since ( j 0 ,x) = ( j 0 , 0) v ( 0 ° ,x) , we have 
l - l - l -

j ~<.p(jo,x) = tD(jo,O) v<.p(Oo,x) = <.p(j.,O) ~<.p(_j) = j 
l - l - l - l -

Hence <.p(jo,O) = j for all 1 E {1, ... ,n} and all J E {1, ... ,M} 
l -

By iii) of Definition 2.2 this is also true for j = 0 Now 

finally 

tp ( z) = c.p ( z 1 , 0 , .•. , 0 ) v <..p ( 0 , z 2 , 0 , ••• , 0 ) v •.. v <.p ( 0 , ••• , zn) = 

v z = 
n 

max zo 
1~i~n 1 

and the proof 1s completed. 

We will next give two new generalizations of each of the 

concepts "path set", "minimal path set", "cut set" 

set" from binary theory. In the following y < ~ 

and "minimal cut 

i = 1, ... ,n and y 0 < x 0 for some 1 • 
l l 

Definition 2 . 6 . Let j E {1,2, ... ,M} 

a rath vector to level J iff 4J(~) G: 

sets to level J of type 1 and 2 are 

means 

A vector X lS 

yo ~X o 
l l 

said to 

for 

be 

J The corresponding path 

respectively given by 
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{ilx. ~ 1} 
l 

and 

A path vector to level j,~, is said to be minimal iff ~(y) < j 

for all y_ < ~ • The corresponding path sets to level j of type 

1 and 2 are also said to be minimal. 

Definition 2. 7. Let J E { 1, ... ,M} . A vector x lS said to be 

a cut vector to level j iff <.p(x) < J The corresponding cut sets 

to level J of type 1 and 2 are respectively given by 

and 

A cut vector to level j,~, is said to be minimal iff <.p(y_) ~ j for 

all y_ > ~ The corresponding cut sets to level J of type 1 and 

2 are also said to be minimal. 

Note that followinr, the binary approach mentioned earlier, for 

any way of distinguishing betwef'n the failure and functioning state, 

the definition of a path (cut) set to level J of type 2 above 

reduces to the corresponding one from binary theory. Note also that 

for j E {1,,,.M} the existence of a minimal path (cut) set to level 

J of both type 1 and 2 is guaranteed by Definition 2.2. 

El-Neweihi, Proschan and Sethuraman (1978) give a lemma and a 

theorem for "upper critical connection vectors to level 

conclude this section by giving corresponding results. 

·n J • We 

Lemma 2.8. For j E {1, ... ,M} the union of all minimal path sets 

to level J of type 1 ( 2) equals C • The same is true for the 

union of all minimal cut sets to level J of type 1 (2). 

Proof. Any i E C lS a member of the union since according to ii) 

of Definition 2.2 we can construct a minimal path (cut) vector to 

level J starting out with (j.' x) 
l ( (j-1). ,x) . 

l -

Note that Lemma 2.8 generalizes a well-known result from binary 

theory. 

Theorem 2.9. Let w be the structure function of an MCS of type 1. 

Furthermore, for j E {1, ... ,M} let y_~ = Cy~r, ... ,y~r) r=1, ... ,nj 

(zj = (zJ1. , ... ,zj ) r = 1, ... ,m.) be its minimal path (cut) vectors 
-r r nr J 
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to level J and 

the corresponding minjnal path (cut) sets to level j of type 1. 

Then 

i) t0 (X) ~ j ~ :Jt ~ j and 1 ~ r ~ nt 3 x. > t 
l = Y ir for . ~etc t) 

l ~ 1 Yr 

ii) (j) ( ~) -~ j ~ 31~r~n. 3 x. ~ y~ for iECj(y_j) 
J l 1r 1 r 

iii) tp(~) < J ~ 3t ~ j and 1 ~ r ~ mt 3 xi < t for i E D1 (~;) = z. 1r 

iv) tp (~) < j ~ 31 ~ r ~ m. 3 X. ~ z~ for i E DJ ( ZJ) 
J l 1r 1 -r 

The proof is straightforward. 

3. Stochastic performance of an MCS of type 1 

In this section we concentrate on the relationship between the 

stochastic performance of the system and the stochastic performance 

of the components. Following El-Neweihi, Proschan and Sethuraman 

(1978) let X. denote the random state of the i-th component and 
l 

let (i = 1, ... ,n;j=O, ... ,M) 

P(X.=j) = p .. 
l l] 

( 3 . 1 ) P(X.~j) = P.(j) 
l l 

P( j) = 1-P.(j) 
l 

P. 
l 

represents the performance distribution of the i-th component. 

X = (X 1 , ••• ,X ) • 
. n 

Introduce the random vecto~ If now is a 

multinary structure function, co(~) is the corresponding random 

system state. Let ( j =O, ... ,M) 

p [tp(~) = j] = P· 
J 

( 3. 2) P[tp(~) ~ j ] = p ( j ) 

PC j) = 1-P(j) 

P represents the performance distribution of the system. We also 
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introduce the performance function of the system, h defined by 

( 3. 3) h = Etp( X) 

In El-Neweihi, Proschan and Sethuraman (1978) x1 , ... ,Xn are 

assumed to be statistically independent. It is easily observed 

that all the theorems and lemmas of Section 4 of this paper also 

hold for an MCS of type 1. Especially it should be noted that 

their Lemma 4.1 and Theorem 4.3 also hold when x1 , ... ,Xn are 

statistically dependent. By repeated use of the generalized version 

of this lemma, or much more easily by a direct argument, one obtains 

n 
( 3 . l+) h = E P( n (X.=y.))W(y) 

y=Cy1, ... ,yn)ESn i=1 l l 

Assuming x1 , ... ,Xn to be independent, we get 

( 3. 5) h = E 
Y = cy1 , ••• ,y ) E sn 
- n 

n 
.Ti pl. y . !p ( y) 
1=1 l 

The number of addends in (3.4) and (3.5) equals (M+1)n, which 

easily gets far too large for any computer. Hence we have to find 

other ways of establishing h . 

Section 4 of the mentioned paper is concluded by illustrating 

how the "upper critical connection vectors to level j " 1s used to 

establish bounds on the system performance distribution P and 

consequently on the system performance function h . The corres

ponding result for an MCS of type 1 is as follows. 

Theorem 3 .1. Let (P be the structure function of an MCS of type 1. 

Fm;ther~ore, fo~ J E { 1, ... ,M} let y~ = (yir, ... ,y~r) r = 1, ... ,nj 

(zJ = Cz 1J , ... ,zJ ) r = 1, ... ,m.) be its minimal path (cut) vectors 
-r r nr J 

to level J and Cj (yj) r = 1, ... ,nJ. (Dj (zj) 
1 -r 1 -r 

r=1, ... ,m.) 

corresponding minimal path (cut) sets to level j 
J 

of type 1. 

for these values of J 

( 3. 6) PCj-1) 

( 3 . 7 ) 

the 

Then 



where 

sJ = 
k 

L: P[ 
1 ~ i 1 < i 2 < ... < ik;:; n j 
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n 
k . . 

iE U cJ Cy~ ) 
s=1 1 ls 

(X. ~ max y~ . ) ] 
l 1;'=s~k lls 

(X < . j )] . = mln z .. 
l 1:;;s~k lls 

Proof. For j E {1, ... ,M} we get by applying ii) of Theorem 2.9 

and the general addition law of probability theory 

= 

= n 

n . . c x. ;::y~ . ) 1 
iec1Jcy~ ) l lls 

ls 

k . . 
iE u . c1J c y~ ) 

s=1 -ls 

Hence (3.6) is proved. (3.7) is proved similarly by applying iv) 

of Theorem 2.9. 

First note that it is sufficient to know the joint distribution 

of x 1 , ... ,Xn to obtain the expressions for P(j-1). If especially 

x1, ... ,xn are independent, we have 

sj L: iT - max j 
= P.(1< ~k(y .. )-1) k 1-::li 1 < ... <ik~nj k . . l ~s ll 8 

ie u cJcy~ ) 
s=1 1 ls 

TJ p ( min 
j ) 

L: IT z .. 
= lls k 

1;;:;i 1 < ... <ik~mj 
i 1:;;s:;;k 

k . . 
iE U DJ(z~ ) 

s=1 1 -ls 

Furthermore, it is easy to see that the total number of addends ln 

( 3. 6) and ( 3. 7) lS respectively equal to 2nj - 1 and 2mj - 1 , 

which again may be too large for a computer. However, by the in

clu:;ion-exclusion principle of Feller (1968) (p. 98-101), we have 



- 15 -

1 - Tj ~ PCj-1) ~ 
j 

1 s1 

sJ - sJ ;-:; PCj-1) ;-:; 1 - (TJ-TJ) 
1 2 1 2 

. . . 
1- (TJ-TJ+TJ) ;-:; P(j-1) 

1 2 3 

and so on, g1v1ng upper and lower bounds on P(j-1) for 

j E {1, ... ,M} . Since obviously 

( 3. 8) 
M 

h = I: P(j-1) 
j =1 

we automatically get upper and lower bounds on h too. 

Note finally that the deductions above are based on ii) and 

iv) rather than i) and iii) of Theorem 2.9. First of all this 

simplifies Theorem 3.1 ln a way that makes it easier to carry out 

the calculations to obtain exact expressions for the P(j-1) 1 s. 

Secondly, when exact expressions can not be obtained, we feel that 

this makes the bounds better. This is at least true for the upper 

bound si and the lower bound 1 - Ti . These two points seem to 

have been overlooked by El-Neweihi, Proschan and Sethuraman (1978). 

For a binary coherent system a stochastic version of Theorem 2.5 

is glven in Barlow and Proschan (1975). In the following we will 

g1ve a completely new generalization of this result, which is valid 

for an MCS of type 1. 

Let for 

takes values 

(j =1, ... ,M) 

( 3. 9) 

l = 1, ... ,n x. 
l 

ln S = { 0, ... ,M} 

= { 10 I. (X. ) 
J l 

be the state of a device, where 

Introduce the indicators 

if X. ~ j 
l 

if X. < j 
l 

and the indicator vector 

(3 .10) I.(x) = (I.Cx1 ), ... ,I.(x )) 
-J - J J n 

x. 
l 

Now consider a multinary structure function ~(!) . If the states 

{0,1, ... ,j-1} correspond to the failure state when a binary approach 

is applied, then note that I.(x) 1s the corresponding vector of 
-] -

binary component states and I. (<.p(x)) the cor'responding binary 
J -

system state. 
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For x. (i = 1, ... ,n) binary we have the following rl"lations 
l 

n 
m1n x. = TT x. 

1::;;;i::;;;n 1 i=1 1 

n 
max x. = li x. 

1::;;;i::;;;n 1 i=1 1 

The corresponding relations in the multinary case are g1ven 1n the 

following lemma which ir; easily proved. 

Lemma 3. 2. Let X be a vector taking values ln sn . Then -
M n 

mln x. = :L TT I.(x.) 
1;;i::;;;n l j =1 i=1 J l 

(3.11) 
M n 

max x. = :L II I. (x.) 
1::;;;i::;;;n l 

j =1 i=1 J l 

Our new result 1s g1ven 1n the following theorem. 

Theorem 3.3. Let X and X' be statistically independent with 

P {X. = j ) = p . . and P (X! = j ) = p! . ( i = 1 , ... , n; j = 0 , ••• , M) 
l l] l l] 

Furthermore, let ~ be the structure function of an MCS of type 1. 

Then for all E = Cp 11 , ... ,p1M,p 21 , ... ,pnM) and 

n ' = ( p ' p ' p ' p 1 ) we have £. 11, ... , 1M' 21, ... , nM 

i) P[~(XvX') ~j] ~ P[(tp(X) v~(~')) ~j] J = 1, ..• ,M 

ii) P[~(XAX 1 ) ~j]::;;; P[(<.p(X) Atp(X')) ~j] J =1, ... ,M 

M 
iii) E[q)(XvX')] ~ E[~(~) v~(~')]= :L [E[I.(~(X))]UE[I.(~(X'))]] 

j=1 J . - J -

M 
iv) E[~(XAX')];; E[~(~)A~(~')]= :L [E[I.(~(X))]·E[I.(~(X'))]] 

j=1 J - J -

Equality holds in iii) (iv)) for all E and E' iff the structure 

function is parallel (series). 

Proof. 

P[~(~v~') ~j] -P[(~(~) ..,~(~')) ~j] 

= E[I.(~(X vX'))- I.(~(X) v~(X'))] 
J - - J - -

= :L :L[I.(~(xvx'))- I.(~(x) v~(x'))]P(X=x)P(X'=x') ~ 0, 
x x' J -- J - - -- - -
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having applied the independence of X and X' i) of Theorem 2.5 

and the fact that I. ( x. ) is nondc~.~reas :inn: .1n x. . Henc(~ i) 1 s 
J l ~ l 

established. The inequality of iii) follows from i) by applying 

(3.8). The equality of iii) follows most easily by applying Lemma 

3.2. Similar arguments give i L) and iv). 

Note that if 0 < p .. 
l] 

< 1 0 < p!. < 1 ( i = 1, ... ,n; j = 0, •.. ,M) , 
l] 

then P(X=x)>O for all X and P(X'=x') > 0 for all x' Hence -
equality 1n iii) for all £ and £ 1 is equivalent to 

<.p(~v~') = <.p(x) v<.p(~') for all x and x' 

Applying Theorem 2.5 this lS again true iff the structure function 

is parallel. A similar argument establishes that equality holds ln 

iv) for all £ and E' iff the structure function is series. 

This completes the proof. 

In Section 3 of Chapter 2 of Barlow and Proschan (1975) a 

series of bounds on h are given for a binary coherent system. 

Some of the results of this section will be generalized in the 

following. 

Theorem .3.4. If x1 , ... ,Xn are associated r.v.'s, we have respec

tively for the series and parallel structure functions (j = 1, ... ,M) 

(3.12) 

(3.13) p [ mc;x X . ~ j ] 
1;;;l;;;n l 

n 
;;; il P. Cj-1) 

i=1 l 

Proof. We obviously have 

n 
= P[ lTI.(X.) =1] 

i=1 J l 

I.(X.) lS nondecreasing in 
J l 

X. , and so by property 
l 

associated r.v.'s, I.(X1 ), ... ,I.(X) are associated. 
J J n 

P 3 of 

(3.12) 

follows from Theorem 3.1 (p. 32) of Barlow and Proschan (1975), 

now 

this theorem being just Theorem 3.4 in the binary case. (3.13) is 

proved similarly. 
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Corollary 3.5. Let ~ be the structure function of an MCS of 

type 1. Assume x1 , ... ,Xn to be associated r.v. 's. Then 

n n 
(3.14) TIP. Cj-1) ~ P(j-1) ~ il P. Cj-1) 

i=1 l i=1 l 
j=1, ... ,M 

M n M n 
(3.15) I: IT P. ( j -1) ~ h ~ I: il P. ( j -1) 

j=1 i=1 l j=1 i=1 l 

Proof. (3.14) follows from Theorems 2.1 and 3.4. (3.15) follows 

from (3.14) by applying (3.8). 

The corresponding result in the binary case is given by Theorem 

3.3 (p.34) of Barlow and Proschan (1975). For the special case where 

x1 , ... ,Xn are independent, this result is given by Theorem 4.4 of 

El-Neweihi, Prqschan and Sethuraman (1978). 

Theorem 3. 6. Let ~ be the structure function of an MCS of type 1 

having associated components. Furthermore, for j E {1, ... ,M} let 

yj = Cy1j , ... ,yj) r=1, ... ,n. (zj =Cz1j , ... ,zj) r=1, ... ,rn.) 
-r r nr J -r r nr J 
be its minimal path (cut) vectors to level J and c1Cy~) 
r = 1, ... ,n. CD1J (zJ) r = 1, ... ,m.) the corresponding minimal path 

J -r J 
(cut) sets to level J of type 1. Then 

(3.16) 
m. 
nJ [ 1-P < n . c x. ~ z ~ ) ) 1 ~ P [ ~ c _x) ~ J. 1 

· l lr r=1 iEDJ(zJ) 
1-r 

n· 
llJ P < n . . < x. ~ y~ ) ) 

r=1 iEC1(~) l lr 

If furthermore x1 , ... ,Xn are independent, with P(Xi=j) = Pi4 and 

P = CP1 Co), ... ,P1 CM-1),fi.2 Co), ... ,Pn(M-1)) then 

(3.17) 
m· 

..:..:.:J - J IT li· . P.(z. )~P[~(X)~j] 
r=1 iEDJ1 czJ) l lr -

-r 
n. 

J - J 11 n . . P. <y. -1) = 
r=1 iECl(y~) l lr 
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Proof. Introduce the followin~ generalization of the minimal cut 

I . (X) 
ZJ 
-r 

otherwise 

if X. :;;z~ 
l 1r 

for 

I . (X) 
ZJ 

lS obviously a nondecreasing function of Hence 

-r 
by property P 3 of associated r.v.'s Iz j(~), ... ,Izj (~) 

-1 -ml 
are associated. By applying iv) of Theorem 2.9 and Theorem 3.1 

of Barlow and Proschan (1975), we get 

m· 
= P[ TIJ I .(X) =1] 

r=1 zJ -
-r 

m· 
G TIJ [1-P( n . . (X.~ z~ ))] 

r=1 iEDJ1 czJ) l lr 
-r 

(p.32) 

and the left inequality of (3.16) lS proved. The right inequality 

is proved similarly by applying ii) of Theorem 2.9. (3.17) follows 

immediately from (3.16) slnce x1 , ... ,Xn now are independent. 

The corresponding results in the binary case are given by 

Theorem 3.4 (p.34) and Corollary 3.5 (p.35) of Barlow and Proschan 

(1975). 

Theorem 3.7. Let ~ be the structure function of an MCS of type 1 

having independent components, and let lj(P) and uj(P) be defined 

as ln Theorem 3.6. Then 

i) lJ(p) and uJ(p) are nondecreasing functions ln each 

argument. 

ii) l j ( p) < P[~(X) G j] < uJ(p) for 0 < p .. < 1 - l] 
(i = 1, ... ,n;j E {O,M}) if at least two minimal path (cut) 

sets to level j of type 1 overlap. 

Proof. The proof of i) 1s trivial. To prove ii) assume ~he two 

minimal cut sets to level J of type 1 Dj ( zj) and Dj ( zj) overlap. 
1 -1 1 -2 

Introduce lz j(~) 
-r 

since 0 < p. . < 1 
l] 

r = 1, ... ,m. as in the proof of Theorem 3. 6. Then 
J 

(i=1, ... ,n; jE{O,M}) none of the following two 
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r. \". 's I .. j (X) and 
21 -

c1l 't' [1 l'l' l . 

Since Dj(zj) 
1 -1 

and overlap it then also follows that the 

two r.v. 's mentioned are dependent. Furthermore, they are associated 

by property r 3 of associated r.v.'s. By applying Exercise 6 (p.31) 

of Barlow and Proschan (1975) we have 

mj 
Cov[ I 2 jC~_), TI I/, l ( ~) ] > 0 , 

-1 r=7 -r' 

which lS equivalent to 

m· m· 
= E[ TI]Iz jC~)] > E(I . (~))E[ ITizj(~)] P[<.p(X) ~ j] 

r=1 -r ~1] r=2 -r 

By finally applying Theorem 3.1 (p.32) of Barlow and Proschan (1975) 

on the right hand side the left inequality of ii) follows. The 

right one is proved similarly. 

The corresponding result in the binary case lS given by Theorem 

3.6 (p.35) of Barlow and Proschan (1975). 

El-Neweihi, Proschan and Sethuraman (1978) conclude their paper 

by considering dynamic models; i.e. models in which the state of the 

system and of its components vary over time. At time 0, the system 

and each of its componen-ts are in state M. As time passes, the 

performance of each component and consequently of the system itself 

deteriorates to successively lower levels, until ultimately level 0 

lS attained. Theorem 5.1, due to Ross (1977), of the mentioned paper 

lS immediately seen to hold for an MCS of type 1. Furthermore, by 

applying Theorem 2.5 their Theorem 5.2 lS also shown to be valid for 

the latter system. 

We conclude this section by generalizing Theorem 3.2 and Corol

lary 3.3 (p.33) of Barlow and Proschan (1975) where dynamic models 

are considered. Let {X. ( t) , t: ~ 0} denote the stochastic process 
l 

representing the state of component l as a function of time t , 

l = 1, ... ,n. Intr,oduce the r.v.'s 

T~ = inf{t: X.(t) ~J·} 
l l -

i =1, ... ,n; j =O, ... ,M-1 

representing the lifelength in the states {j+1, ... ,M} of component l. 
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. . 
Th,'or"cm 3. 8. If 'I'] '[' J 

·1 ' • • · ' n 'II'<' 'I:::;,)(' i 'I I',, I I'. v. I:;' I lit' 11 

(3.18) 

(3.19) 

Proof. 

n . 
P[ n (T~ >t.)];:;; 

i=1 l l 

n . 
P[ n CT~ ::;t.)] ~ 

i=1 l l 

n . n 

n . 
TIPCT~>t.) 
i=1 l l 

n 
TIPCT~::;t.) 
i=1 l l 

P[ n (T~ >t.)] = 
i=1 l l 

P[ n (X. Ct.)~ j+1)] 
i=1 l l 

n 
= P[ IT I. 1 CX.(t.)) = 1]. 

i=1 ]+ l l 

Since I.+ 1 (X.(t.)) is nondecreasing in 
J l l 

T~ it follows by 
l 

property P 3 of associated r.v. 's that 

are associated. (3.18) now follows from 

Ij+1 (X1 (t1))' ... ,Ij+1(Xn(tn)) 

Theorem 3.1 (p.32) of 

Barlow and Proschan (1975). (3.19) is proved similarly. 

Corollary 3.9. If j j 
T1 , ... ,Tn are associated r.v.'s, then 

(3.20) 

(3.21) 

n . 
IT P(T~ >t) 
i=1 l 

n . 
::; 11 P(T~ >t) 

i=1 l 

The proof lS immediate from Theorem 3.8. 

4. Deterministic properties of an MCS of type 2 

We start by immediately giving the definition of an MCS of 

typt! 2. 

DefLnition 4.1. A syst~m of n components is said to b~ an MCS 

of type 2 iff there exist binary coherent structures ~- j =1, ... ,M 
J 

such that its structure function ~ satisfies 
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- tp.(L.(x)) = J 
J -j -

for all j E { 1, ... ,M} and all x 

Choose j E { 1, ... ,M} and let the states { 0, ••. , j -1} corres

pond to the failure state if a binary approach is applied. By the 

definition above 4J. will uniquely determine the system's binary 
J 

state from the component's binary states. 

The binary coherent structures 4J· 
J 

J = 1, ... ,M can not be 

chosen arbitrarily as is demonstrated in the following theorem. 

Theorem 4.2. The binary coherent structures 4J. 
J 

of an MCS of 

type 2 satisfy 

for all J E { 1, ... ,M-1} and all binary z 

Proof. Choose J E { 1, ... ,M-1} . 

to proving 

To prove (4.2), 1s equivalent 

i) 

We will however show that i) 1s equivalent to 

ii) Vx 3 4J (X) ~ j + 1 

which is trivially satisfied. 

Assume that i) 1s true. Choose x arbitrarily such that 

4J(x) ~ j+1 We then have 

4J(~) ~ j+1 "* 4l· 1 cr. 1 Cx)) = 1 
- J + -] + -

"* 4).CI.+ 1 (x)) =1 "* 4).(I.(x)) =1 "* 4J(x) ~j, 
J -] - J -] -

and ii) 1s true. 

rarily such that 

X~ ( Z.) 
l l 

finally assume ii) to be true. Choose 

4J. 1 <z) = 1 . Introduce 
J+ -

if z. = 1 
l 

if z, = 0 
l 

We then have 

z arbi·t-
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. 1 
<.pj+1(~) = 1 => <.p(~]+ (~)) ;o>; j+1 

j +1 j 
=> <.p(x (z));;; j => <.p(x (z));;; j => <.P· (z) = 1, 

J -

and i) lS true. 

Theorem 4.3. For an MCS of type 2 we have the following unlque 

correspondence between the structure function <.p and the binary 

coherent structures <.p. j = 1, ... ,M 
J 

( 4. 3) <.p(x) = 0 ¢'> <.p1(I_1(~)) = 0 

( 4. 4) <.p(x) = J ¢'> <.p.(I.(x)) - <.pj +1 (I_j +1 (~)) = 1 j E {1, ... ,M-1} 
J -] -

( 4. 5) <.p(x) = M ¢'> (.j)M ( IM ( ~) ) = 1 

Proof. The relations (4.3)- (4.5) follow immediately from (4.1). 

Note especially that by applying (4.3), (4.4) we obtain 

M-1 
u {<.p(x) = j} ¢'> :Jj E {1, ... ,M} 3<.p.(I.(x)) = o 

J -] -
J =o 

Since by applying (4.2) 

<.p.(I.(x));;; <.p.(IM(x));;; <.pM(_IM(_x)), 
J -] - J - -

it follows that 

M-1 
u { <.p ( X ) = j } ¢'> (.j)M ( IM ( ~) ) = 0 ' 

J=O 

which is equivalent to (lf.5). Hence the latter relation represents 

nothing new. Starting out with w1 , ... ,I.PM <.p is uniquely determined 

by (4.3) and (4.4). On the other hand starting out with <.p, w1 
is uniquely determined by (4.3). Then w2 ,w 3 , ... ,<.pM lS uniquely 

determined by applying (4.4) for j = 1, ... ,M-1. 

Theorem 4.4. An MCS of type 2 lS also an MCS of type 1. 



Proof. We have to show that the structure function of an MCS (Jf 

type 2 satisfies the claims i) -iii) of Definition 2. 2. The claim 

i) is seen to be satisf~ed from (4.1) since by i) of Definition 1.1 

and (3.9), (3.10) 

j E {1, ... ,M}. 

~.(I.(x)) is nondecreasing 1n each x. for 
J -] - l 

To show the claim ii) is equivalent to showing 

Vi,Vj E {1, ... ,M},3(·i':~) 3 

~ . ( 1 . , I . ( x )) = 1 and ~. ( 0 . , I . ( x) ) = 0 . 
J l -] - J l -] -

By applying ii) of Definition 1.1 on 

above statement lS seen to be true. 

~. for j = 1, ... ,M , ·the 
J 

Finally to prove the claim iii), 

choose k E {0, ... ,M}. By applying Exercise 1 (p.8) of Barlow and 

Proschan (1975), we get for J E {0, ... ,M} 

{ 
1 if j ;;;k 

~.(I.(k)) = 
J -] - 0 if j > k 

This implies 

~(l5_) ~ k and ~(l5_) < k+1 
' 

and hence ~(k) = k 

Consider the MCS of 2 components havi.ng structure function 

tabulated in Table 3: 

2 1 2 2 

Component 2 1 1 1 2 

0 0 1 2 

0 1 2 

Component 1 

Table 3 

This is obviously an MCS of type 1. However slnce ~(1,2) = 2 

whereas ~( 0, 2) = 1 , it 1s not an MCS of type 2. 

As demonstrated earlier the MCS having structure function 

tabulated in Table 1 of Section 2 is not of the type suggested by 

El-Neweihi, Proschan and Sethuraman (1978). It is, however, an MCS 

of type 2 with and being respectively a parallel and 
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serles structure. The opposite case lS demonstrated by the struc

ture function tabulated 1n Table 4: 

2 1 2 2 

Component 2 1 0 1 2 

0 0 0 1 

0 1 2 

Component 1 

Table 4 

Theorem 4. 5. Consider an MCS of type 2 having minimal path (cut) 

sets to level J of type 2 cj < Yj ) r = 1, ... ,n. (DJ(zJ) r = 2 -r J 2 -r 
1, ... ,m.) where J E {1, ... ,M} Then 

J 

( 4 . 6) 
n· 

tp(~) ~ j ~ 
li] TI .. I.(x.) = 1 

r=1 iECJ(yJ) J l 
2 -r 

m· 
tp(~) < j ~ rr ll· . I. (x.) = 0 

r=1 iEDJ(zJ) J l 
2 -r 

( 4. 7) 

Proof. The results follow immediately from Definitions 2.6, 2.7, 

4.1 and (1.1), (1.2). 

Note that the minimal path (cut) sets to level j of type 2 

are for an MCS of type 2 identical to the minimal path (cut) sets 

of (+>. , J = 1, ... ,M Having the theorem above it is then natural 
J 

to believe that most of the theory for a binary coherent system can 

be extended to an MCS of type 2. This confidence is not weakened 

by lhe results g1ven in the next section on stochastic performRnce 

of an MCS of type 2. 

Theorem 4.6. The structure function of an MCS of type 2, where all 

the binary coherent structures tpj are identical, reduces to the 

one suggested by Barlow and Wu (1978) given by Definition 1.7. 

Proof. Denote the common binary coherent structure by tp 0 

minimal path sets by P1 , ... ,Pp 

follows from (4.6) that 

Then for j E {1, ... ,M} 

and its 

it 



max 
1;;;j~p 

min 
iEP. 

J 
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I.(x.)=1• 
J l 

min 
iEP. 

J 

Hence (1.3) is satisfied and the proof is completed. 

X. G; j 
l 

Pooling all relevant results we can give the following 

figure illustrating the relationships between the different MCS's 

considered in this paper. 

MCS of type 1 

Figure 1 

We will conclude this section by demonstrating that the structure 

function of an MCS of type 2 is far more general than the one 

suggested by Barlow and Wu (1978). 

Theorem 4.7. Restricting to 2-component systems there are M+1 

different MCS's of type 2, whereas just 2 of the type suggested 

by Barlow and Wu (1978). The corresponding numbers for 3-component 

systems are 

and just 9 . 

Proof. First consider the 2-component systems. The only possible 

binary coherent structures are then 

ljil(zl,z2) = zluz2 

1.e. the parallel and series structure. Since 
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which we abbreviate 1jJ 1 > 1jJ 2 , it is according to Theorem 4. 2 

impossible to choose the binary coherent structures ~1 , ... '~M 

of an MCS of type 2 such that ~k = 1jJ 2 and ~k+ 1 =ljJ 1 k = 1, ... ,M-1. 

By applying Theorems 4.3, 4.6 the results for the 2-component 

systems follow immediately. 

Now consider the 3-component systems. From Barlow and Proschan 

(1975) (p.B) the only possible binary coherent structures are 

\~ 7 ( ~) = z 2 • ( z 1 uz 3 ) ' 1jJ 8 ( ~) = z 3 • ( z 1 uz 2 ) ' 1jJ 9 ( ~) = z 1 • z 2 • z 3 

From Theorems 4.3, 4.6 there is just 9 different 3-component 

systems of the type suggested by Barlow and Wu (1978). 

The structure functions above can be ordered in the following 

way 

Among 1/J 2 , 1/J 3 , 1jJ 4 anci among 1jJ 6 , 1/J 7 , 1jJ 8 there is no ordering. This 

ordering divides the structure functions into 5 natural groups. 

Let now ( i = 1, ... , 5) 

a. = the number of ways to choose l structure functions 
l 

coming from different groups. 

b. = the number of ways to choose M elements from ·l groups 
l 

such that all groups are represented. 

By Theorems 4. 2' 4 . 3 the number of different 3-component MCS's of 
5 

not hard to that type 2 equals l: a.b. It lS see 
i=1 l l 

( 9 ) 9 a1 = 1 = 

3 + ( 2 ) ( 3 ) ( 3 + ( 3 ) ( 3 ) 30 a2 = = 2 1 1 1 1 1 
3 ) + ( 3 ) ( 2 ) ( 3 ) + ( 3 ) ( 3 ) ( 3 ) 46 a3 = = 3 2 1 1 1 1 1 

2 ) ( 3 + ( 3 ) ( 3 ) ( 3 ) 33 a4 = = 1 1 1 1 1 

3 ) ( 3 
9 as = = 1 1 



If we can now show that 

b = (~-1) 
i l-1 

7 R -

l = 1,2,3,4,5' 

our proof is completed. This, however, follows from Feller (1968) 

(p.38). 

5. Stochastic performance of an MCS of type 2 

In this section we will mainly demonstrate that all results 

obtained by Barlow and Wu (1978) extend to an MCS of type 2. We 

will, however, also try to indicate that most of the theory for a 

binary coherent system can be extended to an MCS of type 2. 

We start by generalizing Theorem 2.1 of Barlow and Wu (1978). 

Theorem 5.1. Consider an MCS of type 2 

structure functions til 1 ' ... 'tpM . Let 

tp~, l.e. 
J 

h. 
J 

having binary coherent 

be the reliability of 

( 5. 1) h . = Etp . ( I . ( X ) ) 
J J J -

J = 1, ... ,M . 

Then the performance distribution of the system lS glven by 

= 1- h 
1 

Pj = hj - hj +1 

PM = hM 

PCj-1) =h. 
J 

j = 1, ... ,M-1 

J = 1, ... ,M 

Furthermore, the performance function of the system, h, lS glven 

by 
M. 

h = L: h. 
j = 1 J 

Proof. The results follow immediately from Theorem 4.3 and (3.8). 

In Barlow and Wu (1978) x1 , ... ,Xn are assumed to be indepen

dent. Note that this is not assumed in the theorem above. Note 

also that in order to compute exact expressions for Po' ... 'PM and 
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just apply binary theory on h 1 , ... ,hM . 

If the components are independent, or some simpler assumptions 

on the dependence are made, the binary version of Theorem 3.1 im

proved by Satyanarayana and Prabhakar (1978), can be applied to 

compute exact valuPs of h 1 , ... ,hM . If not, upper and lower bounds 

for h 1 , ... ,hM can be found from Natvig (1980) by choosing suitable 

modular decompositions for each tPj , j = 1, ... ,M. Note especially 

that by assuming x1 , ... ,Xn to be associated r.v. 'sit follows by 

property P 3 of associated r.v. 's that I.(X.) 1 = 1, ... ,n are 
J l 

associated for fixed j E {1, ... ,M} . This is often needed in 

Natvig (1980). 

When components are repaired, the following definition seems 

natural. 

Definition 5.2. Consider an MCS of type 2 having binary coherent 

structure functions tP 1 , ... ,tPM . Furthermore, consider a time 

interval I = [tA,tB] and let t(I) = Tni, where generally the 
. Th . . . h (I ) d . 1 b . 1 . ( I ) t1me t E T . e ava1lab1l1 ty, tP· an the unava1 a 1 1 ty, gtP· 

. . J . . . J 
to the level J 1n the t1me 1nterval I for th1s system are g1ven 

by (j = 1, ... ,M) 

h (I) = P[t().(I.(X(s))) = 1 VsETCI)] tP· J J -J 

(I) 
P[tP.(I.(X(s))) 0 VsET(I)] gtP· = = 

J J J -

By applying the theory of Natvig (1980) upper and lower bounds 
(I) 

on htP. and 
. J 

can be obtained in the case of maintained, 
(I) 

gtP· 
J 

componenis. lntPrdependent 

We now return to Barlow and Wu (1978). Their Proposition 2.2 

1s generalized by Theorem 4.2 of El-Neweihi, Proschan and Sethuraman 

(1978). The latter theorem is even valid for an MCS of type 1 as 

mentioned in Section 3. We next generalize Proposition 2.3 of the 

former paper. To do this we need some more notation. 

If x1 , ... ,Xn are independent, (5.1) is written 1n the form 

( 5 . 2) h. = h.(P(j-1)) 
J J -

J = 1, ... ,M, 
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where 

( 5 . 3) ~Cj-1) = ci\Cj-1), ... ,PnCj-1)) 

PiC j -1) is the reliability of the i th component to level J 

( i = 1, ... ,n; J = 1, ... ,M) . If: especially P. ( j -1) = p 0 . i = 1, ... ,n , 
l J 

we write 

( 5 . 4) h. = h.Cp 0 .) 
J J J 

j = 1, ... ,M . 

Theorem 5.2. Consider an MCS of type 2 where x1 , ... ,Xn are 

independent. Let 

Assume 

( 5 . 5) 

( 5. 6) 

hj(pOj) = Poj 

M 
:L a ~ Po· 

r=j r J 

M 
:L a ;;;; Po. 

r=j r J 

l = 1, ... ,n . 

for some 0 < Poj < 1 , J = 1, ... ,M Then 

M M 
J = 1 , •.• , M => h. ( :L a ) ;;; :L ar j = 

J . r . 
r=J r=J 

1, ... ,M 

M M 
j = 1, ... ,M => h. ( :L a ) 

J . r 
r=J 

;;;; :L a 
r=j r j = 1, .•• ,M 

Proof. The result follows immediately from Theorem 5.4 (the Moore

Shannon Theorem) (p.46) of Barlow and Proschan (1975). 

The theorem allows us to compare the performance distribution 

of an arbitrary MCS of type 2 (with identical components) to the 

common performance distribution of its components. Note that if 

tpj ( j = 1, ... ,M) has no path sets or cut sets of size 1, then from 

the Moore-Shannon Theorem there exists 0 < Poj < 1 such that 

h. c Po.) = Po .. 
J J J 

To generalize Proposition 2.4 of Barlow and Wu (1978) lS 

straightforward and is left to the reader. We conclude this section 

by looking into their measure of component importance, which works 

equally well for an MCS of type 2. 
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Definition 5.2. Consider an MCS of type 2. Then component 1 ~s 

critical to the system at state j ( j = 0, ... ,M) iff 

x. ~ j ~ <.P(x) = j 
~ -

The probability importance df component 1 with respect to system 

state j , I .. , is defined by 
lJ 

I .. =P[X.=j~<.P(~)=j) 
l] l 

Theorem 5.3. Consider an MCS of type 2 where x1 , ... ,Xn are 

independent. Then ( i = 1, ... ,n) 

( 5. 7) 

( 5. 8) = h.+1 (1. ,P(j))-E[tP.(O. ,I.(X))·tp.+ 1 (1. ,r.+1 (X))] 
J l - J l -] - J l -] -

~h.+ 1 c1. ,P(j)) -h.+1 co. ,P(j)) 
J l - J l -

j = 1, ... ,M-1 

( 5. 9) 

Proof. For j = 1, ... ,M-1 following the proof of Theorem 2.6 

of Barlow and Wu (1978) we get: 

I .. = E[<.P.(1 .. ,I.(X))<.j). 1 C1.,I. 1 CX))) 
l] J l -] - J+ l -]+ -

- E [ <.P. ( 1 . , I . (X)) <.P. 1 ( 0 . , I . 1 (X) ) ) 
J l -] - J + l -] + -

-E[<.P.(O.,I.(X))<.j). 1 C1.,I. 1 CX))) 
J l -] - J+ l -]+ -

+E[<.P.(O.,I.(X))<.P. 1 CO.,I. 1 CX))) 
J l -] - J+ l -]+ -

= E[<.P.+ 1 (1.,I.+1 (X))) -E[<.P.+ 1 Co.,I.+ 1 (X))) 
J l -] - J l -] -

- E[<.P.(O. ,I.(X))(p.+ 1 (1. ,r.+1 CX))) 
J l -] - J l -] -

+E[<.P.+ 1 Co.,r.+ 1 CX))), 
J l -] -

having applied Theorem 4.2. Hence (5.8) follows. (5.7) and (5.9) 

are proved as in the mentioned Theorem 2.6. 

We do not feel sure that Definition 5.2 is the most reasonable 

one. Let {0,1, ... ,j-1} correspond to the failure state when a 
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binary approach is applied. Then the following definition reduces 

to the binary one given by Birnbaum (1969). 

Definition 5.4. Consider an MCS of type 2. Then component 1 is 

critical to the system to level J ( j = 1, ... ,M) iff 

x. ~j ~ tP(x) ~j 
l 

The probability importance 

defined by 

I!. = P[X. ~ j ~ 
l] l 

of component l to level j 

tl)(~) ~ j] 

' 
I!. 
l] 

Theorem 5.5. Consider an MCS of type 2 where x1 , ... ,Xn are 

independent. Then ( i = 1, ... ,n; j = 1, ... ,M) 

I!. = h.(1. ,P(j-1)) -h.(O. ,P(j-1)) 
l] J l - J l -

Proof. The proof 1s identical to the one of (5.7) and (5.9). 

6. Some final comments 

lS 

When presenting a preliminary draft of the present paper at 

the "Reliability Days" at Chalmers Institute of Technology, Gothen

burg, May 5.-6. 1980, it was objected against the assumption that 

both for each component and for the system itself the set of states 

is S = { 0, ... ,M} . Some felt that the set of states for each com

ponent should be included 1n S . In particular a binary state space 

would be sufficient for several components. 

To take this objectioninto account assume the set of states of 

the i th component to be S. ( i = 1, ... ,n) where 
l 

Remembering Theorem 2.1, we g1ve the following definition of a 

modified MCS of type 1 : 
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Definition 6.1. A system of n components is said to be a modified 

MCS of type 1 iff its structure function satisfies: 

i) ~(~) is nondecreasing in each argument 

ii) 

iii) 

Vi,Vj E {1, ... ,M},3(·. ,x) 3 
l -

~ ( k . , x ) ~ j Vk E S . n { j , j + 1 , . . . , M} 
l - l 

~ ( k . , X) ~ j -1 Vk E S . n { 0 , 1 , ... , j -1 } 
l - l 

mln x . ~ ~ ~) ~ max x . 
1~i~n 1 1~i~n 1 

It can now be shown that almost all results given ln Section 2 

and 3 for an MCS of type 1 are also valid for a modified MCS of 

type 1. In fact the only results we are not able to generalize are 

thJt equality for all x and y 1n i) (ii)) of Theorem 2.5 implies 

the structure function to be parallel (series) and the corresponding 

part of Theorem 3.3. 

It should be noted that the definition of an MCS of type 2 

works equally well in the more general situation regarded here. 

Concerning future research treating the multinary case we hope 

to return to measures of component importance in a later paper. For 

the time being strong efforts are made at this Department, mainly by 

Terje Aven, to build up a theory for optimal preventive maintenance. 

Two of the interesting questions are: To what levels should we 

allow the components to deteriora~e before acting, and when acting, 

to what levels should the components be repaired ? 
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