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Abstract 

In [5] 9 Erd~s and Hajnal formulate the following propositions 

which we shall refer to as § ~ If ~ is an order-type such that 

I c;; l * t_ l \lJ! = (~)2 but UJ2'(~J2 C) 9 there is ~ < ~') 9 = w1 ' 
such that - , I 

7~ 

t w1 s L'J 1 1,\! . In [2], we showed that if v = L 
' 

then IQ • We do 

not know if the assumption v = L can be weakened to CH 
' 

or if, 

in fact, Q is consistent with CH . However, in this note we 

show that, relative to a certain large cardinal assumption, g is 

consistent with 2l!J = w2 9 so that --,§ is not provable in ZFC 

alone. Our proof has an interesting model-theoretic consequence, 

which we mention at the end. 

Preliminaries 

We work in ZFC , and use the usual notation and conventions. In 

particular, an ordinal is the set of its predecessors, a cardinal 

is an ordinal not equinumerous with any smaller ordinal, et., Ss y 

denote ordinals, K, A, ~ denote cardinals, and !XI denotes the 

cardinality of the set X • We asslli~e considerable acquaintance 
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with forcing, as described in Jech !6] for example, and also some --
familiarity with indiscernibility arguments using large cardinals. 

A set X c x is said to be homogeneous for the first-order struc-

ture 01., = <A, • • • ) , where x. c A , if for all formulas cp(v , ••• , v ) - o n 
in the language for (Jl , if x , ••• ,x ,x', ••• ,x' EX, x < ••. <x, o n o n o n 
x ~ < • • • < x~ , then (Jt ~ cp [ x 0 , ••• , xn] iff 

A cardinal rc is Ramsey iff whenever 8t = <A,... ) is a first­

order structure such that rc c A and the language of at has less 

than rc symbols, there is X c r, , ! X I = n , X homogeneous for 

d1 • For further details, the reader should consult Drake [4]. 

A cardinal x. is weakly com~act iff whenever 

a sentence in the language of set theory augmented by the unary 

predicate letters u,w1 , ••• ,Vln, such that for some w1 , ••• ,Wn c 

V , < V , e, U, w1 9 • •• 9 W ) b cp for all U c V "A , then for some 
::.t n n · ,. 

a.< n, (VI'Y,s,U,W1 1VI'Y,. •• W liV > != ~') 
"""' '""' n o. 

for all u c v 
(l 

C4J will provide further details here. For our present purposes 

we need to know that every Ramsey cardinal is weakly compact, and 

that every weakly compact is a fixed-pont in the sequence of all 

inaccessible cardinals. (We assume the reader is well aware of 

what an inaccessible cardinal is, and also what a weakly inaccess-

ible cardinal is. If he doesn't, he would be much better off rea­

ding [4] than the present paper.) Chang's conjecture, which we 

shall denote by 6 , is the assertion that if we are given a first-

order structure 

oJ 1 , and the language for tJL is countable, we can find £ = (B, 

U n B \ J I'M such +hat ! u I - I'' I U n B I - w , ' • • • I ' li (.,. v i .u I - 'c 1 9 I i -
It is knovm 

that 6 is not provable in . ZFC • In fact, it follows easily 

from the results proved towards the end of chapter 17 of Devlin 

~1] that 6 implies the existence of o# (which is defined in 
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[1]~ chapter 17.). This was first proved by Kunen. Also, Silver 

~8] has shown that Con(ZFC + "there is a Ramsey cardinal") _, 

Con(ZFC + 6) • 

Basic Forcing Lemmas 

We use M to denote throughout an arbitrary countable transitive 

model (c.t.m.) of ZFC • For proof8 of all of the following lem­

mas, the reader should consult [6]. 

Lemma 1 (L~vy-Solovay, et al.) 

Let n be inacressible/weakly compact/Ramsey in M Let P be 

a poset in M of cardinality less than n • If G is M-generic 

for P , then n is inaccessible/weakly compact/Ramsey in M[G] 

Lemma 2 (Solovay) 

Let P1 ,P2 be posets in M. If G1 is M-generic for P1 and 

G2 is MrG1]-generic for P2 9 then G1 is MrG2]-generic for 

P 1 ~G2 is M-generic for P2 ~ G1 Y G2 is M-generic for P1 x P2 • 
*)1 
QS the cartesian product of the sets P1 ,P2 with the ordering 

<p,,p2) ~ <q,,q_2;' - Pt <1 q1 & p2 ::2 q2 • Conversely, if G 

is II-generic for p1 v p /' 2 9 then G1 = tP I <P ,11)EG} is M-ge-

neric for p1 G2 = {p l (1l , p) E G} is M~G 1 ]-generic for p2 9 

and G = G1 x G2 • (As usual, we asSl®e our posets have a maximum 

element, 11 .) 

L~mma ~ (Solovay) 

Let P1 ,P2 be sets in M • Let ~1 be a partial ordering of P1 

in M and let .,::2 be a term of the (M,(P1 ,_::1 ))-forcing language 

such that is a partial ordering of 
'II' 

P il 2 • Define, 
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in M a partial ordering on p1 v p2 by (p1,p2) ~ (q1,q2) -9 
,, 

& ~~p "y y 
II If G1 M-generic for p1 and P1.S1 q1 p1 p2 ~2 q2 is 

1 
G2 is MCG 1]-generic for p2 (ie. the poset 

M[G1J, 
(P29~2 ; in M[G1]) , 

then G1 X G . 2 is M-generic for p1 " p ,' 2 • Conversely, if G is 

N-generic for p1 X p2 9 there are sets G19G2 such that G1 is 

M-generic for p1 ' G2 is M[G1]-generic for p2 9 and G = G1 xG2 \ 

Recall that a poset P has the ~ chain condition (K-c.c) if 

there is no pairwise incompatible subset of P of cardinality n 

and that c~J 1-c. c is refered to as the countable chain condition 

(c.c.c.) (We say p 9 q c P are compatible if there is r E P , 

r ~ p,q, and write p ~ q in such a situation.) 

Lemma 4 

Let P be a poset satisfying c.c.c. in M , and let G be M­

generic for P • Then M and M[G] have the same cardinals and 

cofinality function. 

liar tin's Axiom for (_IJ1_ is the assertion that if p is a poset 

with c. c. c. and gj is a collection of C'J 1 dense open subsets 

of p 
9 there is a ~ -generic set G for p . We denote this 

statement by MA . It is easily seen that MA .... 2w .::: (JJ2 ' 

Lemma 5 (Solovay-Jennenbaum) 

Suppose Then there is a poset P E M of cardi-

nality w2 9 satisfying c.c.c. , such that for any set G M-ge-

neric for P 

That completes our list of prerequisites. It is convenient at 

this point to set out our plan of attack. 

• 
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The Strategy 

In [2]~ we prove the following theorem: 

Theorem 6 (Devlin) 

Assume t::, • If -, ~ then there is an w2-.Aronszajn tree. 

It thus suffices~ for our purposes, to show that Con(ZFC+ "there 

is a Ramsey cardinal") ... Con( ZJ!'C + 2w = w2 + t::, + 11 there are no w2-

.Aronszajn trees"). Now~ in [8]~ Silver proves Con(ZFC+ "there is 

a Ramsey cardinal") ... Con(ZFC + 2L'J = r!! 1 + t::,) • Since 2w = w1 in 

Silver's model, it contains an w2-Aronszajn tree (which remains 

an c~'J 2 -Aronszsjn tree in any cardinal preserving extension of it .. ) 
1) 

Hence Silver's model does not help us here. Again, in ~7]~ Mi~chell 

proves Con(ZFC +"there is a weakly compact cardinal") ... Con(ZFC + 

2C'.! = t'J 2 +"there are no c:J 2-Aronszajn trees 11 ). The idea behind eur 

proof is to combine the proofs of Mitchell and of Silver. In order 

to do this, we have to make some considerable changes in both proofs, 

so~ even though the overall plan remains a combination of the 

1:1i tchell argument and the Silver argument, we see no alternative 

but to give most of the proof in full, In several places, the ar-

gument will be exactly parallel to Mitchell's (in particular), and 

at such points we shall leave it to the reader to check that 

Mitchell's argument indeed works in the present situation. This 

will not require that the reader is familiar with all of Mitchell's 

paper; indeed, he should be able to simply read the proof concerned 

and see that, with a few minor changes, it does what we require. 

For readers who are familiar with [7], let us state now that the 

difference between our model and Mitchell's lies in the way the 

continuum is collapsed to c•J 2 • 
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The Proof 

From now on, we fix x. as the first Ramsey cardinal in M • Define 

C in M as the poset of all finite functions p such that 

dom(p) c ~ and ran(p) ~ 2 , ordered by p ~c q ~ p ~ q Thus, 

C is the usual poset for adding n Cohen reals to M • If G 

is M-generic for P (which it will be from now on), then 2uJ = ~ 

in M[GJ Also, as C satisfies c.c,c, in M M and MCGJ 

have the same cardinals and cofinality function. In particular, 

n is weakly inaccessible and is the limit of a x.-sequence of 

weakly inaccessibles. In fact, if < x.( 'J) l \J < tt~ enumerates (mono-

tonically) the weakly inaccessible ccrdinals below X. in M 
' 

then 

each X.(\!) is weakly inaccessible in M[G] • Note also that the 

definition of c is absolute for transitive models of ZFC con-

taining It • For y < ~ 9 we set c = [p E C I dom(p) y ~ y} 9 
cY = 

[p E c I dom(p) rJ y = ¢} • Since we clearly have c ;:;' cy X cY ' by 

a canonical isomorphism (in ];I), we see that GY = G rJ CY is M­

generic for Cy 9 Gy = G n cY is M[Gy]-generic for cY 

M[GY][GYJ = MrG] 9 and all of the other properties in lemma 2 hold. 

Let lli be the complete boolean algebra determined by C , isomor­

phed so that C is a dense subset of ID • For each y < n , let 

lliy be the complete boolean algebra determined by cy 9 isomorphed 

so that y < o < n implies that IDY is a complete subalgebra of 

E0 is a complete subalgebra of E . 
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In M let F be the set of all functions f such that: 

(i) f: X X(oJ 1 X~t) ... JB 

(ii) Y ~ Y' -+ f(y,(ll,B)) f\f(yi9(/'(o98)) = Q) 

( i v ) I { z E ?{ )( (:_o) 1 X X ) I f ( z ) > {) } l .:: (') 1 ; 

(v) for some ordinal cp(f) < w1 , a_::::ep(f) ... f(y,(ll 9 S)) = Q) 

(vi) for all ordinals o < ~t 9 ran[ffo] ~JB 0 + , where ffo 

abbreviates f f ( 6 Y ( cu 1 x o)) and where 6 + denotes the 

first cardinal greater than 6 • 

Using F , we define a pose t P in M~ G J as follows. For f E F , 

define f (in M~G]) by f = {(y 9 (a.,s)) (3p EG)[p <JBf(y,(a.,S))]}. 

Let P = (f l f EF1 and partially order P by f <p g- f 2 g • 

Clearly, if f E P then f is a function such that: 

( i) d om (f) .::; w 1 x ~ 

(ii) (a,s) E dom(f) ... f(CL,S) E S 

(iii) ! f! .::: UJ1 

(iv) for some ordinal ,Hf) < l'l1 (o",8) E dom(f) ... 11 < *(f) 9 

(v) for all ordinals 6 < X. 9 f [6 E lil[G 0+] 9 where f!o 

abbreviates f j( w1 Y. 6 ) • 

!)Jote: P does not 9 however 9 contain all such functions. 

'l'his was pointed out to us by Mitchell in a private communi­

cation. However~ it is easily seen that P is closed under 

simple set-theoretical operations such as the union of two 

compatible members.] 
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For future use, notice that if A. > C'.! 1 is a regular cardinal in M9 

then for f E p 
9 flA E M[G)~.] and for f E F 

' ran[f r)..] ~ JBA • 

(Both of these hold because f is only non-trivial at C'J 1 places.) 

Recalling lemma 3, we define a poset Q with domain C x F by 

s e t t ing , in M ( p , f ) ,::Q ( q , g ) - p < c q & p \ !-c " f ~ g" ( i e • 

iff p :J q & p !t-c '-'f ~ g".) Dy lemma 3, if K is M-generic 

for Q with G = [p E C l·(p,OF) C: K} (where OF = [(Q)~z) ! zEIt )< 

(eJ 1 }-:n)}) (which we may assume as lemma 3) and H is defined by 

{f EP! <¢,f> EKJ then H is J:I[[G]-generic for P and 

M~K] = M[G]rH] . 

Define a partial ordering <F on F in M by f <,pg -' ' 
11 !~c "f ::.::: g" . Clearly f <F g iff for all z E lt )i (cu 1xtt), 

f(z) ~ g(z) • 

Suppose that, in M 
' 

6 < L~J 1 and <f I tt<o) is a sequence of 
r:t 

members of F such that cr < ~ < o ~ f 8 ~~ fcr Define 

g ~ lt X (rJJ 1X tt) 

tt~:(w 1 xtt). 

~ JB by g(z) = yn[f (z) l cr < o} for each 
Ct. 

z E 

(Since (fa. I rt < 5) E M , this supremum in JB always 

exists.) We write g =A <of 9 since it is easily seen that a. a. 
g E F here, and that g < f for all cr < o • -F .'J., 

Lemma 7 

Let f ,g E F and suppose that p ll-c 1'f :::> gil for some p E C • 

Then there is h E F such that h ..:=:r g and p !l-0"h => f" . 
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Proofg For each z = (y, Ca.~ S)) E x. )·' (w 1 )< PL) , define h(z) = 

g ( z ) v r f ( z ) " p is+ J • t 

Lemma 8 

Suppose D E MJG] and that D is a dense open subset of P • 

Then, for any f E F there is g E F such that g <F f and 

g E D • Moreover, suppose 
0 

P ll- "D ' c 
0 

is a dense open subset of P". 

Then, for any f E F there is g E F such that g <F f and 

Proofg The first part of the lemma follows both from lemma 7 and 

from the second part of the lemma. We prove the second 

part of the lemma by an argument due to Easton. Working 

in M 9 we inductively define a sequence ( (pa.,fa! l a.< 5 ), 

for some 6 < w1 9 such thatg 

(i) p'l f c each a. < 5 

(ii) fe <F f < f each a. < 3 < 0 - a. -F 

(iii) ~~ "f 
0 

Pa. 
c. nu each cr, < 6 ·' c a. '- ' 

(iv) p 1- Ps ' 
each a, < s < 6 • a, 

The ordinal 6 will be determined by the termination of 

the definition, which will occur at some stage before ~~, 

(by virtue of condition (iv) and the c.c.c. for C), when 

[p J a.< o 1 is a maximal pairwise incompatible subset of 
a. 

[qEC!q_::0 p}. 

Suppose ((p 9 ~f 8 ) ! s<a.> is defined. Let q ~p be in-

compatible with each Ps 9 ~ < a. 9 and set h = 1\s<a.fs . 
!1-c"D is 

0 

1111- c "h E P" ' Since q a dense subset of P" and 

we can find Pa. .:So q and h' E F such that Pa. If-c "h' E j) il 
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and p IL "hI ~ h il By lemma 7, pick f E F such that 
'"1. :i c a. 

f ,::F h and PCI. It- II f ~ h' It Since Pa. \L "D is open 
a ' c a. • ,I C 

0 

If- II f in P" 
' Pa. c a. 

0 

(pil,fa.) E D11 Hence is defined as 

required. 

VVhen the definition terminates, set g = Aa.<Bfa. • Thus 

g E F , g <F f • Yve show that p !J- 0 11 g E D" • It suffices 

to show that [q E c l q 11- II~ ' c 6 E :Dn} is dense below p in 

c . Let q ~ p . Thus q "" p for some 
(l 

a. < 5 • Let 

(iiiL ~~ "f E 
0 

q' ~c q,pr:t . By condition q' D" . So, as ' c a 

lf-c"g 
0 

• g < f 
' 

q' E nn 
' 

and we are done. -F et 

Corollary 9 

If A < 1;1~ and 

cular, l?M[K] (A) 

Proof: Suppose 

define 

= i"]} 

here, so 

s : A ~ M , s E M[K] , then s E M[G] • In parti-
M[G] MrK] MrG] M = & ( /..) and CJ 1 ·-· = t'J 1 ~- ( = w 1 ) 

(p,f) ll-Q 
0 y , 

p E G 
' 

s : A ~ v For each et < A 9 

D in M[GJ by D = (f E PJ (3x E M)[f !t--p "~ (~) 
(l (l 

II-- 11 :D 0 

Clearly 9 p is a dense open subset of P0 , " c (l 

we can use lemma 8 to define, in M 
' 

a sequence 

(f la.<A> 
(l' 

from F so that (l < s < A ~ fe <F f and 
- a. 

!!- "f 
0 

(p,g) ~Q (p,f) p E D " • Set g = A f • Clearly, a. a. a.</.. Ct. 

(p,g) II- II~ 
y 0 

and E V[G]" • ·Q 

Lemma 10 

Assume v = M[G] . Then p satisfies the ){. - c.c . 

Proof: The argument is a slight modification of the usual one for 

the L~vy collapsing poset on an inaccessible. Clause (v) 

in the definition of F was designed partly to make this 
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argument work, even though ~ is only weakly inaccessible 

here. 

Let X be a set of pairwise incompatible elements of P • 

We define, inductively~ sequences (Xa. I a. <cu 2) , 

( v a. ! a. < w 2 ) ~ such that 

(i) a. < 8 < lU2 -+ X a. c X~ ex and a. < w2 ..... IX ! a. 

(ii) a. < 8 < (!j2 ..... \)a. < \)~ < 7{ 

(iii) f E X ..... dom(f) c l'J 1 " v a. 
,,, 

a. 

Let f 0 EX be arbitrary. Set X0 = {f0 } ~ and let v0 

be the least cardinal such that dom(f0 ) ~ w1 x v0 • 

<It; 

Suppose Xa., va. are defined. Let X~ be a maximal sub­

set of X such that 

By definition of 

& ffva. = gfva.] -+ f = g • 

X~} ~ M[ G v + ] • By 
a. v M [\}v +] 

lemma 1 , '{ is inaccessible in M[ G + ] , so l v a. I a. 
\)a. a. 

< ~ • Hence IX~! < ~ • Set Xa.+ 1 = xa.ux~ and let 

\) 1 < ~ a.+ be the least cardinal such that and 

f E Xll+ 1 ..... dom(f) c e; 1 >< v a.+ 1 • If lim(a.) 9 set X = a, 

US<a.X'3 

IX I < X. a. 

'J = a. 
and 

fini tion. Set 

by showing that 

Since 7-t is weakly inaccessible, 

here also. This completes the de-

Y = U X a.<c;2 a. Thus x. • We finish 

X c Y . Let f E X As 

strictly increasing and ! f I ~ c; 1 , we can find a. < ~1 2 
such that 

there is 

ffv = frv 1 • By construction of a. a.+ 
such that f~v = [!_fv • 

l a. ...... a. 

xa.+ 1 , 

By (iii), 

dom(g) c w1 x va.+ 1 • Hence f ""'g ~ which neans f = g EY, 

as X is pairwise incompatible. t 
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Corollary 11 

Assurr.e V = M • Then Q satisfies H. - c. c. 

Proof~ A standard argument for two-step £orcing. See Jech [6], 

for example. ~ 

Lemma 12 

I'·JM[K] 
-2 = f(. • 

Proof: By corollary 9 and lemma 10 9 it suffices to show that if 

M I' IM[Kl M!G J w1 < ~ < rt then ~A 1 - = w1 - By definition of P 

this clearly reduces to showing that if (in M [G]) 

f E p and y E ~ < 1-t 9 there is g E p 
9 g ~ f 9 such 

that for some r_r, E ~u 1 g(a.,)~) = y But look, w(f) < UJ 1 ' 

so if we pick a. > '.1!( f) then g = fU [(y,(<l,~))} E p is 

clearly as required. I 

In M 9 for y < "{ 
9 set F = £fh If E F} y ' 

pY = [f-fh!fEFL 

Qy cy v F Qy cY Fv Again, for < let K =KnO, = = )~. 
. y n / y • y ·y 

Ky = K !I Q y In M[G] for y < f(. 9 set py = [f fy I f E P} 9 

y { r- ' f E P} Note that whenever )\. 
m is regular in M P = f-f 1 y [ :> c~ 1 9 

then p~ E M~GA] and p).. 9 
p~ are related to FA, FA in the 

same way that p is related to F • Partially order- QY in M[GA] 

& 

Lemma 13 

Let ~ > M be a regular cardinal in M Then K~ is M-generic w, • 

for QA 9 
KA is MCK)..]-generic for Q)..' and M[K~][KA] = MCKJ . 
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M[G] 9 lemma 2 tells us that is 

and H"- is M[G][HA]-generic for p"-

M[G ]-generic for PA. 

and M[G][HA][H"-J 
A = M[G][H] = M[K] • Again, C 9 PA. E M[GA.] 9 so by lemma 2, 

M[G][HA.] = M[GA.][G"-J[HA.] = M[GA.][HA.][G>..J, where GA. is 

M[GA.] [HA. ]-generic for c"- • Hence, by lemma 3, M[KA.] [K11.] 

= M[GJ...J~H)~.J[G"-JCH"-J = M[K] , etc. I 

The next lemma shows that under certain circumstances there is an 

element which will play the role of A f 
'J<o \) 

for decreacing sequen-

ces of members of F which do not lie in M • (In such cases, we 

will abuse our notation by writing A'J<5f\J to denote such an ele­

ment.) 

Lemma 14 
M Let y :?_ w1 , M 5 < w1 , and let be a sequence of mem-

bers of FY in M[K +] such that 'J < r < 5 ~ f <F f r - 'J 
Then 

y 

there is a g E FY such that M[K +] l= (V\J < 0) (11lf- +"g :::> f II). 
Y cY - \) 

Proof: By corollary 9, (f\J I 'J < 6) E M[GY+J • Let 

of the (M,C +)-forcing language such that 
y 

0 

f be a term 
oMrG +] f Y =(f\JI'J<o)~ 

0 y 

(Thus f will contain constants of the form X for xEM -
0 

and possibly the constant G which represents G + in 
y 

M[G +l.) IL +"f is 
., 

Pick p E G + such that p a o-se-
y y ·I cY 

Fy 
., 

~ f(,-) quence of members of such that \) < r < 0 <F -
f('J)". Work in M • Define a function - g by setting, for 

Y ' g(z) = P " z = ( t , ( 1'!, , B ) ) E 7-t :v ( w 1 Y 1t ) with S > 

Vlli[f(z) ,, l!f = f(~) !~y+ ! f E FY & 'J < 5} • We show that g E FY. 

We must therefore verify that g satisfies clauses (i)-(vi) 
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in the definition of F • Clause (i) holds by definition. 

For clause (ii), suppose sIC and that g(s,(~,S)) A 

g(C~(~,B)) > 0 , some ~,S . Thas for some v < ~ < 6 ~ 

Y y 0 y y 0 y 

and some f, f' E F ,p /\ I! f = f ( v) 1l '" ll f' = f ( ~) II " f ( s, ( et 9 g) ) 1\ 

f'(,,(et,S)) > ~. But look, by choice of p , this means 

i!f'<Ffll" f(s,(n,B)) A,fr(C1 (et 9 B)) > ({). Hence, clearly~ 

f'(s,(a,, 0 )) "f'(~ 9 (et,8)) >([),contrary to f' E F. Hence 

clause (ii) holds for g • For clause (iii), note that if 

t ~ P , then f(t,(Cl,S)) = ({) for all f E F 9 so 

g(t,(n,~)) = t). Since C + satisfies c.c.c., ![f I (:3v<6) 
y 

y 0 y l ( !If = f ( ')) II > ({)) 1 < t!J 1 , whence clause (iv) clearly holds. 

This last fact also implies that clause (v) holds. Finally, 

note that clause (vi) holds for g , since we are only 

working "above" y here, and g is defined from members 

of Fy and certain elements of JB + y . Hence g E Fy • 

Now we place ourselves in M[K +] • Let v < 6 . Thus 

lltv=f(~)!l 
y 

E G + • Also p E G + 9 of course. Clearly, 
y y 

therefore, 11 II- + "g :::> f II , cY - v 9 
as required. ' 

Let A. > (OJ~ be a regular cardinal in M 9 and let y be a limit 

ordinal in M , cfM(y) > w • Let t E M[K] , t ~ y ... M 9 and 

suppose that for all 0 < y ' t j6 E Then, in fact, t E 

Proof~ Almost identical to the proof of lemma 3.8 of C7] . J 

Using lemma 15, it is now very easy, using the fact that x is 

weakly compact in M 9 to prove the following result: 
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Theorem 16 

M[K] I= 11 There a:Fe no cu 2-Aronszajn trees. 11 

Proof: Just as in theorem 5.8 of [7] • I 

That completes the first part of the proof. Now we turn to the 

problem of adapting Silver's argument to the present situationj 

in order to establish that 6 holds in MrJ{] • 

From now on 9 we shall assume that r.1 != MA + 2w = 1!! 2 , By lemmas 

5 and 1, this causes no loss of generality. 

We require a result essentially due to tos and Sierpinski. They 

proved, long agoj that if rrc. were any infinite structure with a 

countable language, then one could find a single binary function 

f on the domain of ~- such that all of the functions, relations, 

and constants of m. could be defined in terms of f For a proof 

of this, the reader should see Theorem 3.3 of Devlin [3]. For our 

part 9 this gives us the following useful formillation of 6 • 

Lemma 17 

ZFC ~ r::, iff whenever f : ~~J 2 >' w2 -+ o! 2 , there is X c w2 , 

!X! = w1 , such that f 11 X2 c X and IX n u1 1 ! = w • ft 

Using lemma 17, we shall show that 6 holds in M[K] • 

Let t E M[K] , t : 1-<. x 1t -+ 7-t • Pick (p 0 jf0 ) E G)( F so that 
,, 0 , ,. y 

(p 0 9f 0 ) !rQ "t: 'CX'1. .... :-tY. In M[G] 9 for each cx.,S < x., let 

D = (f E PI f <p f & (~lyE 1-'i.)[f l~p "t(O.,~) = y"]J • Clearly, each aa - .o 

D is a dense open subset of P below f 0 • We may assume that cc.S 

each 

0 

is a sequence of open subsets of P and for 

is dense below f " 0 • In M , for each cc., S < x., 
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let EaS = (fEF!f <Ffo & (p 0 ,f)!l-Q "t(~,S) = y"for some y<rt}. 

Clearly, Eas = (fEF If <Ffo & p0 Ir-e 11 f ED~;"J, so by lemma 8, 

Eae is a dense open subset of the poset, F* , which has domain 

(f E F I f <F f 0 } and ordering <F • Let R be the relation de­

fined by R(f,a,S,y) - f E F-)~ & (p 0 ,f) ll-Q "t(~,s) = y" . Thus 

R E M • Work in M from now on. 

Lemma 18 

F* satisfies the rt-c.c. 

Proof: By an argument as in lemma 10. I 

Consider the first-order structure 

where cp: F .... w1 is the function involved in the definition of F. 

Let . ol~c- be a skolem expansion of tL • 

As X. is Ramsey, there is X c rt 9 !XI = rt 
' 

X homogeneous for 

n-r .J<-
' v • Let Y consist of the first l'J 1 members of X • 

Let w be the universe of the substructure of o-t* generated by 

Y • Thus W is the universe of a unique ,jj -<. Ul. 

Let u = w r: It • Since the language of rn·)f. is countable, !u! = w1. 

Lemma 19 

The poset F*fw = (F* r: W, ::p n W2 ) satisfies c.c.c. 

Proof: Suppose not, and let J be a collection of m1 pairwise 

incompatible elements of F~~ fW . . Since the language of Ul7~ 

is countable, we can assume that for some fixed (skolem) 
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* r.rL ( a a) a a a a term r , J = [ r x 1 , ••• , xn x 1 , • • • 9 xn: E Y & x 1 < ••• < xn 

& r:J. < w1 } • By a well knovvn combinatorial argument (see 

Jech f.6], for instance) we can assume that for some integer 

m 9 1_::m<n X a x xa = 
1 = 1'''' 9 m are 

independent of !1 here, and for all a < ~ < •11 1 9 x~ < x!+ 1 • 

Pick elements xa xa of 
m+ 1 9 • • • ' n 

X for L'J 1 .:: a < x. now so 

that a < B, < x. ... xa < x S 
n m+1 ' 

a a 
X 1 < •• • <X m+ n with for each 

a • Since J is pairwise incompatible in F* , a simple 
(!{t 

indiscernibility argument shows that J' = [r·- (x1 ••• ,xm' 

x~+ 1 , ••• ,x~)la <:t} is a set of x. incompatible elements 

of F* , contrary to lemma 18. I 

Lemma 20 

I u n w1 l = t:J • 

Proof: Suppose not. As above 9 we can find a (skolem) term r 
[1[* 

such that unw 1 => £r (x1 , ••• ,x ,xcr 1 , ••• ,xa) 1 (x1 < •• - m ~ n 
o a a 8 • • <X <X 1 ) & ( r:J, < S < I'J 1 _, X ' 1 < • • • <X <X' 1 ) & (a < lO 1 ) m m+ · m+ n m+ 

& (x, ••• ,x EY) & (a<w 1 ... xa.+ 1 , ••• ,x0'EY)}, where for m m n .. 
'"" :Y ' ' . 

h < B < ,,z. ( a !'J.) _L d1.. ( eac a , w1 , r x 1 , ••• ,xm,xm+1 , •.• ,xn r r x 1 , •• 

Pick elements X 

for w1 .:: a < x as before. For each a. < w1 , OL1~ != 
by indiscernibility 

is a set of x. dist:inct 

E-predecessors of r:J 1 , which is absurd. I 

Now, for each cr,8 E ~ , the fact that E aS is a dense subset of 

F-* may be expressed in tt by the sentence (Vf E F*) (:=Jg E F*) ( 3y 

En )Cg_::Ff & R(g 9 a,S,y)] • So, as £-< VL , for each a.,S E U 
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we have 

if E' a.S 

(Vf EF*fW)(:1g EF'qW)(3y EU)[g~f & R(g,a.,S,y)] o Thus, 

= [f E F* rw I (pJf') !~ II t(~, ~) = y"for some y E U} for each 

then is a dense open subset of F*fW Let 'j. = 

[E~ 13 I a.913 E U} o Since ! '51 = IU! = uJ 1 , by lemma 19 and MA 

we can thus find an j -generic subset, S , of F* fvY o Since S 

is compatible in F* , we can define h : It X ( W 1 X ft) -> 18 by 

! [z l h(z) >{)}I~ t.u 1 • 

h(z) 

= VlB [ f ( z ) l f E S 1 • Since II S! < l'J 
. - 1 ' 

It 

is easily seen that h satisfies clauses (i), (ii), (iii), (iv), 

(vi) in the definition of F • Moreover, h satisfies clause (v) 

also. For, t'L f= ;:p : F _. c';J 1 , so as qJ : F* rw -- u 0 w 1 • 

And by 1 emma 2 0, I U II w 1 l = w • Hence, if p = sup(Unw 1 ) , then 

if a> p then f(y,(a.,S)) = 0 and for all 

So, a > p _. h(Y 9 (a, 8)) = (!) as required. Thus h E F • And 9 

clearly h <F f for all f E s • (In particular, h E F-)(- • ) Thus, 

as s n E~8 I ¢ for all a,$ E U 9 we see that if a.,S E U 9 then 

there is y E U such that (p 0 ,h) II~ "t(~,S) = y" . Hence 

(p 0 ,h) !~ "t"u2 c U" . We have therefore shown that if p 0 l~c 

then there is h ~F f 0 and U ~ ft 9 

such that p 11-. 11 rh 1~ "t"u2 cull]" 0 !I c ~ I p - o 

Hence, as p0 E G and f 0 E F was arbitrary such, we have proved: 

Theorem 21 

MCK] l= 6 • 

Corollary 22 

r J I 2 (!J c1i M _ K i= = w 2 + l • I 



- 19 -

Postscript 

The model M[K] constructed above has the following model-theo­

retic property. In M[K] , there is a countable first order therny 

T with a two-cardinal model of~ (w 1 ,w) but no model of type 

(w 2 9 uJ 1 ) , and yet any model of type (w2 , m1) (with a countable 

language) has an elementa.EY_ substructure of type ( w1 9 w) • These 

two properties are, in a sense, precisely counter-intuitive from 

a model-theoretic point of view; ie. one usually regards it as 

"almost true" that every countable T with an (w 1 ,w) model has 

an (c.' 2 ,w 1 ) model and as llalmost false 11 that ~:, holds. (The 

first of these two is, of course, provable under the assumption 

either that 8 2 is accessible in L~A] for some A ~ m1 , or 

else that 2c~~ = '·'l ) ''·1 • 
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Footnotes 

(Page 5.) Strictly speaking~ this result is due jointly to 
Mitchell and Silver. However~ most of the proof is 
due to Mitchell. Vlliat Silver actually proved was 
the analogue of our Theorem 16. 


