
INTERSECTION PROPERTIES OF BALLS IN COMPLEX 

BANACH SPACES \IJHOSE DUALS ARE L 1 SPACES 

OTrrE HUSTAD 

INTRODUCTION. In the paper [10] L. Nachbin discovered 

and exploited the basic connection that exists between intersection 

properties of balls and extension properties of linear operators. 

This connection has been most strikingly revealed in the paper [8] 

by J. Lindenstrauss. For the aim of the present work, we want to 

exhibit the following result of that paper: We say with Lindenstrauss 

that a normed space A has the n,k intersection property if for 

every collection of n balls in A such that any k of them have 

a non void intersection, there is a point common to all the n 

balls. If A has the n,k intersection property for any n > k, 

then A has the finite k intersection property. It is then 

proved in [8, Theorem 6.1 and Theorem 5.5] that for a real 

Banach space A, the following three properties are equivalent. 

(i). The dual A* of A is isometric to an L1 space. 

(ii) The space A has the 4,2 intersection property. 

(iii) For any 3-dimensional normed space Y and any 4-dimensional 

normed space X ~ Y such that the unit ball of X is the convex 

hull of the unit ball in Y and a finite number of additional 

points, there exists for every linear operator T: Y + A a norm 

preserving extension T: X + A •. 

We remark that it is essential in this characterization that 

the space A is a real Banach space. Already the space ~ of all 

complex numbers shows that (ii) can not be valid in the complex case. 
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The starting point of the present work was the observation 

that it suffices in property (iii) to take just one space Y and 

just one space X, namely X = 1'~- (:R) and Y = { (x.) E 1" OR): 
1 J 1 . 

Exj = 0}. In fact, what we observed was that a normed space A 

has the n,2 intersection property if and only if every linear 

operator T from the space 

n 
Hn(IR) = {(xj) £ln1 0R): L xj = 0} 

j =1 

into A admits a norm preserving extension T: (see 

Corollary 1.11). With this observation at hand, we define for a 

given integer n > 1 that a complex Banach space A is an 

E(n) space (where E stands for extension) if every linear 

operator T from the space 

z = 0} 
j 

into A admits a norm preserving extension T: ln(a) + A. And 
. 1 

rv 

if every T: Hn(~) + A admits for any £ > 0 an extension 

such that 
1 

II T II .s. II T II ( 1 + £ ) ' then we call A an 

almost E(n) space. Finally, if A is an E(n) space for any n > 1, 

then we say that A is an E space, and similarly we define an 

almost E space. We can then formulate our main result (see Theorem 

4.9) as follows: If A is an almost E(7) space, then the dual 

* A of A is isometric to an L1 space. And conversely, if the 

dual of A is isometric to an L1 ·space, then A is an E space. 

For the proof of this result, the following intersection property 

of balls has been very usefull: A finite family {B(aj,rj)} of 

balls (we denote with B(a,r) the closed ball with center a and 

radius r) has the weak intersection property if for any linear 
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functional ~with norm~ 1, the family {B(~(aj),rj)} of balls 

in ~ (or in E) has a non empty intersection. We prove 

(Theorem 4.9) that the E spaces are just the complex Banach spaces 

where any finite family of balls with the weak intersection property 

has a non empty intersection. 

Every finite family of balls such that any three of them have 

a non empty intersection will have the weak intersection property. 

This is a consequence of the Helly theorem on intersection of 

convex sets, but it also follows from the description of the extreme 

points of the unit ball of Hn(re) given in Theorem 3.6. The converse 

is not valid. In fact, we get the most important example of fami-

lies with the weak intersection property as follows: Let A, X 

and Y be normed spaces with Y c X, let x E X ' Y and let 

T: Y +A be a linear operator with norm < 1. Then any finite 

subfamily of the family {B(Ty,~x-yll): y E Y} has the weak inter-

section property (see Lemma 2.1), whereas it can happen (we give 

an example in section 5) that three balls from this family have an 

empty intersection. These facts explain on the one hand why we are 

able to get extensions of compact operators into an E space (Theorem 

2.3). On the other hand, they clearify why such extensions have 

not been established for spaces that have the finite 3 intersection 

property. We show (Corollary 4.7) that every E space has the 

finite 3 intersection property. It is an unsolved problem whether 

the converse is valid. 

The present work leans heavily on the paper [8]. It is a 

pleasure at this point to acknowledge the great influence of that 

fundamental memoir on the paper at hand. 
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NOTATIONS AND PRELIMINARIES. We will use the following 

notations. 

We let 

JN: the set of all integers n > 1 • 

:R: the set of all real numbers. 

0::: the set of all complex numbers. 

JK: either o; or lR. 

{e 1,••o,e }: the standard n base in TI\n. 

n z = ( z j ) : the generic element of 1\ • 
n 

Hn = Hn crrn = { z E ](n : I ZJ. = 0} • 
j= 

n r = (rj) Em denote a multi-radius which means that 

r j > 0, j = 1, • o • ,n. On JKn we introduce a norm II II r defined by 

n 
II z II r = j t 1 I z j I r J , 

and we let OKn ,I! llr) denote the space 1\n equipped with the norm 

The notation (Hn, II llr) has a similar meaning. Observe 

that if r = ( 1 • o • 1 ) then 
' ' ' 

is just the ordinary 

l n1 OK) W space. e let A denote a complex or real normed space, 

and we denote the norm in A with ~ ~. As noted in the introduc­

tion, B(a,R) denotes the closed ball in A with center a and 

radius R > 0, that is B( a ,R) = { p E A: II p-a II .::_ R}. VJhen deemed 

necessary, we shall also use the notation BA(a,R) for this ball. 

An operator will ah1ays be a bounded linear operator. Vie follow 

[3,p.94] and say that a Banach space B is a f? space if for 
-1__._-~-

every normed space Y and every normed space X => Y there exists 

for any operator T: Y ~ B a norm preserving extension T: X~ B. 

We say that a Banach space is an L1 space if it is an L 1 (~) space 

for some measure ~. It was shown by A. Grothendieck (6] that if 
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* A is a real Banach space, then the dual A of A is isometric 

** &» to an L1 space if and only if the bidual A of A is a ~ 1 

space. It follows from results of S. Sakai [11] that this theorem 

is also valid in the case of complex Banach spaces. 

§ 1 EXTENSION OF OPERATORS DEFINED ON (Hn, II llr). 

In the first part of the present section we show how extension 

properties of a linear operator T: (En, II II )-+ A can be expressed 
r 

by intersection properties of n balls in A. We use this result 

to give a quantitative criterion for n balls in A to have the 

weak intersection property (as defined in the introduction). In 

particular, we get a quantitative condition for n balls in ~ to 

have a non empty intersection. We finish this section with Propo­

sition 1.13, which states that if A is·an almost E(n)space, then any 

family of n balls in A with the weak intersection property has 

almost a non empty intersection. 

Lemma 1.1. Let A be a normed space over E, let n > 1 

be an integer and let r = (r.) be a multi-radius. 
J 

let a 1 • • • a E A 
' ' n • 

The linear operator 

n n 
T: ( H OK) , II I~) -+ A : ( zj ) -+ I zj aj 

j =1 

admits an extension T: (En, II II ) -+ A satisfying 
r 

( 1 • 1 ) IITII ~ ~TII(1+e:) ' 

Let e: > 0 and 

if and only if the family 
n 

{B(aj ,IITII(1+e:)r.} 
J j =1 

has a non empty 

intersection. 
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Proof. Assume that a E A satisfies 

( 1 • 2) !Ia - aj II~ IITII<1+E:)rj . ., = 1,•••,n. 
' t.J 

"" 
Let the operator T be defined by 

"" n 
T: (En ,II II ) + A: ( zj) _,. I z (a -a). j j r j =1 

Then T is an extension of T, and it follows from (1 .2) that 

if n z E :ll\ , then 

"" n 
IITzll ~ L lzjl llaj-a~~ IIT!I(1+e:)~zllr· 

j =1 

Hence (1.1) is valid. Assume conversely that T admits an 

extension T: OKn ,II II r) + A satisfying ( 1 .1). Put a = a 1 - Te 1 • 

:r'hen 

( 1 • 3) 
"" n 
T ( z ) = L z j ( aj -a) ; 

j =1 
z E JKn. 

For any k = 1, • • • ,n, we have II r~ 1 ekll r = 1. It therefore follows 

from (1.1) and (1 .3) that 

This means that a belongs to the intersection of the family 
n 

{ B ( aj , II Til ( 1 + e: ) rj )} • 
j =1 

Proposition 1.2. Let A be a normed space over :ll\ and let 

e: > 0. Let nEE and assume that r = (rj) E mn is a multi­

radius. Then the following two properties are equivalent. 

(i) Every linear operator 
""" n 
T: (JK ,11 llr) + A such that 

T: (Hn(::K) ,1! II r) + A 

111ifll ~ IITII(1+e:). 

admits an extension 
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(ii) If a 1 ••• a € A satisfy the condition 
' ' n 

(*) 

then 

n n 

II . I zJ aJ I 5.. .l I zJ I rJ , 
J =1 J =1 

n 
n B(aj,(1+E)rj) # ¢. 

j =1 

Proof. (i) - (ii). Assume that a ••• a E A satisfy 
1 ' ' n 

the (*)-condition. This means that the linear operator 

n 
T: ( Hn (JK) , II II ) -+- A : ( zj ) -+- I zj a. 

r j =1 J 

has a norm ITII 5.. 1. It therefore follows from LerrJna 1.1 that 

( 1 • 4) is satisfied. 

( ii) ... ( i). Let the linear operator T: (Hn(JK) ,11 II r) -+- A 

be given. We can and shall assume that T # 0. Put ajn= T(ej-e 1 ); 

j = 1 ,••• ,n and let z E Hn(Jf.). From the equation z = .L zj(ej-e 1 ) 

n J =1 
we get Tz = L z.aj. Hence in order to prove (i), it is, by 

j=1 J 
Lemma 1.1, sufficient to prove that the family {B(aj,IITII(1+E)rj)}j~1 
has a non empty intersection. Let z E Hn(JK). Then 

This means that the set {I Tll- 1 aj : j =1, • • • ,n} satisfies the ( *)­

condition. Hence there exists an a € A such that 

j = 1,••o,n. 

It follows that all T II belongs to the intersection of the family 

{ B ( aj , ~ T II ( 1 + E) rj ) } n • 
j=1 
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n 
Comment. If the family {B(aj,rj)}j=1 has a non empty inter-

section,then the (*)-condition in Proposition 1.2 is always 

fulfilled. In fact, if a E A satisfies ~ a-aj II .::_ rj, j =1 o • • n ' ' , 
then we get for any z € Hn(:K) 

n n n 
llj~ 1 zjajll = llj~ 1 zj ( aj -a)!l < I lz.lr .• 

j =1 J J 

n 
Corollary 1 .3. A finite family {B(ujr.)} of balls in~ 

J j =1 
has a non empty intersection if and only if 

n n 
( 1 • 5) I I zJ uj I .::. I I z . I r 1 , 

j =1 j =1 J u 

First proof. By the Hahn-Banach theorem, the property (i) in 

Proposition 1.2 is fulfilled for any n €ID and with £ = 0. 

Second proof. We think it is of some interest to give a 

proof independent of the Hahn-Banach theorem. In fact, for the case 

~ = ~, such a proof, combined with the Helly theorem for an infinite 

family of compact convex sets, can be used to give a direct geo-

metric proof of the complex Hahn-Banach theorem (confer section 2). 

The case lK = E is easily handled. Indeed, let k, 1 E { 1, • o • ,n}. 

Then, if we choose z = ek-el in (1.5), we get luk-u1 1.::_rk + r 1 • 

Hence any two of the n balls have a non empty intersection. Since 

E has the n,2 intersection property, it follows that the whole 

family has a non empty intersection. Let us now assume that IK = ~. 
n 

We have to show that (1.5) implies that the farn.ily {B(aj,rj)}j=1 

has a non empty intersection. By the Helly theorem (see e.g.[5]), 

we can and shall assume that n = 3. First we want to verify the 



- 9 -

following statement: Let a,b,c E e be given. Assume that c 

is between a and b in the sense that Arg.a < Arg.c < Arg.b 

and Arg.b < n + Arg.a. Then there exist complex numbers u,v 

such that u + v = 1 and such that 

1 ua + vb + c 1 = I ull a I + I vii b I + I c I • 

In fact, putting a = Arg.a, S = Arg.b, y = Arg.c, it suffices 

to choose 

u = sin(S-y) ei(y-a) 
sin(S-a) ' 

v = sin(y-a) ei(y-S) 
sin(S-a) 

As above, we get for any k,l E {1 ,2,3} that luk-u1 1~ rk+r1 . 

In particular, the intersection S = B ( u 1 , r 1 ) n B ( u 2 ,r2) is non 

empty. We have to prove that r 3 ~ dist(u3,S). Let q1 and Q2 

be the two points in ¢ which satisfy the equations lu 1 -ql = r1, 

lu2-ql = r 2• (The case that no such q exists is trivial). There 

are two possible cases: (i) For some j E {1,2}, dist(u 3,S) < 

lu 3 -ujl- rj. (ii) For some j € {1 2}, dist(u 3 ,S)·= fu 3-qji.Since 

lu 1 -ujl- rj ~ r 3 , the first case is settled. As for the second case, 

we observe that then u 3 -qj is between q -u 
j 1 

sense defined above. Hence we can find complex numbers 

that z + z = 1 and such that 
1 2 

lz 1(qj-u 1) + Zz(qj-Uz) + u 3 - qj I= 

= I z1llqj-u1l + I zzllqj-u21 + lu3-qj I· 

z 'z 
1 2 

such 
I 

Using the definition of qj, we get from this equation and from (1 .5) 

lz1lr1 + lzzlrz + lu3-q.1 = lz1u1 + Z2U2- u3l 
J 

< IZ 1 Ir + lz lr + r 
- 1 2 2 3 

Hence dist(ug,S) = lu3-qjl ~ r3. 
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n 
Corollary 1.4. A family {B(aj,rj)}j=1 of n balls in a 

normed space A has the weak intersection property (as defined in 

the introduction) if and only if 

n n 
II I zJ aJ II ~ I I z J I rJ 

j=1 j=1 
. 
' 

n z E H • 

* Proof. Assume that (*) is satisfied. Let ~ E A and assume 

that II<PII<1. It follows from (*) that if n z E H , then 

n 

I I zJ <P< aJ > I 
j =1 

n 
I I zJ I rJ. 

j =1 

n 
Thus we conclude, by Corollary 1.3, that the family {B(<P(aj),rj)} 

j =1 
has a non empty intersection. Assume conversely that the family 

n has the weak intersection It then follows {B(aj,rj)}_ property. 
J =1 * from Corollary 1.3 that for any <P E A with II <PII ~ 1 ' and for any 

z E Hn 

n n n 
I <P < I z J a _1 > I = I I z J. <P < aJ ) I ~ ) I z J I rJ • 

j=1 ~ j=1 J=1 

By the Hahn-Banach theorem, we conclude that (*) is fulfilled. 

Definition 1.5. 

has the almost intersection property if for any E > 0 the family 

If '!f has a non {B(aj,rj+E)}jEJ has a non empty inter~ction. 

empty intersection, then we say that ~ has the intersection 

2Foperty. 

The almost intersection property is stronger than the weak 

intersection property. In fact, we have the following 
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n 
Le~~a 1.6~ If a family {B(a.,r.)} has the almost 

J J j =1 
intersection property, then it has the weak intersection property. 

Proof. It suffices, by Corollary 1 .4, to show that the (*)­

condition is satisfied. Let z E Hn and let £ > 0 be given. 

Choose a E A such that 

j = 1,•••,n. 

(We can clearly assume that It follows that 
n n 

II L zj aj II = II L 
j =1 j =1 

n 1 

~ j ~ ~ z j I < r j +~I z II ; ) = II zll r + £ 

Since this holds for any £ > 0, we conclude that the (*)-condition 

is fulfilled. 

For a complex Banach space A we defined in the introduction 

what it means that A is an E(n) space or an almost E(n) space. 

In the case of a real Banach space we shall adhere to the analogous 

definitions. We then have the following characterization of an 

E(n) space. 

Proposition 1 .7. Let n ETI~ be given. Then a Banach space A 
n 

is an E(n) space if and only if every family {B(a1 ,R)}j=1 of n 
\.._intersection £rO£ert~ whenev~r it has the W£ak, 

balls with common radius R has th~ersection property. And A 
n 

is an almost E(n) space if and only if every family {B(aj,R)} 
j =1 

of n b.alls with the weak intersection property has the almost 

intersection property. 

Proof. If R = 1, this follows immediately from Proposition 

1 • 2 and Corollary 1 • 4. And since the family { B (a. ,R)} has the J . 

weak intersection property if and only if the family {B(ajR-~1 )} 

has the same property, the general case follows from the special 

case R = 1. 
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We shall now show that if the ** bidual A of a Banach space A 

is a fl> space, then A is an almost E space .In fact, we shall show 
1 

that A has the following formally stronger property. 

Proposition 1.8. Let A be a Banach space such that the 

** ~ bidual A of A is a J 
1 

space. Then every finite family of 

balls in A with the weak intersection property has the almost 

intersection property. 

Proof. 

the weak intersection property. It then follows from Corollary 1•4 

that the operator 

n 
T : ( Hn , II I r ) + A : z+ L z • aj 

j =1 J 

** has a norm IITII < 1. Since A is a fl 1 space, T admits a 

norm preserving extension Let E > 0 be 

given. According to the local reflexivity theorem of Lindenstrauss 

and Rosenthal [9, Theorem 3•1], there exists an operator 

S: range T + A such that S is the identity on A n range T and 

such that IISII < 1 + e:. Put T = S o T. Since range T c A, it 

follows that T is an extension of T. Furthermore, 

II Til< IITIIC1 + e:) = IITII (1+e:). Since IITII < 1, we conclude from 

Lemma 1 .1 that the family 

intersection. 

n 
{ B ( aj , ( 1 +e: ) rj )} . 

J =1 
has a non empty 

If K is a convex set, we let ExtK denote the set of all 

extreme points of K. 

n 
Lemma 1 ·9· A family ~= {B(aj,rj)}. of n balls in the 

J = 1 
normed space A has the weak intersection property if and only if 
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z E Ext { z E Hn: II z II < 1}. 
r-

Proof. The family jl. has, by Corollary 1·4, the weak inter-

section property if and only if the operator 

n n 
T: (H , I II ) + A: ( zj) + L zj aj 

has a norm ·IT II ~ 1 • 

function z + IT(z)ll 

r j =1 

Now the number II T II is the maximum of the 

on the unit ball of (Hn ,II II ) . That unit 
r 

ball is, however, the closed convex hull of its extreme points. 

Hence it follows that ITII ~ 1 if and only if the condition (**) 

is satisfied. 

Corollary 1·10· If A is a real normed space, then a family 

{B(aj,rj)} .~ 1 of n balls in A has the weak intersection pro­
J-

perty if and only if any two of the balls have a non empty inter-

section. 

Proof. It is well known (confer section 3) that the set of 

extreme points of the unit ball of (HnOR) ,II II r) consists of all 

points of the form 

where k,l E {1 ,•••,n}. Hence the condition (**) of Lemma 1·9 

means that II ak- a 1 11 ~ rk + r 1 whenever k #. 1 and k,l E {1, • • • ,n}. 

But this is just the condition that any two of the n balls have 

a non empty intersection. 

Comment. Another (and even simpler) proof of Corollary 1•10 

proceeds as follows: Since E has the finite 2 intersection 

* has for a given ~E A 
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a non empty intersection if and only if 

k lE {1 oo• n}. 
' ' ' 

It follows from the Hahn-Banach theorem, that {B(aj,rj)} has 

the weak intersection property if and only if llak-a1 1l ~ rk+r1 

whenever k,l E {1,•••,n}. 

Corollary 1·11· Let n EID be given and let A be a real 

Banach space. Then A is an E(n) space if and only if A has 

the n,2 intersection property. 

that 

of n 

Proof. It follows from Proposition 1,7 and Corollary 1·10 

A 
n is an E(n) space if and only if every family {B(a.,R)} 

J j =1 
balls in A with common radius R has a non empty inter-

section whenever any two of the balls have a non empty intersection. 

This property is what Lindenstrauss has defined as the restricted 

n,2 intersection property, and he has shown [8, Theorem 4•3] that 

this property is equivalent with the n,2 intersection property. 

The complex analogue of the theorem of Lindenstrausss just 

referred to would be a theorem stating that in a complex E(n) space 

every family of n balls with the weak intersection property has 

the intersection property. The next lerr~a is the first step toward 

a result of this kind. 

Lemma 1·12 • Let A be a complex Banach space and let 

a ,•••,a E A. Let r = (rj) EJRn be a multi-radius and let E > 0. 
I n 
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Assume that 

( 1 • 6) 
n 
n B ( aj , rj + £ ) = ¢ • 

j =1 

Let R be a number such that R > max{rj : j = 1,•o•,n}. Then 

there exist n elements b , • • •, b in the unit .ball of A such 
1 n 

that 

( 1. 7) 
n 
n B(aj+(R-rj )bj, R+ ~) = ¢ • 

j =1 

Remark. If we discard the ~- term in ( 1 • 7), then the lemma 

above is contained (in the case of real Banach spaces) in [8 ,Proof 

of Theorem 4·~· As remarked in that paper, the basic idea of the 

proof is due to O.Hanner [7]. The proof we are going to give is 

just a modification of that given in [8]. 

Proof. We shall construct the elements b ,•••,b inductively. 
1 n 

Let j E{0,1,···,n-1}, and let us assume that we have constructed 

elements b •e• b in the unit ball of A such that 
1 ' , j 

( 1 • 8) 

the 
(This means, by convention) that if j = 0, then (1·8) is the sam~ 

t same as th€i( ·t 
condition (1·6), and if j = n, then (1•8) is the~equation (1·7).) 

Starting from (1•8) we shall construct an element bj+1 in the 

unit ball of A such that (1•8) is valid with j+1 instead of j. 

We define 

( 1 • 9) 
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Thus (1·8) means that Kj and B(aj+1 ,rj+1+e) are disjoint. By 

the separation theorem, there exists a continuous linear functional 

f on A with Ref ~ 0 and such that 

d 
(1·10) s = sup{Ref (x) : x € B(aj+1 ,rj+1+e)} < inf{Ref (x): x€Kj} 

Let S be the supremum of Ref on the unit ball of A. Then S > 0, 

and for any ball B(a,r0 ) in A we have the equation 

(1.11) r S + Ref(a) = sup{Ref(x) 
0 

x € B(a,r )}. 
0 

In particular, the equation 

(1·12) (rj+1+e )S = s - Ref ( a j + 1 ) 

is valid. Let <5 > 0 be a number to be fixed later. .. 
b € B(0,1) such that 

(1·13) Re f(-b) > s - o, 

Choose 

and put yj+1 = aj+1+ (R-rj+1 )b. Let x € B(yj+1 ,R+ ~). By the 

definition of yj+1 and by (1·11) and (1•13), we get 

(R+ ¥)s ~ Ref(x-yj+1 ) ~ Ref(x-aj+1 )+(R-rj+1 )(S-o). 

It follows from these inequalities and from (1.12) that 

Re f(x) < (R+ ~)S + Re f(aj+ 1 ) + (R-rj+1 )(o-S) = 

(1·14) 

Since it follows from (1•12) that s > Re f(aj+ 1 ), we can choose 

o so small that the right hand side of (1•14) is less than s. 

With this choise of o we put bj+1 = b. It then follows from 

(1·10) and (1·14) that 
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and this is exactly (1•8 ) with j+1 instead of j. 

Proposition 1•13• Let n Elli, let A be a complex Banach 

space and assume that A is an almost E(n) space. Then any family 

of n balls in A with the weak intersection property has the 

almost intersection property. 

n 
Proof. Let {B(aj,rj)} be a family of n balls in A 

j=1 
with the weak intersection property. Assume that there exists 

an £ > 0 such that 

(1·15) 
n 
n B(aj,rj+£) = ¢. 

j=1 

Put R = 1 + max { . r j : j = 1 , • o " , n } , and choose, by Lemma 1·12, 

elements b ,···~b 
1 n 

in the unit ball of A such that 

(1·16) 
n 
n B(aj + (R-rj)bj,R+ ~) = ¢. 

j =1 
n 

We now show that the family {B(aj+(R-rj)bj,R)}j=1 

intersection property. In fact, let z E Hn(~). 

Corollary 1•4, 

n n n 

has the weak 

Then, by 

Ill zj(a.+(R-rj)bj)l! 2.11 L zjajll +II l: zj(R-rj)bjll2. 
j=1 J j=1 j=1 

n n n 
2. l I zj I rj + L I zj I ( R-rj ) = L I zj I R. 

j=1 j=1 j=1 

This proves, by Corollary 1·4 , our assertion. It follows from 

Proposition 1•7 that (1•16) can not be valid. This contradiction 

shows that (1•15) can not be true. 
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§ 2 EXTENSION OF COMPACT OPERATORS 

From now on, every normed space will be a complex normed 

space. 

We have defined an almost E space as a Banach space A 

with the property that if n Elli, then every operator 

T 
n . 

(H ,~ ~ 1 ) + A admits for any E > 0 an extension 

T -such that IITII ~ (1 + E)ITII. Since Hn has co-

-dimension 1 in we say that T is an immediate extension 

of T. In the present section we shall show that thiE immediate 

extension property remains valid whenever T is a compact operator 

from an arbitrary Banach space into an almost E space. From 

this result, together with a theorem of J. Lindenstrauss, we get 

our first main result, namely that the bidual of an almost E space 

is a fl>_ space. 
1 

Lemma 2•1• Let A, X, Y be normed spaces with Y c X. Let 

T: Y + A be an operator, let x E X' Y and let Y eao y E y. 
1 ' ' n 

Then the family 

has the weak intersection property. 

Proof. Let z E Hn. Then 

Hence the desired conclusion follows from Corollary 1.4. 

We shall say that a family {!' of balls in A has the finite 

almost intersection property if every finite subfamily of ~ has 
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the almost intersection property. Similarly we define the finite 

intersection property. It was proved in (8, Theorem 4.5] that if 

A is a real Banach space with the finite 2 intersection property, 
IH' 

and if ~ is a family of balls in A with the finite intersection 

property, then jC has the intersection property provided the centre 

set of fl is relatively compact. In the next lemma we prove that 

~ if we are given such a family q in an arbitrary normed space A, 

then ~will always have the almost intersection property. We 

prove this lemma with the same "modification of radii" technique as 

was used in [8] and in [2]. 

Lemma 2.2. Let A be a normed space and let ~= {B(aj,rj)}jEJ 
Q'"7 

A such that ~ has the finite almost be a family of balls in 

intersection property. Assume that the centre set {aj: j E J} of 

fJ" is relatively compact. Then ff has the almost intersection 

property. 

Proof. Let F be a finite, non empty subset of J and let 

E > 0. Then, by assumption, the set 

I F,E = 

is non empty. For any a E A, we put 

Then 

( 2.1) I rF (a) - rF (b) I < lla-b II . 
,E ,E ' 

and 

(2.2) B(a,rF c(a) + c) n I # 0 ; 
'"" F,e: 

a,b E A 

aE A; c > 0. 
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Let a € A. We then observe that if o < E:., then rF .r ( a) > rF ( a) • ,u - ,E:. 
Since for any X € IF ,E:. and any j€F 

rF,e:(a) ~ llx-all ~ rj+E:. +llaj-a~, 

we conclude that the limit 

(2.3) 

exists. Hence, by (2.1), 

(2.4) a,b EA. 

Define 

(2.5) : F a finite subset of J}. 

Let j € J and let E:. > o. Then,by assumption, 

B(aj,rj+E:.) n IF,E:. ~ ¢, and therefore rF,e:(aj) ~ rj+e:. 

(2.6) 

and so 

(2.7) 

Hence 

We now add the ball B(aj ,r f:"(aj)) to the family 'Y"', and denote 

this new family ¥" (j). We then claim that ff<J) has the finite 

almost intersection property. Indeed, let F be a finite non empty 

subset of J, and let o > 0. Choose e: > 0 such that E:. < o and 

such that 0 
rF,e:(aj) ~ rF(aj) + 2· It then follows from (2.2) that 

¢ ~ B(aj ,rF,E:.(aj )+ ~) n IF,E:.c: B(aj ,rC[(aj )+c) n IF,o. , 

and this proves our claim. Since the set {aj: j € J} is relatively 

compact, we can choose a sequence {jk}k=1 c J such that 
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(2.8) 

Let and let Then f1; has the 

finite almost intersection property, and it follows from (2.7) 

that 

R1 < rj 
- 1 

Inductively, we define for k > 2 

and 

Then every ~k has the finite almost in~ersection property, and 

from (2.7) we conclude that 

(2.9) k = 1,2, 000 

Finally, we put 

:i = 00 
k € ~}. 

We then note that ~. has the finite almost intersection property. 

Let e: > 0 be given. By compactness, it follows from (2.8) that 

there exists a natural number n(e:) such that 

(2.10) 
n(e:) 

{aj : j € J} c u B(ajk'~). 
k=1 

Since floo has the finite almost intersection property, we can find 

an 

(2.11) 

Let j E J be given. Choose, by (2.10), k ~ n(e:) such that 
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(2.12) 

By the definition of Rk we can find a finite subset F of the 

index set of the family ~k-j such that Rk ~ rF(ajk) + %· It 

follows from (2.12), (2.4) and (2.6) that 

j E J • 

** Theorem 2.3. The bidual A of an almost E space A is 

a Cf 
1 

space. 

Proof. It is sufficient, by !8, Theorem 2.1, proof of 

(4) • (1)] (this proof is equally valid in a complex Banach space), 

to prove that A has the following property: For every pair of 

Banach spaces X,Y such that Y c X and dim X/Y = 1, for every 

compact operator T: Y ~ A and for any E > 0 there exists an 
""' "" extension T: X~ A of T such that IT~ < (1+e:)~T~. Let then 

X,Y,T and £ be given as above. We can and shall assume that 

II Tl = 1 , and that e: < 1 • Choose x E X' Y such that II xll = 1 • 

The operator T admits, by a basic lemma of Nachbin (see [8, 

Lemma 5.2]),· an extension T: X~ A satisfying II Til ~ 1 + E if 

and only if 
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n B(Ty,nx-y~(1+E)) ~ ¢. 
yEY 

The family {B(Ty,llx-yll)}yEY has, by Lemma 2.1 and Proposition 

1.13, the finite almost intersection property. Let M > 2 be 

given. Since the set {Ty: nYII ~M} is relatively compact, the 

family {B(Ty,llx-yii):IIYII ~ M} has, by Lemma 2.2, the almost 

intersection property. Let R = inf{~x-yl: y € Y}. Then R > O. 

Hence we can find an aM € A such that 

(2.14) 

In particular, if we choose y = 0, then II aM~ < 2. Let y € Y 

be such that IYII > M. Then llx-yll ~ IIYII - 1 and llaM-Tyll ~ 2 + IIYII· 

Hence 

(2.15) 

Therefore, if we choose M so large that (M-1)- 1 (M+2) ~ 1 + E, 

then it follows from (2.14) and (2.15) that (2.13) is valid. 

Remark. The final part of the proof above is almost the same 

as in [8, Theorem 5.4, proof of (a) • (b)]. 
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§ 3 THE EXTREME POINTS OF THE UNIT BALL OF (Hn(dl),!l 1\r). 

The need for finding the extreme points of the unit ball in 

(Hn( QJ), II llr) stems from Lemma 1. 9. In clear contrast to the real 

case, we show in Theorem 3.6 that the set of all extreme points 

of the unit ball in (H3 (m),ll l!r) is "almost" the surface of that 

ball. In general, roughly said, a point on the surface of the 

unit ball in (Hn( ~),]I llr) is an extreme point if and 

only· if at most three of its coordinates are diffe.rent from zero. We 

finish this section with some applications to E(n) spaces. 

Fix n E JN • For a given multi-radius 

define the following hyperplane in ~n • 

( 3.1 ) 
n 

= [ z E Gn : L: z .r. = OJ • 
j=:1 J J 

r = ( r . ) E 1Rn , we 
J 

Furthermore, we let -1 
r denote the multi-radius ( -1 -1) r1 , ••• ,rn • 

The following lemma has an obvious proof. 

Lemma 3.1. The linear map 

is an isometry onto Hn • 

Hence, in order to find the extreme points of the unit ball 

in (Hn, II llr) , it suffices to find the extreme points of the unit 

ball in (Hn _1 , II ll1) · 
r~ 

Lemma 3 .. 2. Let n > 2 and assume that z E (CJn,\1 11 1 ) has 

a norm ]izll 1 = 1 • Assume that z = ~(p+q) , where p,q E <Vn 

satisfy I\P!! 1 , !lqlh .:S 1 • Then there exist n real numbers 
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t 1 , ••• ,tn E [-1,+1] such that 

{Pj 
= (1+t .)z. 

(3.2) J J . j = 1, ••• ,n. 
' qj = ( 1-t j) z j 

Proof. Since 1 = llz!11 !': ~ ( IIPII1 + liqlh) < 1 , we must have -
(3.3) \\qlh = llPII1 = 1 . 
Put 

(3.4) a.= p.-z. . j = 1, ••• ,n. J J J ' 
Since 2z = p+ q , we get 

(3.5) q. = z.-a. J J J j=1, ••• ,n. 

Hence, by (3.3), 

n n 
L:: I z . +·a. I + L:: I z . -a. I = 

j=1 J J j=1 J J 
n 

2 = L:: 2lz.l < 
j=1 J 

n n 
..5 L:: I z .+a. I + t: I z . -a j I . 

j=1 J J j=1 J 

We therefore conclude that 

I z j+aj I + \zj-o:j I = 21 z ·I . j = 1 , ••• , n 
' • J 

But these equations tell us that every a. 
J 

is located on the 

degenerated ellipse with foci in zj and. -z. 
J • Hence there 

exist t 1 , ••• , tn E [ -1 , 1] such that aj = t.z. 
J J 

for any 

j = 1 , ••• ,n • ~~en we combine this result with (3.4) and (3.5), 

we get ( 3. 2). 

The next lemma is crucial for the development in the present 

section. 
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Lemma 3.3. Let n > 3 and let r = ( r.) E JR.n be a multi­
J 

radius. For any z E ~n and any j = 1, ••• ,n, we define 

and we put 

J ( z ) = [ j E TI'T : j ~ n and z j =f= 0} • 

Let z E Hn and. assume that II zll1 = 1 • Then z is an extreme r 
point of the unit ball of (H~, 11 111 ) if and only if the set 

[R j ( z) : j E J ( z)} is linearly independent in 1R3 • 

Proof. Assume that z is not an extreme point. Then there 

exist 

that 

such 

(3.6) 

Hence 

p,q E Hn 
r with p =+ q and with \lP!h 

z = 

that 

~(p+q) • By Lemma 3.2, there exist 

= ( 1 +t.) z. 
J J 

=(1-t.)z. 
J J 

n 
1 = 2:: c 1 +t . ) I z . I 

j=1 J J 

j=1, ••• ,n. 

n 
= 1 + 2:: t . \z . I • 

j=1 J J 

= llqlh = 1 

t 1 , • • . 'tn 

It follows that 

(3.7) 
n 

0 = 2:: t.!z·l = 2:: t.\zJ.\. 
j=1 J J jEJ(z) J 

Furthermore, since z,p E H~ , it follows from (3.6) that 

n 
0 = L: r.p. 

j=1 J J 

n n 
= 2:: r.z. + 2:: r.t.z. = L: t.r.z .• 

j=1 J J j=1 J J J jEJ(z) J J J 

and such 

E (-1,1] 

Taking real parts and imaginary parts in this equation, we get 

(3.8) 0 = 2:: t . r . Re z . = L: t . r . Im z . • 
jEJ(z) J J J jEJ(z) J J J 
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Since p ~ q , we conclude from (3.6) that at least one tj ~ 0 • 

Thus, by (3.7) and (3.8), the set £Rj(z) : jE J(z)} is linearly 

dependent in R 3 • Assume conversely that this set is linearly 

dependent in JR.3 , say 

(3.9) ~ t.R.(z) = 0 ; 
j EJ ( z) J J 

where at least one t. =t 0 • 
J 

By dividing this equation with 

max[ ltj IJ ~ we can and shall assume that each t. E [-1,1] • 
J 

Put tJ. = 0 if j E [1, ••• ,n}-.....J(z), and define p = ((1+t.)z.)~ .. 
J J J=·r 

and q = ((1-tj)zj)j=1 • Then z = ~(p+q) , and since it follows 
n 

from (3.9) that E t.r.z. = 0 , we conclude that p q E Hn 
j=1 J J J ' r • 

Furthermore, since, by (3.9), £ t. lz. I = 0 , we get 
j=1 J J 

n 
II P !1 1 = ~ c 1 +t J.) l z · 1 = II z 11 1 = 1 = II q 11 1 • 

j=1 J 

Finally, since at least one tj + 0, we must hav~ p t q • Hence 

z can not be an extreme point of the unit ball in (H~, II \1 1 ) • 

Corollary 3.4. If z E H~ is an extreme point of the unit 

ball in (H~, II \\,) , then the set J( z) = [ j: zj ~ 0} can at most 

contain three elements. 

Proof. Obvious. 

Lemma 3 • 5 • Ije t r = ( r j) E JR. 3 

z E H;. Let Rj(z) , j = 1,2,3 

Then the set [Rj(z) j = 1,2,3) 

be a multi-radius and let 

be defined as in Lemma 3.3. 

is linearly i~dependent in JR.3 

if and only if z1 and z2 are linearly independent in ~ (when 

we consider (f) as a linear space over JR.) • And if r 1 z1 + r2 z2 = 0 

and \z 1 I+ lz2 ! > 0, then R1 (z) and R2 (z) are always linearly 

independent in 1R3 • 
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An easy calculation then shows that if z 1 and z2 are linearly 

independent, then so are R1 (z) , R2 (z) and R3 (z) • And an even 

easier calculation shows that if r 1z 1 + r 2z2 = 0 and 

\z1 I+ lz2 I> 0 , then R1 (z) and R2 (z) are linearly independent. 

Conversely, if z1 and z2 are linearly dependent, then we can 

assume that there exists a real number s such that z2 = sz1 • 

Since R3 (z) = 0 if r 1 + r 2s = 0 , we can and shall assume that 

r1 + r 2s ::f 0 . 
If r 1 + r 2 s > 0 

' 
put 

t1 = -r2s- r 3 ls I, t2 = r1 + r3' t3 = r 3 (r1+ r 2s)-1 (r2s-r1 \s \). 

If r 1 + r 2 s < 0 and r1 4 r 3 ' 
put 

And if r 1 + r 2 o < 0 and t ... r 1 = r 3 , pu 

In any of these three cases, we get 

Theorem 3.6. Let n ~ 3 and let r = (rj) E En be a multi­

radius. Then the set of all extreme points of the unit ball in 

(H~, II 11 1 ) consists exactly of all points z of the form 

(3.10) 

where k,l,m E £1, ••• ,n} are mutually different, and where the 
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complex numbers uk and u1 satisfy the equation 

(3.11) 

and where furthermore and either are linearly independent 

Proof. Let be an extreme point of the unit ball in 

(H~, 11 \1 1 ) • Then \\z!\ 1 = 1 , anc1 there exist, by Corollary 3.4, 

three different elements k,l,m E [1,2, ••• ,n} such that z. = 0 
J 

whenever j is different from k,l and m • We can and shall 

z1 are different from zero. 

and hence 

z = zkek + z1e1 - r;1 (rkzk+ r 1 z1 )em = 

Then 

= r;1zk(rmek-rkem) + r;1zl(rmel-rlem) • 

-1 -1 If we let uk = rm zk and u1 = rm z1 , the equation above gives 

us (3.10), and (3.11) follows from the equations. 

Assume that rkuk + r 1u1 4 0 • This means that zm i 0 , and henc~ 

J(z) = [j: z. =t=o} = [k,l,m} • It follows from Lemma 3.3 that 
J 

Rk(z), R1 (z) and Rm(z) are linearly independent, and we there-

fore conclude, by Lemma 3.5, that zk and z1 are linearly inde­

pendent. Hence uk and u1 are linearly independent. 

Assume conversely that z is given by (3.10), and that the 

requirements following (3.10) are satisfied. Then z E Hn and 
r ' 

it follows from (3.11) that \\z\! 1 = 1 • Therefore, in order to 

prove that z is an extreme point of the unit ball in (H~, II 11 1 ) 

we have, by Lemma 3,3, to prove that the set [Rj(z): s E J(z)} is 
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linearly independent in R 3 • Now [k,l} c J(z) c [k,l,m} , and 

we note that the requirements posed on uk and u1 imply that 

zk and z1 either are linearly independent or rkzk + r 1z1 = 0 • 

Since this equation is satisfied if and only if J(z) = {k,l} , 

we get, by Lemma 3.5, that [Rj(z): j E J(z)} is linearly inde­

pendent in E.3 • 

Corollary 3.7. A finite family of at least three balls in 

a normed space A has the weak intersection property if and only 

if any subfamily of three balls has the weak intersection property. 

Proof. We have only to prove the if-part. Assume therefore 

that {B(aj,rj)}j~1 is a family of n balls in A such that 

any subfamily of three balls has the weak intersection property. 

By Lemma 1. 9 we have to prove that II I: z ja j II 5 1 whenever z is 

an extreme point of the unit ball in (Hn,ll llr) But if z is 

.such a point, then it follows from Lemma 3.1 and from Theorem 3.6 

that the set J(z) = [j: zj + 0} can contain at most three elements. 

By assumption, we therefore get 

Comment. The Corollary 3.7 can also be given a simple proof 

with help of the Helly theorem on intersection of convex sets. 

On the other hand, if we start with Corollary 3.7 and choose 

A=~ , then we get, by Corollary 1.3, a proof of the Helly theorem 

(but only for closed balls in €). We find this connection bet­

ween Theorem 3.6 and the Helly theorem to be of some interest. 
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Corollary 3.8. Let n ~ 3 and let A be a Banach space. 

Then A is an E(n) space if and only if for any a 1 , ••• ,an E A 

there exist a E A, k,l,m E [1, ••• ,n} and u,v E ~ such that 

r iu\ + lv\ + \u+vl = 1 , 

(3.12) .1) __ and 
m~x[JJa-ajiJ} = jju(ak-am)+v(a1-an)ll. 

J 

If (3.12) holds, then either 

(3.13) max[ \\a-a ·II} = 
j J 

max[~ II a. -a ·II} 
. . 1 J l,J 

or 

(3.14) max[ !I a-a ·II} = l!a-akll = l!a-a1 11 = !I a-a II • 
j J m 

Proof. By Proposition 1.7, the space A is an E(n) space 

if and only if for any a 1 , ••• ,an E A there exists a E A such 

that 

But the maximum on the right hand side of this inequality is attained 

in an extreme point of the unit ball in (Hn, ll i\ 1 ) (confer the 

proof of Lemma 1.9). Hence it follows from Theorem 3.6 that there 

exist indices k,l,m and complex numbers u,v with 

lui + lvl + \u+vl = 1 such that 

Now we observe that if a E A and if z E Hn , then 

Hence we always have 

(3.15) liT!! ~ m~x[ !la-aj 1!1 ; 
J 

a E A • 
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Thus we have proved the first statement of the corollaryo As for 

the second statement, we note that if u,v E ~ , then 

llu(ak-am) + v(a1-am) II ~ \u I j!ak-a11 + lv l!)a1-aj\ + \u+v \!lam-all < 

< ( \ul +\vi+ lu+vl) max{j\a-ajll: j= k,l,m) • 

Hence it follow from (3.12) that if U•V•(u+v) ~ 0 , then (3.14) 

must be valid. And if u.v.(u+v) = 0 , then it follows easily 

from (3.12) and (3.15) that (3.13) is true. 

Comment. The equations (3.13) and (3.14) correspond to 

classical properties of triangles in the complex'plane. 

§ 4 THE CHARACTERIZATIONS OF THE E SPACES. 

In the present section we show that a Banach space is an E sp~ 

if and only if its dual is an L1 space. The main step in order 

to pro~e this equivalence is the proof of Lemma 4.3. This lemma 

says (though we have not stated it in this way) that an almost 

E(n+1) space is an E(n) space. Once we have established this 

result, the stated characterization follows from the results of 

section 1 and section 2. 

Let n > 2 and let ~= {B(aj,rj)Jj~ 1 be a family of n 

balls in A with the weak intersection property. If a E A, 
C'-' then there exists R > 0 such that the family ifu (B(a,R)} has 

the weak intersection property. In fact, if z E ~n , then it 

follows from the identity 

. 1 1 
~ z.a. = ~(z.-n- ~ zk)aJ. + n- (~ zk)~. aJ. 
j JJ j J k k J 
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and from Corollary 1•4 that 

Hence 

R = II a II + n- 1 0:: r . + II E aJ.11 ) 
j J j 

will have the stated property. 

We define 

( 4 .1) Rr,!a) = inf{R > 0 : ~u {B(a,R)} has the w.i.p.} 
:1 

(here w.i.p. stands for weak intersection property). We note that 

if A is a real normed space, then, by Corollary 1 .10, 

In the complex case, the function a ~ R (a) is much more involved. 
'?" 

However, in the next lemma we show that it has an important 

continuity property. 

Lemma 4•1• 

intersection property, then the function 

has the following continuity property For any E > 0 there 

exists a o > 0 such that if a E A satisfies 

j = 1,•••,n; 

then 
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Proof. It follows from Corollary 3.7 that for any a € A 

R~(a) = max{~(a) :: ;j[c. 7 and card Jlt= 2}. 

We can therefore, without loss of generality, assume that n = 2. 

Since ~has the weak intersection property, it follows that 

(4.2) II a - a II < r + r . 
1 2 - 1 2 

For any a E A and any complex numer a ~ - 1 we define 

( 4. 3) f(a,u) = lla -a+ (u+1)- 1 (a -a >II - lu+1I- 1 Ciulr + r ). 
1 2 1 1 2 

We then claim that 

(4.4) R.ur (a)= max{O,supf(a,u)}. 
3' u;i -1 

In fact, by Corollary 1.4, the family 

intersection property if and only if 

~U{B(a,R)} has the weak 

(4.5) liz (a -a) + z (a -a)ll -lz lr -lz lr <lz +z IR, Z€ C2 • 
1 1 2 2 1 1 2 2- 1 2 

Therefore, if (4.5) holds and if we choose 

z = 1, then we get 
2 

(4.6) 

and thus 

sup f(a,u) ~ R, 
u;i -1 

max{O,sup f(a,u)} 2 R~(a). 
u#-1 [T 

z = u '# - 1 and 
1 

Assume conversely that R > 0 satisfies (4.6). Letting lui tend 

to infinity, we get !Ia -aJI-r 
1 1 

< R· - ' and this is the inequality (4.)) 

with z = 1 and z = 0. Since (4.2) implies that (4.5) is always 
1 2 

satisfied when z + z = 0, we conclude that (4.6) will imply (4.5). 
1 2 
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Hence, if sup f(a,u) > 0, then 
u#-1 

0 ~ R~a) 2 sup f(a,u), and if 
'if u#-1 

sup f(a,u) ~ 0, then 
u;i-1 

0 < R __ (a) < R for any R > 0. 
- 'ff 

This proves 

(4.4). Therefore, in order to prove the lemma, we have to verify 

the following statement. 

(U) For any £ > 0 there exists a o > 0 such that if 

a E A and lla-ajll < rj + o, j = 1 ,2; then f(a,u) < £ for 

ansr : u E q:,f--1} • 

We note that it follows from (4 .. 2) that 

(4.7) f(a,u) < lla-a II + lu+1l- 1 (1-lul)r, 
-- 1 1 

a E A. 

Now, given £ > 0, there exists a K > 0 such that if lui > K, 

then 

Therefore, if a E A 

then, by (4.7), 

£ 
- 1 + --2r1 • 

satisfies lla -all 
1 

< r 
1 

£ 
+ 2 

f(a,u) < r + -2£ + r 1 (-1 + ~) = £. 
1 2r1 

and if lui > K, 

It is therefore, by a compactness argument, sufficient to prove (U) 

locally. At this point we observe that if a E A and if u ;i-1, 

then 

(4.8) 

Therefore, if c > 0 is given and if 

(4.9) j = 1 ,2 ; 
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then for any u ~ -1 

Let u E<C'-{-1} andlet £>0 begiven. Choose 
0 

o = o(u) = 2£1u +1 l<lu 1+1)- 1 • We can then find,by (4.10), a 
0 0 0 

neighbourhood V of u 0 such that if u E V and if a € A satisfies 

(4.9), then f(a,u) ~ £. It follows that the proof of (U) will be 

finished, once we have proved the following statement. 

(U 1 ) For any £ > 0 there exists a o > 0 and a neighbourhood V 

of -1 such that if lla-ajll~rj+o, j = 1,2; then f(a,u) < £ 

whenever u E V'-{ -1}. 

This statement shall first be proved in the case where (4.2) 
is a strict inequality, that is in the case where 
(4.11) lla 1 -a 2 11 < r 1 +r 2 • 

By (4.3), we get for any a€ A and any u€4::'-{-1} 

(4.12) 

Let t = i(r 1 +r 2 -~a 1 -a 2 ~). Thus (4.11) means that t > 0. Hence 

there exists a neighbourhood V1 of -1 such that 

(4.13) 

Define 

Then V is a neighbourhood of - 1. Let a € B(a 1 ,r 1 +1) and 

let u € V'-{ -1}. It then follows from ( 4.12), ( 4 .13) and the 

definition of V that 
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f(a,u) < r + 1-tlu+1l- 1 < 0. 
- 1 -

Therefore, in the case II a 1 -a 2 11 <r 1 +r 2 , we have proved a much 

stronger statement than (U 1 ). Hence it remains to prove (U 1 ) 

in the case where we assume that 

(4.14) 

In this case we notice that the inequality f (a, u-1) ~ e: is 

equivalent with the inequality 

(4.15) 

Thus, if a€ A satisfies (4.9), then it follows from (4.10) 

that for any u ~ 0 

(4.16) II a 1 -a-u- 1 c a 1 -a 2 >II ~ o < 1 + 2 I u I - 1 > + I u I - 1 c II a 1 -a 2 11 + r1 < I u -1 I -1 > > • 

Let t € <0, 1], then we have for any u ~ 0 and any a E A 

Hence, if u satisfies (4.15), then 

(4.17) 

+ r 1 (lul- 1 (!u-1l-1) -ltui- 1 Citu-1l-1)). 

Therefore, if we can make the last term on the right hand side of 

(4.17) small, then tu will satisfy the inequality (4.15), say 

with 2e: instead of e:, whenever it is satisfied by u. 

We shall therefore have need for the following simple 



Lemma 4.2. For every 
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£ > 0 there exists a 
1 

~ > 0 u 1 such 

that if u is a complex number with lui = o1 and if tE <0,1], 

then 

(4.16) 

Let us assume that Lemma 4.2 is proved. Let £ > 0 be given. 

Let £ - , -1 and choose 01 in accordance with Lemma 4.2. 1 - 2 £r1 

Let 0 = ~ £ ( 1 + L)-1 
0 1 ' 

and let aEA satisfy (4.9). Choose 

UE:C such that lui = 0 1 • It then follows from (4.16) that 

This means that u satisfies (4.15) (with ~ instead of £). 

Let t E <0, 1]. We then get from ( 4.17) and ( 4 .18) 

We have therefore proved the inequality (4.15) for any uE ~ such 

that O<lul~o 1 and for any aEA satisfying (4.9). Thus we 

have proved the statement (U 1 ). 

Proof of Lemma 4.2. We define the function h on 

[-'IT, 'IT] x <0, 1] by the formula 

It is sufficient to prove that h is uniformly continuous, and 

hence it will suffice to prove that h admits a continuous extension 

to [-'IT, 'IT] x [ 0,1 ] • But we have 
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h(e,t) = v1+t(tt2cos6)'-1 = t-2cose 
' V1+t tt -2 cos e > • + 1 

and it is therefore immediate that h admits a continuous 

extension to [-w,w]x[0,1]. 

The next lemma is crucial for the characterization of the 

E spaces. 

Lemma 4.3. Let n€JN and let A be a complex Banach space 

with the property that any family of n+1 balls in A with 

the weak intersection property has the almost intersection property. 

Then it is true that any family of n balls in A with the weak 

intersection property has the intersection property. 

Comment. The hypothesis of this lemma concerns families of 

n+1 balls, whereas the conclusion is about a family of only n 

balls. In the real case, Lindenstrauss [8] was able to improve a 

result of Aronszajn and Panitchpakdi [2] and could show that the tih n+1 balls. It follows from Proposition 4. 8 that. 
conclusion above is va id 'for a familyY:lf n ~ _6_, then this stronger 

conclusion is also valid in the complex case. It is probably true 

that this holds for any n > 1, but we have not been able to prove 

this. 

Proof. Let ~= {B(aj,rj)}j:1 be a family of n balls in A 

with the weak intersection property. If we choose E = ~ in Lemma 

· 4.1, we can find a 8 1 < ~ such that if a € A satisfies 

(4.20) j = 1,e••,n; 

then R~(a) <~. Since ~has the weak intersection property, it 

follows, by hypothesis, that there exists an element a ( 1 ) € A 

satisfying ( 4. 20). Hence R'§- (a ( 1 )) < ~, and so the family 
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§fu{B(a( 1) ,~)} has the weak intersection property. Choosing 

E = 2- 2 in Lemma 4.1, we can find a o 2 < 2- 2 such that if 

a E A satisfies 

(4.21) lla-aj 112rj+ o2, j -1 ••• n· - ' ' ' 

then Rff(a) < 2- 2 • Since Cj U{B(a( 1 ) ,~)} has the weak inter­

section property, we can, by hypothesis, find an a( 2 ) E A such 

that lla( 2 )-a( 1 )112~ and such that a( 2 ) satisfies (4.21). 

Let us assume that we have constructed a ( 1 ) • • • a ( k ) E A and 
' ' 

positive numbers o1 ,•••,ok such that 

(i) uJi+1)- a(i)ll22-i + oi+1; i = 1,•••,k-·1 

(4.22) 

(ii) lla(i)- aj~ 2 rj+oi; j = 1,•••,n; i = 1,•·•,k. 

Let us also assume that every oi is less than 2-i and that 

oi is chosen such that if E = 2-i in Lemma 4.1, then the 

conclusion of that lemma is valid with o = oi. In particular, 

we assume that the family ~{B(a(k) ,2-k)} has the weak inter­

section property. Choose ok+1 < 2-k-1 such that the conclusion 

of Lemma 4.1 is valid when E = 2-k-1 and with o = ok+1 • By 

hypothesis, there exists an a(k+ 1 )E A such that 

and 
(k+1) + 

~a - aj II 2 r j ok+1 ' 

We have therefore, by induction, constructed a sequence 
00 

{a(i)}i=1 c A and a sequence {o1 } of positive numbers such that 
-i ci 2 2 , i = 1, 2, • • •, and such that ( 4. 22) is valid for any i E lN. 



- 41 -

()() 

In particular, we get, by (4.22) (i), that the sequence {aj}j=1 

is a Cauchy-sequence. Hence a = lim a(i) exists in A. From 
i-+oo 

(4.22) (ii) we then get 

II a-aj II ~ rj + lim 6 i = r j ; 
i-+oo 

j = 1,•••,n. 

This shows that a belongs to every member of the family SC. 

Corollary 4.4. Assume that A fulfills the hypothesis 

of Lemma 4.3. Then every family of n balls in A with the 

almost intersection property has the intersection property. 

Proof. This follm,rs at once from Lemma 1. 6 and Lemma 4. 3. 

Corollary 4.5. Let A be a complex Banach space such that 

** ~ the bidual A of A is a ~~ space. Then every finite 

family of balls in A with the weak intersection property has the 

intersection property. In particular, the space A is an E space. 

Proof. By Proposition 1•8,the hypothesis of Lemma 4.3 is 

fulfilled for any n € m. Hence the desired conclusion follows from 

Lemma 4.3 and Proposition 1•7. 

Corollary 4.6. Let n €IN and assume that the complex 

Banach space A is an almost E(n+1) space. Then every family of 

n balls in A with the weak intersection property has the inter­

section property. In particular, the space A is an E(n) space. 

Proof. By Proposition 1•13, the hypothesis of Lemma 4.3 is 

fulfilled. Hence the statement follows from Lemma 4.3 and 

Proposition 1·7· 
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Corollary 4.7. Let n > 3 and let A be an almost E(n+1) 

space. Then A has the n,3 intersection property. 

Proof. Let §f be a family of n balls in A such that any 

three members of §f have a non empty intersection. It then follows 

from Corollary 3.7 that §f has the weak intersection property. 

Hence ~ has, by Corollary 4.6, the intersectior. property. 

Let k > 1 be an integer. We say that a Banach space A has 

the Qk property if for any family of k balls in A 

with a non empty intersection there exists for any E > 0 a o > 0 

such that if 

then 

k 
a E n B ( aj , rj + o ) , 

j=1 

k 
dist(a, n B(a.,rj)) <E. 

j =1 J 

Every Banach space has trivially the C1 property. When k > 2 we do 

not know if it is true that every Banach space has the Ck property. 

However, if A is an almost E(k+2) space, then it ~is true that A 

has the Ck property. In fact, if A is an almost E(k+2) space, 

then it follows from Corollary 4.6 that a family of k+1 balls in A 
if and onl if it has the weak intersection 

has a non. empty intersection rf = {B ( aj r j)} j ~ 1 

is a family of k balls in A with a non empty intersection, then 

k 
R~(a) = dist(a,jQ1B(aj,rj)), a E A, 

where R~ is the function defined by (4.1).· It therefore foll~ws 

from Lemma 4.1 that A has the Ck property. 

Let n,k EIN and assume that n > k. We say that a Banach 
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space A (real or complex) has the almost n,k intersection 

property if every family of n balls in A has the almost inter­

section property whenever any k balls of the family have a non 

empty intersection. We now observe that almost exactly the same 

proof as in [8, proof of Theorem 4.1] giTes us the following 

Lemma 4.7. Let k > 2 be an integer and let n be an 

integer such that 

(4.23) n > ~ ( 4k-5+ vs (k-1 )2+1 1). 

Let A be a real or complex Banach space with the Ck_1 property. 

If A has the almost n,k intersection property, then A has the 

finite k intersection property. 

Proposition 4.8. If A is an almost E(7) space, then A is 

an E space. 

Proof. It follows from Corollary 3.7 and Proposition 1.13 

that A has the almost 7,3 intersection property. Since 7> ~(7+V!r) 

and since A has the C2 property, we get from Lemma 4.7 that A 

has the finite 3 intersection property. Now let ~ be a finite family 

of balls in A with the weak intersection property. We then conclude 

from Corollary 4.6 that any three members of ~ have a non empty 

intersection. Thus 6f itself has a non empty intersection. 

We summarize the main results of the present paper in the 

following 

Theorem 4.9. Let A be a complex Banach space. Then the 

following properties are equivalent 

(i) 

(ii) 

* The dual A of A is an L1 space. 

The bidual A** of A is a tJ: space. 
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(iii) A is an E space. 

(iv) Every finite family of balls in A with the weak 

intersection property has the intersection property. 

(v) Every family of seven balls in A with the weak inter­

section property has the intersection property. 

(vi) A is an almost E(7) space. 

Proof. vJe remarked in the preliminaries that the equivalence 

of (i) and (ii) follows from a theorem of S. Sakai [11]• 

(ii) ~ (iii) Corollary 4.5. 

(iii) .. (iv) Corollary 4.6. 

(iv) -=!> (v) Trivial. 

(v) ... (vi) Proposition 1 • 7. 

(vi) c::> (ii) Proposition 4.8 together with Theorem 2.3. 

§ 5 SOME EXAMPLES AND OPEN PROBLEMS. 

We stated in the introduction that it is possible to find an 

example of three normed spaces A, X and Y with Y c X and of a 

linear operator T: Y * A such that for some x € X ' Y there 

exist y 1 , y 2 , y 3 € Y with the property that 

( 5 ·1 ) 
3 
n BA (Tyj, IITII ·II x-yj II ) = 0 

j =1 

The following example may be considered as the complex analogue 

of an exa..'llple in [1 ,p.125]. vJe want to thank Erik M. Alfsen for 

some suggestive remarks on this subject. 

• 
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Example 5.1. 

and let T: Y ~A be the identity map. Furthermore, let 

yj = e 4 -ej, j = 1,2,3, and let x = e 4 • Then (5·1) 

satisfied. 

is 

Proof. We note that II Til = 1 • Let us assume that for some 

z € H4 it is true that 

(5·2) lz-yjl 1 ~ lle .. -yj!II, j = 1 ,2,3. 

3 
it follows that Since z .. = -·l:k zk, =1 

3 
(5·3) L lzkl + lzj+11+ 11 + I zkl < 1 ' 

k#j ,4 k=t. - j = 1,2,3. 

Adding these inequalities, we obtain 

3 3 3 
(5·4) J lzj+11 + 2 Ilz~l + 311 + 

jL zj I < 3. 
j = 1 .; -J -1 

However, if j = 1,2,3, then 

3 
1 < I z +1 I + I z I < I z +1 I + 21 z I + 11 + I z I ' 

- j j - j j j =1 j 

and the last inequality is a strict one if zj ~ 0. It follows 

that if some zj ~ o, then 

3 
3 < I I zJ +1 I + 

j =1 

3 3 
2 1 1 zj 1 + 311 + I zj 1 • 

j=1 j=1 

By (5·4) we therefore conclude that z 1 = z 2 = z 3 = o. But (5·4) 

will not be satisfied with this choice of z 1 , z 2 and z 3 • Hence 

(5·2) can not be valid for any z € H4 • 

It follows from Corollary 4.7 that an E space always has the 

finite 3 intersection property. We pose the converse of this as the 
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following 

Problem 1. If a complex Banach space A has the finite 3 

intersection property, does it follow that A is an E space ? 

We remark that it suffices in this problem to show that A 

is an E(3) space, or to show that A is an almost E(4) space. 

We think, at least when A is a finite dimensional space, 

that the following example gives some weight to a conjecture that 

Problem 1 has a positive solution. 

In what follows, D is the closed unit disc in the complex 

plane !C. 

Example 5.2. Let f: [0,1]-+JR be a concave, monotonely 

decreasing, non negative C1 -function different from o. Let 

Then K is the unit ball of a norm II I on and if the space 

(t 2 ,~ ~) has the 4,3 intersection property, then f is a constant 

and hence ( ~ 2 , I I ) is isometric to 

Proof. The first statement follows from the fact that K is 

a closed convex set with interior points and with the property that 

uz E K whenever z E K and u E D. Assume therefore that 

(IC 2 ,~ ~) has the 4,3 intersection property. First of all we remark 

that if a = (a. ,a. ) 
1 2 

and 

elements of then 

r 
a E n {K+aj} 

j =1 

if and only if 

j = 1 ••o r 
' ' 

are given 
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r r 
a 

1 
E n {D + a 1 j} 

j = 1 ' 
and a 

2 
E n B ( a 2 j , f ( I a -a j I ) ) . 

j=1 ' 1 1' 

Now let t E [ 0, 1 ] and 7T 
8 E [0,2] be given. We define 

a ~::· t sine = 
1 ' 2 

a · a = it sin a - - a 
1,1 ' 1,11 1,3 

and 

a =a = 0; a =a = f(t)+ f(tlsine- cosel ). 
2,1 2,2 2,11 2,3 

We note that the point x = t cos e belongs to any of the three 

balls D + a j , j 
1 ' 

= 1 ,2,3, and we find that lx-a I= tlsine-cosel 
1 '2 

whereas lx-a I = 
1 ' 3 

lx-a l = t. Hence the three balls 
1 ' If 

B(a j,f( lx-a jl), 
2' 1 ' 

j = 1,2,3 have a non empty intersection. By 

symmetry we therefore conclude that any three members of the 

family 
If 

{K+ (a j'a. j)}j-"' 
1, 2, -1 

have a non empty intersection. Hence 
If 

there exists, by assumption, a number p E n {D+a j} such that 
j=1 1, 

the family 

has a non empty intersection. This means that 

(5.5) f(t) + f(tlsine- cos e I>< 

< min{f(lp-a l),f(lp-a IH+min{f(lp-a l),f(lp-a I>L 
- 1,1 1,2 1,3 1,4 

Since p E n {D + a j}, it follows by a simple argument that the 
1 ' 

right hand side of (5.5) is less or equal 2f(tsin8). Hence f must 

satisfy the inequality 

(5.6) f(t)+f(tlsine-cosej) ~ 2f(tsin8) ; 7T te: ro,11, ee ro,21 

We shall show that (5.6) implies that f is a constant. Let tE <0,1> 



and let 

4S 

It then follows from (5.6) that 

f(t)- f(tsin8) 
t-tsine 

f(tsin8)-f(t(sin8-cos8)) 
< t-tsine 

Hence we get 

(5.7) f'(t) < lim(-f'(tsin8)+f'(t(sin8-cos8))(1+ ~~~~)) 
e-+-.!. 

2 

If f'(t) < 0, then the right hand side of (5.7) is - 00 • Since 

f'(t) > -oo, it follows that f'(t) ~ 0, and since f is decreasing, 

we conclude that f'(t) = 0. Hence f is a constant. It is then 

clear that (C 2 ,1 ~) is isometric to 

In connection with Lemma 4.3, we remarked that it is probably 

true that the conclusion of that lemma can be strengthened to a 

statement about n+1 balls. We pose this as the following 

Problem 2. Let n < 6. If A is an almost E(n) space, does 

it follow that A is an E(n) space ? 

This problem is akin to the following 

Problem 3. What is the smallest natural number n < 7 such that 

if A is an almost E(n) space, then A is an E space ? 

We remark that problem 3 is closely connected with a problem 

raised by Lindenstrauss in [8,p.32], namely the problem whether 7 is 

the smallest number n with the property that if a Banach space A 

has the n,3 intersection property, then A has the finite 3 inter­

section property. 
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