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Introduction

In [4] Powers studied uniformly hyperfinite (UHF) C*-algebras. He proved that factor states of such algebras can be characterized by a product decomposition property (Theorem 2.5 of [4]), and he found necessary and sufficient conditions that two factor representations be quasi-equivalent (Theorem 2.7 of [4]). Analogous results are also proved in [3]. In the present paper we shall derive the same type of results for pure states of simple $C^{*}$-algebras with identity, thus indicating how properties of UHF-algebras may be extended to general C*-algebras.

A C*-algebra 'U is called a CCR-algebra if every irreducible representation of $\mathcal{d}$ maps $\mathcal{U}$ into the completely continuous operators. If a C*-algebra $U$ has no non-zero CCR ideals, then we call $U$ an NGCR-algebra。

In lemma 4 of [2] Glimm proved that a separable NGCR-algebra with identity contains an ascending sequence of approximate matrix algebras of order $2,4, \ldots, 2^{n}, \ldots$ with certain density properties, and we use these approximate matrix algebras to state our results.

We are grateful to Erling Størmer for helpful suggestions.

## 1. Definitions and simple consequences.

We use the notation and terminology developed by Glimm in [2]. We shall write $O_{n}$ for the $n$-tuple ( $O, \ldots, 0$ ) and [ $M$ ] for the closed linear span of $M$, where $M$ is a subset of a Hilbert space。

Definition 1. Let $V\left(a_{1}, \ldots, a_{n}\right), a_{i} \in\{0,1\}$, and $B(n)$ be elements of a $C^{*}$ - algebra, where $n$ is a positive integer. We call

$$
\left\{V\left(a_{1}, \ldots, a_{n}\right) V\left(b_{1}, \ldots, b_{n}\right)^{*}, B(n): a_{i}, b_{i} \in\{0,1\}\right\}
$$

an approximate matrix algebra of order $2^{\text {n }}$ if the following axioms are satisfied:
(1) $V\left(a_{1}, \ldots, a_{n}\right) * V\left(b_{1}, \ldots, b_{n}\right)=0$ if $\left(a_{1}, \infty 00, a_{n}\right) \neq\left(b_{1}, \ldots, b_{n}\right)$
(2) $V\left(O_{n}\right) \geq 0$ and $\left\|V\left(a_{1}, \ldots, a_{n}\right)\right\|=1$
(3) $B(n) \geq 0$ and $\|B(n)\|=1$
(4) $V\left(a_{1}, \ldots, a_{n}\right) * V\left(a_{1}, \ldots, a_{n}\right) B(n)=B(n)$

Definition 2. For each $n=1,2, \ldots$, let $V\left(a_{1}, \ldots, a_{n}\right)$, $a_{i} \in\{0,1\}$, and $B(n)$ be elements of a $C^{*}$-algebra $U$. We call

$$
\left\{V\left(a_{1}, \infty 00, a_{n}\right) V\left(b_{1}, \infty \infty, b_{n}\right) *, B(n): a_{i}, b_{i} \in\{0,1\} \text { and } n=1,2, \ldots\right\}
$$

an approximate sequence of approximate matrix algebras if the following properties are satisfied:
(1) We let $E(n)=\sum_{a_{1}, 000, a_{n}} V\left(a_{1}, \ldots, a_{n}\right) V\left(a_{1}, \ldots, a_{n}\right)^{*}$.

For each $S \in I$, and each $\in>0$ there exist an $n$ and $a$
linear combination $T$ of elements of the form
$V\left(a_{1}, 000, a_{n}\right) V\left(b_{1}, 000, b_{n}\right)^{*}$ such that $\|E(n+1)(S-T) E(n+1)\|<\epsilon 。$
（2）If $j \leq k$ and if $\left(a_{1}, \ldots, a_{j}\right) \neq\left(b_{1}, \ldots, b_{j}\right)$ ，then $V\left(a_{1}, \ldots, a_{j}\right) * V\left(b_{1}, \ldots, b_{k}\right)=0$.
（3）If $k \geq 2$ ，then $V\left(a_{1}, \ldots, a_{k}\right)=V\left(a_{1}, \ldots, a_{k-1}\right) V\left(O_{k-1}, a_{k}\right)$ 。
（4）If $j<k$ ，then $V\left(a_{1}, \ldots, a_{j}\right) * V\left(a_{1}, \ldots, a_{j}\right) V\left(O_{k-1}, a_{k}\right)=V\left(Q_{k-1}, a_{k}\right)$ ，
（5）$V\left(O_{n}\right) \geq 0$ and $\left\|V\left(a_{1}, \ldots, a_{n}\right)\right\|=1$ 。
（6）$V\left(a_{1}, \ldots, a_{n}\right) * V\left(a_{1}, \ldots, a_{n}\right) B(n)=B(n)$ ．
（7）$\|B(n)\|=1$ and $B(n) \geq 0$ ．

The difference between the axioms of def．2 and those in lemma 4 of［2］is so small that lemma 5 of［2］remains valid for an approx－ imate sequence of approximate matrix algebras．This latter lemma therefore tells us about the matrix structure for such a sequence． The next three lemmas establish some properties of approximate se－ quences of approximate matrix algebras which we shall need later．

Lemma 1．Let

$$
\left\{V\left(a_{1}, \infty, a_{n}\right) V\left(b_{1}, \ldots, b_{n}\right)^{*}, B(n): a_{i}, b_{i} \in\{0,1\} \text { and } n=1,2, \ldots\right\}
$$

be an approximate sequence of approximate matrix algebras，and let $E(n)$ be defined as in def．2．Then the following are true：
（1）$\|E(n)\|=1$ and $E(n) \geq 0$ for $n=1,2, \ldots$ ．
（2）$V\left(a_{1}, 000, a_{n}\right) V\left(b_{1}, 000, b_{n}\right) * E(n+1)=\underset{b=0,1}{\sum \sum\left(a_{1}, 000, a_{n}, b\right) V\left(b_{1}, 000, b_{n}, b\right)^{*} .}$
（3）$E(n) E(m)=E(m) E(n)=E(m)$ when $n<m$ ．
（4）$V\left(a_{1}, \ldots \infty, a_{n}\right) V\left(b_{1}, \ldots 00, b_{n}\right)^{*}$ and $E(p)$ commute if $n<p$ ．
（5）$V(i) V(j) * V(p) V(k) * E(n+1)=\delta_{j, p} V(i) V(k) * E(n+1)$ for all $i, j, k, p \in\{0,1\}^{n} . \quad\left(\delta_{j, j}=1\right.$ and $\delta_{j, p}=0$ if $\left.j \neq p\right)$
（6）$V\left(a_{1,000,} a_{n-1}\right) V\left(b_{1}, \infty 00, b_{n-1}\right) * E(n+1)=\left[V\left(a_{1}, 000, a_{n-1}, 0\right) V\left(b_{1}, \infty, 0, b_{n-1} 0\right) *\right.$ $\left.+V\left(a_{1,900}, a_{n-1}, 1\right) V\left(b_{1}, \infty, b_{n-1}, 1\right) *\right] E(n+1)$ 。

## Proof:

(1) Since $V\left(a_{1}, \ldots, a_{n}\right) V\left(a_{1}, \ldots, a_{n}\right)^{*} \geq 0$ for all
$\left(a_{1}, \ldots, a_{n}\right) \in\{0,1\}^{n}$, we have $E(n) \geq 0$ 。

$$
V\left(b_{1, \infty}, b_{n}\right) *\left[V\left(b_{1}, \infty 0, b_{n}\right) V\left(a_{1}, \infty 0, a_{n}\right) *\right] V\left(a_{1}, \infty \infty, a_{n}\right) B(n)=B(n)
$$

is a consequence of axiom (6) in def.2. Since all the $V\left(a_{a}, \infty, a_{n}\right)$ and $B(n)$ have norm one, we get from the Cauchy-Schwarz inequality that $\left\|v\left(b_{1}, \ldots, b_{n}\right) v\left(a_{1}, \ldots, a_{n}\right) *\right\|=1$ for $\left(a_{1}, \ldots, a_{n}\right),\left(b_{1}, \ldots, b_{n}\right)$ $\in\{0,1\}^{n}$. This together with the fact that $V\left(a_{1}, \ldots o o a_{n}\right) * V\left(b_{1}, \ldots o s, b_{n}\right)=0$ if $\left(a_{1}, \infty, a_{n}\right) \neq\left(b_{1}, \infty, b_{n}\right)$, implies that $\|E(n)\|=1$ 。
(2) In the following we use without comment axioms 2, 3 and 4 of definition 2.

$$
\begin{aligned}
& V\left(a_{1}, 000, a_{n}\right) V\left(b_{1}, 000, b_{n}\right) * V\left(c_{1}, 000, c_{n+1}\right) V\left(c_{1,000,} c_{n+1}\right)^{*}=0 \text { if } \\
& \left(b_{1,000,} b_{n}\right) \neq\left(c_{1}, 000, c_{n}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& V\left(a_{1}, 000, a_{n}\right) V\left(b_{1}, 000, b_{n}\right)^{*} V\left(b_{1}, 000, b_{n}, c_{n+1}\right) V\left(b_{1}, 000, b_{n}, c_{n+1}\right)^{*} \\
= & V\left(a_{1}, 000, a_{n}\right) V\left(b_{1}, 000, b_{n}\right)^{*} V\left(b_{1}, 000, b_{n}\right) V\left(O_{n}, c_{n+1}\right) V\left(b_{1}, 000, b_{n}, c_{n+1}\right)^{*} \\
= & V\left(a_{1}, 000, a_{n}\right) V\left(0_{n}, c_{n+1}\right) V\left(b_{1}, 000, b_{n}, c_{n+1}\right)^{*} \\
= & V\left(a_{1}, 000, a_{n}, c_{n+1}\right) V\left(b_{1}, 000, b_{n}, c_{n+1}\right)^{*} .
\end{aligned}
$$

From these equalities we can easily prove (2).
(3) From (2) we get $E(n) E(n+1)=E(n+1)$. Since $E(n)$ is selfad.joint for each $n$, it follows that $E(n+1) E(n)=E(n+1)$. We suppose $k>n$ and get

$$
\begin{aligned}
& E(n) E(k)=E(n) E(n+1) \cdots E(k-1) E(k)=E(k) \\
= & E(k) E(k-1) \cdots E(n+1) E(n)=E(k) E(n) .
\end{aligned}
$$

(4) We prove the assertion by induction with respect to the difference $p-n$. We suppose first that $p-n=1$. From (2) and

$$
\begin{aligned}
E(n)= & E(n)^{*} \text { it follows that } \\
& E(n+1) V\left(a_{1}, 000, a_{n}\right) V\left(c_{1}, \ldots 0, c_{n}\right)^{*}=\left[V\left(c_{1}, 000, c_{n}\right) V\left(a_{1}, \infty 00, a_{n}\right) * E(n+1)\right]^{*} \\
= & {\left[\sum_{b=0,1}^{\left.\sum V\left(c_{1}, 000, c_{n}, b\right) V\left(a_{1}, 000, a_{n}, b\right)^{*}\right]^{*}}\right.} \\
= & \sum_{b=0,1} V\left(a_{1}, 000, a_{n}, b\right) V\left(c_{1}, \infty 0, c_{n}, b\right)^{*}=V\left(a_{1}, 000, a_{n}\right) V\left(c_{1}, 000, c_{n}\right) * E(n+1) .
\end{aligned}
$$

We suppose that the assertion is true for $p-n=s \geq 1$ and that $\mathrm{p}-\mathrm{n}=\mathrm{s}+1$ ．From（2）and（3）we get

$$
\begin{aligned}
& V\left(a_{1}, 000, a_{n}\right) V\left(c_{1}, 000, c_{n}\right) * E(p)=V\left(a_{1}, \infty 00, a_{n}\right) V\left(c_{1}, \ldots 0, c_{n}\right) * E(n+1) E(p) \\
& =\sum_{b=0,1} V\left(a_{1}, \infty, a_{n}, b\right) V\left(c_{1}, \cdots, c_{n}, b\right) * E(p) \\
& =E(p) \sum_{b=0,1} V\left(a_{1}, \ldots \infty, a_{n}, b\right) V\left(c_{1}, \infty, 0, c_{n}, b\right)^{*} \\
& =E(p) V\left(a_{1}, 000, a_{n}\right) V\left(c_{1},, 00, c_{n}\right) * E(n+1) \\
& =E(p) E(n+1) V\left(a_{1}, 000, a_{n}\right) V\left(c_{1}, \infty, \infty, c_{n}\right)^{*} \\
& =E(p) V\left(a_{1}, 000, a_{n}\right) V\left(c_{1}, 000, c_{n}\right)^{*} \text { 。 }
\end{aligned}
$$

（5）and（6）are proved in the same way as is lemma 5 in［2］．

By a simple induction argument the next lemma follows from lemma 1．

Lemma 2．Let

$$
\left\{V\left(a_{1}, \ldots 0, a_{n}\right) V\left(b_{1}, \infty 0, b_{n}\right) *, B(n): a_{i}, b_{i} \in\{0,1\} \text { and } n=1,2, \ldots\right\}
$$

be an approximate sequence of approximate matrix algebras in a $C^{*}$－ algebra＂：For each $n$ we let $R_{n}$ be the＊－algebra generated by all $V\left(a_{1,000,} a_{m}\right) V\left(c_{1,0}, c_{m}\right)^{*}$ such that $0<m \leq n$ and $\left(a_{1}, 000, a_{m}\right),\left(c_{1}, 000, c_{m}\right) \in\{0,1\}^{m}$ 。

Then for each $x \in B$ there exist complex numbers $a\left(a_{1}, \infty, a_{n}\right),\left(c_{1}, 0.0, c_{n}\right)$ such that

We illustrate the proof by an example。 We let $\mathrm{x}=\mathrm{V}(1,1) \mathrm{V}(0,0) * \mathrm{~V}(0,0,1) \mathrm{V}(1,1,1)^{*}$, and it follows that

$$
\begin{aligned}
& x E(4)=V(1,1) V(0,0) * E(3) E(4) V(0,0,1) V(1,1,1) * \\
= & {[V(1,1,0) V(0,0,0) *+V(1,1,1) V(0,0,1) *] V(0,0,1) V(1,1,1) * E(4) } \\
= & V(1,1,1) V(1,1,1) * E(4) .
\end{aligned}
$$

## Lemma 3.

$$
\left\{V\left(a_{1}, \ldots, a_{n}\right) V\left(b_{1}, \infty, \infty, b_{n}\right)^{*}, B(n): a_{i}, b_{i} \in\{0,1\} \text { and } n=1,2, \ldots\right\}
$$

and $\mathrm{S}_{\mathrm{n}}$ are defined in lemma 2.
Then for each $y \in \|$, we have
$z=E(n+1)\left[\sum_{\left(a_{1}, 000, a_{n}\right.}^{\sum V}\left(a_{1}, 000, a_{n}\right) V\left(O_{n}\right) * y V\left(O_{n}\right) V\left(a_{1}, 000, a_{n}\right) *\right] E(n+1) \in G_{n}^{c}$ where $\mathscr{S}_{n}^{c}$ is the commutant to $\mu_{n}$ in $U$ 。

Proof: In this proof we use without comment the axioms of definition 2 and the results in lemma 1. We have for $j, k \in\{0,1\}^{n}$

$$
\begin{aligned}
& V(j) V(k) * z=E(n+1) V(j) V(k) * V(k) V\left(O_{n}\right) * y V\left(O_{n}\right) V(k) * E(n+1) \\
= & V(j) V(k) * V(k) V\left(O_{n}\right) * E(n+1) y V\left(O_{n}\right) V(k) * E(n+1) \\
= & V(j) V\left(O_{n}\right) * E(n+1) Y V\left(O_{n}\right) V(k) * E(n+1) \\
= & E(n+1) V(j) V\left(O_{n}\right) * y V\left(O_{n}\right) V(j) * V(j) V(k) * E(n+1) \\
= & E(n+1) V(j) V\left(O_{n}\right) * y V\left(O_{n}\right) V(j) * E(n+1) V(j) V(k) * \\
= & z V(j) V(k) *
\end{aligned}
$$

We let $x \in \mathbb{K}_{n}$. By lemma 2 there exist complex numbers $a_{i, j}$, $i, j \in\{0,1\}^{n}$, such that

$$
x E(n+1)=\sum_{i, j \in\{0,1\}^{n^{n}}, j} a_{i} V(i) V(j) * E(n+1) .
$$

This implies that $x z=\sum_{i, j} a_{i, j} V(i) V(j){ }^{*} z$
and $\mathrm{zx}=\sum_{i, j}^{\sum a_{i, j}} \mathrm{zV}(i) V(j)^{*}$ ．It follows now that $\mathrm{xz}=\mathrm{zx}$ ，and we have $z \in \mathbb{E}_{n}^{c}$ ．

> 2. Two variations of Glimm's lemma。

We need two small variations on the fundamental lemma 4 of Glimm in［2］．

Lemma 4．Let＇：be a simple，separable NGCR－algebra with identity，and let $f$ be a pure state。 Then $\|$ ，contains an approx－ imate sequence of approximate matrix algebras such that $f(B(n))=1$ for all $n$ 。

Proof：We let $S_{0}, S_{1}, \ldots$ be a dense subset of the self－ adjoint elements in $\mathfrak{Z}$ ．We change the proof of lemma 4 in［2］ such that we in addition get $f(B(n))=1$ for all $n$ ．The induc－ tion step in the proof need be changed in only two places．

First，in the seventh line from the top of page 577 in［2］，we let $\mu=f$ ．This is possible since $f(B(n))=1$ 。

The other change is in lines 11－13 of page 578．There we let $\varphi=\varphi_{f}$ and $\bar{y}=X_{f}$ 。This is possible since $\varphi_{f}\left(B_{\sigma}\right)$ is non－com－ pact，because $\mathbb{L}$ is simple，and since $\varphi_{f}\left(B_{\sigma}\right) x_{f}=x_{f} \quad$（line 10 ， page 578）。

From the 13th line from the bottom of page 579 in Glimm's proof it follows that $\varphi_{f}(B(n+1)) x_{f}=x_{f}$. This implies that $f(B(n+1))=1$ 。

We have now found elements $V\left(a_{1}, \ldots, a_{n}\right)$ and $B(n)$ such that the axioms 2)-7) in definition 2 are satisfied and elements $T_{n} \in M_{M}(n)$ ( $M(n)$ is the linear span of elements of the form $\left.V\left(a_{1}, 0,0, a_{n}\right) V\left(b_{1}, 00, b_{n}\right) *\right)$ such that $\left\|E(n+1)\left(S_{n}-T_{n}\right) E(n+1)\right\|<\frac{1}{n}$.

We let $\epsilon>0$ and $S \in \mathbb{U}$ be arbitrary. There exist selfadjoint elements $S^{\prime}$ and $S^{\prime \prime}$ such that $S=S^{\prime}+i S^{\prime \prime}$ 。 $h^{\top}: ~ u s e$ $k_{1}$ and $k_{2}$ such that $\left\|S^{\prime}-S_{k_{1}}\right\|<\frac{\epsilon}{4},\left\|S^{\prime \prime}-S_{k_{2}}\right\|<\frac{\epsilon}{4}, \frac{1}{k_{1}}<\frac{\epsilon}{4}$ and $\frac{1}{k_{2}}<\frac{\epsilon}{4}$. Since $\|E(n)\|=1$ and $E(n) E(m)=E(m)$ if $n<m$, it follows by an $\frac{\epsilon}{4}$-argument that

$$
\left\|E(p+1)\left[s-\left(T_{k_{1}}+i T_{k_{2}}\right)\right] E(p+1)\right\|<\epsilon
$$

where $p=\max \left(k_{1}, k_{2}\right)$. By lemma 2 there is a $T \in M(p)$ such that $\left(T_{k_{1}}+i T_{k_{2}}\right) E(p+1)=T E(p+1)$. This implies that $\|E(p+1)(S-T) E(p+1)\|<\epsilon$, and we are done.

Lemma 5. Let 'U be a simple NGCR-algebra with identity. Let $f_{1}$ and $f_{2}$ be two pure states such that $f_{1}$ and $f_{2}$ are not unitary equivalent. Let

$$
\left\{V\left(a, \infty \infty, a_{n}\right) V\left(b_{1}, \infty, b_{n}\right)^{*}, B(n): a_{i}, b_{i} \in\{0,1\}\right\}
$$

be an approximate matrix algebra such that $f_{1}(B(n))=1$. Then there exists an approximate matrix algebra

$$
\left\{V\left(a_{1}, 000, a_{n+1}\right) V\left(b_{1}, 000, b_{n+1}\right) *, B(n+1): a_{i}, b_{i} \in\{0,1\}\right\}
$$

such that $f_{1}(B(n+1))=1$ and $f_{2}(E(n+1))=0$, where

$$
E(n+1)=\sum_{\left(a_{p, 000} a_{n+1}\right)} V\left(a_{1}, \infty, a_{n+1}\right) V\left(a_{1}, 000, a_{n+1}\right)^{*}
$$

and such that
（1）$V\left(a_{1}, \ldots, a_{n+1}\right)=V\left(a_{1}, \ldots, a_{n}\right) V\left(O_{n}, a_{n+1}\right)$
and
（2）$V\left(a_{1}, \cdots \infty, a_{n}\right) * V\left(a_{1}, \cdots, 0, a_{n}\right) V\left(O_{n}, a_{n+1}\right)=V\left(O_{n}, a_{n+1}\right)$.

Proof：The proof is analogous to the proof of the induction step in lemma 4 of［2］．We make some small changes．

We let $\varphi_{i}$ and $x_{i}$ respectively be the induced representation and induced vector of $f_{i}$ ．We let $H_{i}$ be the Hilbert space on which $\varphi_{i}$ acts．The elements $D_{0}, D_{1}, B_{\sigma}, B_{2 \sigma}$ and $V$ ，which we mention in the following proof，are defined on page 578 in Glimm＇s proof，and the function $f_{c}$ is defined on page 577.

First，in the seventh line from the top of page 577 we let $\mu=f_{1}$ ：This is nossible since $f_{1}(B(n))=1$ 。

In lines 10－18 on page 573 we make the following changes．． let $\varphi=\varphi_{1}$（line 11）．This is possible since $\varphi_{1}\left(B_{\sigma}\right) x_{1}=x_{1}$ and $U$ is simple，hence $\varphi_{1}\left(B_{\sigma}\right)$ is non－compact．We let $y=x_{1}$ 。 This is possible since $\varphi_{1}\left(B_{\sigma}\right) x_{1}=x_{1}$ ，which implies that $\mathrm{x}_{1} \in$ Range $\varphi_{1}\left(\mathrm{~B}_{\sigma}\right)$ 。

We define $N$ by
（2．1）$N=\left[\varphi_{2}\left(V(i)^{*}\right) x_{2}: i \in\{0,1\}^{n}\right]$ ，
which is a finite dimensional subspace of $\mathrm{H}_{2}$ ．We require in ad－ dition of $C_{o}$ and $U$ in the lines 14 and 17 that

$$
(2.2 .) \quad \varphi_{2}\left(C_{0}\right)\left(B_{2 \sigma} \mathbb{N}\right)=\{0\}
$$

and that
（2．3．）$\varphi_{2}\left(U^{*}\right)\left(f_{\sigma}\left(D_{1}\right) N\right) \subset \mathbb{N}$.
This is possible by an application of theorem 2.8 .3 in［1］，since $\operatorname{dim}\left[f_{\sigma}\left(D_{1}\right) N\right] \leq \operatorname{dim} N<\infty$ ，and since $f_{1}$ and $f_{2}$ are not unitarily equivalent．

By making these changes in the induction step of Glimm＇s proof we find an approximate matrix algebra

$$
\left\{V\left(a_{1}, \infty 00, a_{n+1}\right) V\left(b_{1}, 000, b_{n+1}\right)^{*}, B(n+1): a_{i}, b_{i} \in\{0,1\}\right\}
$$

such that（1）and（2）are satisfied．It remains to prove that our changes imply that $f_{1}(B(n+1))=1$ and $f_{2}(E(n+1))=0$ 。

By（2．2．）we have $\varphi_{2}\left(D_{0}\right)(\mathbb{N})=\{0\}$ ，and hence $\varphi_{2}(V)(N)=\{0\}$ ． Since $V^{*}=f_{\sigma}\left(D_{0}\right) U^{*} f_{\sigma}\left(D_{1}\right)$ ，by（2．3）we have $\varphi_{2}\left(V^{*}\right)(\mathbb{N})=\{0\}$ ． From the definition of $V\left(O_{n}, 1\right)$ and $V\left(O_{n+1}\right)$ we get $\varphi_{2}\left(V\left(O_{n}, V V^{*}\right)(N)\right.$ $=\{0\}$ and $\varphi_{2}\left(V\left(O_{n+1}\right)\right)(N)=\{0\}$ ．
（2．2．）implies now that
$\varphi_{2}\left(V\left(O_{n}, 1\right) * V\left(a_{1}, \infty 00, a_{n}\right) * x_{2}=0 \quad\right.$ and
$\varphi_{2}\left(V\left(O_{n+1}\right) * V\left(a_{1}\right.\right.$, ，ooo，$\left.a_{n}\right) * x_{2}=0 \quad$ for all $\quad\left(a_{1}, \ldots 0, a_{n}\right) \in\{0,1\}^{n}$ ．
This implies that $\varphi_{2}(E(n+1)) x_{2}=0$ ，and hence $f_{2}(E(n+1))=0$ 。
From line 13 from the bottom of page 579 we get $\varphi(B(n+1)) y=y$ 。 Since we have chosen $\varphi=\varphi_{1}$ and $y=x_{1}$ ，we then get $\varphi_{1}(B(n+1)) x_{1}$ $=x_{1}$ and hence $f_{1}(B(n+1))=1$ 。

We suppose we have two approximate matrix algebras which satis－ fy（1）and（2）in lemma 5．Then，in the same way as in the proof of lemma 5 of［2］，we can show the following： 11 （ $n$ ）is the set of all finite linear combinations of elements of the form $V\left(a_{1,000,} a_{n}\right) V\left(b_{1,000,} b_{n}\right)^{*}$ 。For each representation $\varphi$ of $U$ ，

$$
\left.\varphi(\cap(n))\right|_{[\text {range } \varphi(E(n+1)) H \varphi]}
$$

is a $2^{n} \times 2^{n}$ matrix algebra with matrix units

$$
\varphi\left(\left.V\left(a_{1}, 000, a_{n}\right) V\left(b_{1},, o o, b_{n}\right) *\right|_{[\text {range } \varphi(E(n+1)) H \varphi]} .\right.
$$

This justifies definition 1 of an approximate matrix algebra。

3．Main results。

We prove in theorem 1 that pure states of a simple separable C＊－algebra with identity hava a product decomposition property． Moreover，we prove in theorem 2 that two pure states of a simple C＊－algebra with identity are unitarily equivalent if and only if they are asymptotically equal．The following result is well known， and is stated without proof．

Lemma 6．Let＇l，be a simple C＊－algebra with identity．Then either $U$ is an NGCR－algebra or else $U$ is＊－isomorphic with an $n \times n$ matrix algebra，where $n$ is finite。

Theorem 1．Let＇ L be a simple separable $\mathrm{C}^{*}$－algebra with identity．We suppose that $U$ is not＊－isomorphic with any $n \times n$ matrix algebra such that $n$ is finite．Let $f$ be a pure state of そ。

Then ？contains an approximate sequence of approximate ma－ trix algebras

$$
\left\{V\left(a_{1}, \ldots, a_{n}\right) V\left(b_{1, \cdots \infty, b_{n}}\right)^{*}, B(n): a_{i}, b_{i} \in\{0,1\}^{n} \text { and } n=1,2, \ldots\right\}
$$

such that the following are satisfied：
We let $G$ be the $C^{*}-a l g e b r a ~ g e n e r a t e d ~ b y ~$ $\left\{V\left(a_{1}, \ldots \infty, a_{n}\right) V\left(b_{1}, \infty, b_{n}\right) *: a_{i}, b_{i} \in\{0,1\}\right.$ and $\left.n=1,2, \ldots\right\}$ ，and we let $M_{1}(n)$ be the set of all linear combinations of $V\left(a_{1}, 000, a_{n}\right) V\left(b_{1}, 000, b_{n}\right)^{*}$ ． Then for each $\varepsilon>0$ and each $x \in 0$ ，there is an $n$ such that

$$
|f(x y)-f(x) f(y)|<\epsilon\|y\| \quad \text { for } y \in \eta l(n)^{c} .
$$

$\left(M(n)^{c}\right.$ is the commutant of $m,(n)$ in $\left.U.\right)$

Proof：In this proof we use the axioms of definition 2 and lemma 1 without comment．

By lemma 6 is an NGCR algebra．We use lemma 4 and choose an approximate sequence of approximate matrix algebras such that $f(B(n))=1$ for all $n$ 。

$$
\begin{aligned}
& E(n) B(n)=E(n) V\left(O_{n}\right) V\left(O_{n}\right) B(n) \\
= & \sum V\left(a_{1}, 000, a_{n}\right) V\left(a_{1}, \cdots, a_{n}\right) * V\left(O_{n}\right) V\left(O_{n}\right) B(n) \\
= & V\left(O_{n}\right) V\left(O_{n}\right) V\left(O_{n}\right) V\left(O_{n}\right) B(n)=B(n) .
\end{aligned}
$$

Since $f(B(n))=1$ and $\|B(n)\|=1$ ，we have

$$
\left(\varphi_{f}(B(n)) x_{f}, x_{f}\right)=1=\left\|\varphi_{f}(B(n)) x_{f}\right\| \cdot\left\|x_{f}\right\| .
$$

Thus $\varphi_{f}(B(n)) x_{f}$ is proportional to $X_{f}$ ，and so is equal to $X_{f}$ 。 Since $E(n) B(n)=B(n)$ ，we have
（3．1）$\varphi_{f}(E(n)) x_{f}=x_{f}$ and $f(E(n))=1$ for $n=1,2,3 \ldots$ ．

We have now to prove the following assertion：
$f \mid \alpha$ is a pure state．

We prove first that $f \mid Q$ has a unique extension to $\ell$ ，Suppose then that $g$ is a pure state such that $f \|_{Q}=\left.g\right|_{Q}$ ．In the same way as we prove $\varphi_{f}(B(n)) x_{f}=x_{f}$ ，we prove that $\varphi_{g}(E(n)) x_{g}=x_{g}$ for $n=1,2, \ldots$ ．From this and（3．1）we get

$$
\text { (3.2) } f(0)=f(E(n) \cdot E(n)) \text { and } g(\cdot)=g(E(n) \cdot E(n)) \text { for } n=1,2, \ldots
$$

We let $S \in \bigcup$ and $\epsilon>0$ be arbitz？ry and choose $n$ and $T \in Q$ such that $\|E(n)(T-S) E(n)\|<\varepsilon$ 。By（3．2）it follows that

$$
\begin{aligned}
& |f(S)-g(S)|=|f(T)-g(T)+f(S-T)-g(S-T)| \\
= & |(f-g)(E(n)(S-T) E(n))|<2 \epsilon .
\end{aligned}
$$

Since $\varepsilon>0$ was arbitrary，we have $f(S)=g(S)$ ． Next we prove that $f l G$ is pure．We suppose $f l u=\frac{1}{2}(h+g)$ ， where $h$ and $g$ are states of $a$ ．We extend $h$ and $g$ to $\mathscr{l}$ and call the extensions $h^{\prime}$ and $g^{\prime}$ ．Since we have just proved that $f \mid \mathbb{Q}$ has a unique extension to $M$, ，it follows that $f=$ $\frac{1}{2}\left(h^{\prime}+g^{\prime}\right)$ ．$f$ is pure，hence $f=h^{\prime}=g^{\prime}$ ，and we have proved the assertion．

We let $\delta_{\mathrm{n}}$ be the＊－algebra generated by $\left\{V\left(a_{1,0 \infty}, a_{k}\right) V\left(b_{1}, 00, b_{k}\right) *: a_{i}, b_{i} \in\{0,1\}, k \leq n\right\}$ ．Since $Q=\sum_{n=1}^{\infty} Q_{n}$ norm, it is sufficient to prove the theorem for each $x \in \bigcup_{n=1}^{\infty} n$ 。 We let $x \in g_{n}$ and $\varepsilon>0$ be given．We choose $\delta>0$ such that

$$
\|x\| \cdot \delta+\delta|f(x)|+\delta(1+\delta)<\varepsilon
$$

$\left\{\beta_{n}\right\}_{n=1}^{\infty}$ is an ascending sequence of ${ }^{*}$－algebras such that $Q=$ क norm $\bigcup_{n=1}^{\infty} \mathbb{Q}_{n}$ ，and $f l_{0}$ is a pure state，in particular a factor state。 We copy the proof of theorem 2.5 i）$\rightarrow$ ii）in［4］and find $m>n$ such that
（3．3）$|f(x y)-f(x) f(y)| \leq \delta\|y\|$ for all $y \in \beta_{m}^{c} \cap Q$.
We let $y \in M(m)^{c}$ ，and we suppose without loss of generality that $\|y\|=1$ ．We need now the following assertion：

For each $\delta>0$ and each $s \in \mathscr{U}$ there exist $k$ and $T \in \mathscr{S}_{k}$ ，such that $\|T\| \leq\|S\|+\delta$ and $\|E(k+1)(S-T) E(k+1)\|<\delta 。$

We choose $p$ and $T^{\prime}$ such that $\|E(p+1)(S-T) E(p+1)\|<\delta$ ．We define $k=p+1$ and $T=E(p+1) T T^{\prime} E(p+1)$ 。

$$
\begin{aligned}
& \|T\|=\left\|E(p+1) T '^{\prime} E(p+1)\right\| \\
\leq & \left\|E(p+1)\left(S-T^{\prime}\right) E(p+1)\right\|+\|E(p+1) S E(p+1)\|<\delta+\|S\|
\end{aligned}
$$

since $\|E(p+1)\|=1$ 。We get

$$
\begin{aligned}
& \|E(p+2)(S-T) E(p+2)\| \\
= & \left\|E(p+2)\left(E(p+1) S E(p+1)-E(p+1) T^{\prime} E(p+1)\right) E(p+2)\right\| \\
\leq & \|E(p+2)\| \cdot\left\|E(p+1)\left(S-T^{\prime}\right) E(p+1)\right\| \cdot\|E(p+2)\|<\delta
\end{aligned}
$$

and we have proved the assertion．
By the assertion we can find $k>\max (m, n)$ and $z \in \mathbb{R} k$ such that
（3．4）$\|z\|<1+\delta$ and $\|E(k+1)(z-y) E(k+1)\|<\frac{\delta}{2^{m}}$.
Since $\left\|V\left(a_{1}, 000, a_{m}\right) V\left(O_{m}\right) *\right\|=1$ ，we have by（3．4）
（3．5）$\left\|V\left(a_{1}, 000, a_{m}\right) V\left(O_{m}\right) * E(k+1)(z-y) E(k+1) V\left(O_{m}\right) V\left(a_{1}, 000, a_{m}\right) *\right\|<\frac{\delta}{2^{m}}$ for all $\left(a_{1}, \ldots, a_{m}\right) \in\{0,1\}^{m}$ ．

$$
\begin{aligned}
& \quad \Sigma \quad V\left(a_{1}, 000, a_{m}\right) V\left(a_{1}, 000, a_{m}\right) V\left(O_{m}\right) * E(k+1)(y-z) E(k+1) V\left(O_{m}\right) V\left(a_{1}, 000, a_{m}\right) * \\
& =\quad \sum E(k+1) y V\left(a_{1},, 00, a_{m}\right) V\left(O_{m}\right) * V\left(O_{m}\right) V\left(a_{1}, \infty 00, a_{m}\right) * E(k+1) \\
& \left(a_{1}, 000, a_{m}\right) \\
& -E(k+1)\left(E(m+1) \quad \Sigma V\left(a_{1}, 000, a_{m}\right) V\left(O_{m}\right) * z V\left(O_{m}\right) V\left(a_{1}, 000, a_{m}\right) * E(m+1)\right) E(k+1) \\
& \quad\left(a_{1}, 000, a_{m}\right) \\
& =E(k+1) y E(m) E(k+1)-E(k+1) z^{\prime} E(k+1) \\
& =E(k+1)\left(y-z^{\prime}\right) E(k+1),
\end{aligned}
$$

where $z^{\prime}$ is defined by
（3．6）$\quad z^{\prime}=E(m+1) \quad \sum \quad V\left(a_{1}, \ldots, a_{m}\right) V\left(O_{m}\right) * z V\left(O_{m}\right) V\left(a_{1}, 000, a_{m}\right) * E(m+1) 。$

We add the inequalities in（3．5）and get

$$
\text { (3.7) }\left\|E(k+1)\left(y-z^{\prime}\right) E(k+1)\right\|<\delta \text { 。 }
$$

From (3.4) it follows that

$$
\left\|V\left(a_{1}, \ldots 0, a_{m}\right) V\left(O_{m}\right) * z V\left(O_{m}\right) V\left(a_{1}, \ldots, a_{m}\right) *\right\|<1+\delta .
$$

Since

$$
V\left(a_{1,000}, a_{m}\right) * V\left(b_{1,000,} b_{m}\right)=0 \quad \text { if }\left(a_{1,000}, a_{m}\right) \neq\left(b_{1,000}, b_{m}\right)
$$

we get

$$
\left\|\sum_{\left(a_{1}, 000, a_{m}\right)} V\left(a_{1}, 000, a_{m}\right) V\left(O_{m}\right) * z V\left(O_{m}\right) V\left(a_{1,000}, a_{m}\right) *\right\|<1+\delta
$$

By (3.6) this gives
(3.8) $\left\|z^{\prime}\right\|<1+\delta$.

By lemma 3 we have $z^{\prime} \in \beta_{\mathrm{m}}^{\mathrm{c}} \cap$ 。 This implies by (3.3) and (3.8) that

$$
\begin{equation*}
\left|f\left(x z^{\prime}\right)-f(x) f\left(z^{\prime}\right)\right|<\delta\left\|z^{\prime}\right\| \leq \delta(1+\delta) \tag{3.9}
\end{equation*}
$$

Since $x \in \oint_{n}, z^{\prime} \in \beta_{m+1}$ and $k+1>\max (k, n)$, we have by (3.2) and (3.7) that
(3.10) $\left|f\left(x z^{\prime}\right)-f(x y)\right| \leq\|x\| \delta$,
because

$$
\begin{aligned}
& \left|f\left(x z^{\prime}\right)-f(x y)\right| \\
= & \left|f\left(x E(k+1) z^{\prime} E(k+1)\right)-f(x E(k+1) y E(k+1))\right| \\
\leq & \left\|x E(k+1) z^{\prime} E(k+1)-x E(k+1) y E(k+1)\right\| \leq\|x\| \cdot \delta .
\end{aligned}
$$

Moreover, we have by (3.2) and (3.7) that
(3.11) $\left|f\left(z^{\prime}\right)-f(y)\right|=\left|f\left(E(k+1)\left(z^{\prime}-y\right) E(k+1)\right)\right| \leq \delta$.
(3.9), (3.10) and (3.11) imply

$$
|f(x y)-f(x) f(y)| \leq\|x\| \cdot \delta+\delta \cdot|f(x)|+\delta(1+\delta)<\varepsilon,
$$

and we are done.

Theorem 2．Let $V$ be a simple $C^{*}$－algebra with identity。 We suppose that $!$ ，is not ${ }^{*}$－isomorphic with any $n \times n$ matrix algebra such that $n$ is finite．Let $f_{1}$ and $f_{2}$ be two pure states of $U$. Then the following are equivalent：
（1）$f_{1}$ and $f_{2}$ are unitarily equivalent．
（2）There is an approximate matrix algebra
$\left\{V\left(a_{1}\right) V\left(b_{1}\right) *, B(1): a_{1}, b_{1} \in\{0,1\}\right\}$
such that
$f_{1}(B(1))=1$ and $\left\|\left.\left(f_{1}-f_{2}\right)\right|_{m(1)} c\right\|=0$ ．
（3）There is an approximate matrix algebra

$$
\left\{V\left(a_{1}, \infty, a_{n}\right) V\left(b_{1}, \infty, b_{n}\right) *, B(n): a_{i}, b_{i} \in\{0,1\}\right\}
$$

such that

$$
f_{1}(B(n))=1 \quad \text { and }\left\|\left.\left(f_{1}-f_{2}\right)\right|_{m(n)} c\right\|<1 .
$$

$M(n)$ is the linear span of the elements $V\left(a_{1}, 000, a_{n}\right) V\left(b_{1}, \infty, b_{n}\right) *$ ， and $M(n)^{c}$ is the commutant of $M(n)$ in $U$ ．

Proof：By lemma 6，iU，is a simple NGCR－algebra with identity． 1）$\rightarrow 2$ ）：We suppose $f_{1} \sim f_{2}$ 。We define $\pi=\pi_{f_{1}}$ ．If $\pi$ is a one－dimensional representation，the theorem is trivially satisfied． We suppose that $\pi$ is at least two－dimensional，that $f_{1}\left({ }^{\circ}\right)=$ $\left(\pi(\cdot) x_{1}, x_{1}\right)$ ，that $f_{2}(\cdot)=\left(\pi(\cdot) x_{2}, x_{2}\right)$ ，and that $x_{2}=\lambda x_{1}+\mu z$ where $x_{1} \perp z,\|z\|=1$ and $\lambda, \mu \in \mathbb{C}$ ．By theorem 2．8．3 in［1］ there exist elements $D$ and $U$ of $\|$ such that $D \geq 0,\|D\|=1$ ， $\pi(D) x_{1}=x_{1}, \pi(D) z=0, \quad U$ is unitary，and $\pi(U) x_{1}=z$ 。

For each $\epsilon>0$ in $(0,1)$ we let $f_{\epsilon}$ be the function defined by：$f_{\epsilon}((-\infty, 1-\epsilon])=0, f_{\epsilon}\left(\left[1-\frac{\epsilon}{2}, \infty\right)\right)=1$ ，and $f_{\epsilon}$ is linear on $\left[1-\varepsilon, 1-\frac{\epsilon}{2}\right]$ ．We define

$$
V=f_{\frac{1}{2}}(I-D) U f_{\frac{1}{2}}(D)
$$

We prove now that $f_{\frac{1}{2}}(I-D) f_{\frac{1}{2}}(D)=0$. We define $g$ by $g(t)=$ $f_{\frac{1}{2}}(1-t) f_{\frac{1}{2}}(t)$. Since $f_{\frac{1}{2}}=0$ on $\left[0, \frac{1}{2}\right]$ and $\operatorname{sp}(D) \subset[0,1]$, it follows that $g=0$ on $s p(D)$. This implies $g(D)=0$. Since $f_{\frac{1}{2}}(I-D) f_{\frac{1}{2}}(D)=0$, it follows that $V^{2}=0$.
We have

$$
(13.12) \pi(V) x_{1}=z \text { and } \pi\left(V^{*}\right) z=x_{1} .
$$

we define

$$
\begin{aligned}
& V(1)=V k\left(V^{*} V\right), \text { where } k(t)=\left(f_{\frac{1}{2}}(t) t^{-1}\right)^{\frac{1}{2}}, k(0)=0 \\
& V(0)=f_{\frac{1}{2}}\left(V^{*} V\right), \text { and } \\
& B(1)=f_{1 / 4}\left(V^{*} V\right)
\end{aligned}
$$

Next we want to prove that

$$
\left\{V(i) V(j)^{*}, B(1): i, j \in\{0,1\}\right\}
$$

is an approximate matrix algebra. $V(1) * V(0)=0$, since $\left(V^{*}\right)^{2}=0$. Moreover, $\mathrm{V}(0) * \mathrm{~V}(1)=0$, since $\mathrm{V}^{2}=0$ 。 This means that axiom (1) in definition 1 is satisfied. Axioms (2) and (3) are trivially satisfied. Since

$$
\mathrm{V}(1) * \mathrm{~V}(1)=\mathrm{k}(\mathrm{~V} * \mathrm{~V}) \mathrm{V}^{*} \mathrm{Vk}(\mathrm{~V} * \mathrm{~V})=\mathrm{f}_{\frac{1}{2}}(\mathrm{~V} * \mathrm{~V})
$$

it follows that $V(1) * V(1) B(1)=B(1)$, because $f_{1 / 2^{f_{1 / 4}}}=f_{1 / 4}$. Since $f_{1 / 2^{f_{1 / 4}}}=f_{1 / 4}$, it follows that $V(0) * V(0) B(1)=B(1)$, and axiom 4 is satisfied. Thus we have proved that

$$
\left\{V(i) V(j)^{*}, B(1): i, j \in\{0,1\}\right\}
$$

is an approximate matrix algebra。
We define $G$ by

$$
G=\lambda V(0) V(0)^{*}+\mu V(1) V(0)^{*}
$$

From (13.12) we get

$$
\begin{aligned}
& \pi\left(V(0) V(0)^{*}\right) x_{1}=\pi\left(\left[f_{\frac{1}{2}}\left(V^{*} V\right)\right]^{2}\right) x_{1}=x_{1} \\
& \pi\left(V(1) V(0)^{*}\right) x_{1}=\pi\left(V k\left(V^{*} V\right) f_{\frac{1}{2}}\left(V^{*} V\right)\right) x_{1}=z \\
& \pi\left(V(0) V(1)^{*}\right) z=\pi\left(f_{\frac{1}{2}}\left(V^{*} V\right) k\left(V^{*} V\right) V^{*}\right) z=x_{1},
\end{aligned}
$$

and hence

$$
\pi(G) x_{1}=\lambda x_{1}+\mu z=x_{2}
$$

Ne get

$$
\pi\left(V(0) V(0)^{*}\right) z=\pi\left(V(0) V(0) * V(1) V(0)^{*}\right) x_{1}=0
$$

and

$$
\pi\left(V(0) V(1)^{*}\right) x_{1}=\pi(V(0) V(1) * V(0) V(1) *) z=0 .
$$

This implies

$$
\begin{aligned}
& \pi\left(G^{*}\right)\left(\lambda x_{1}+\mu z\right)=\left(\bar{\lambda} V(0) V(0)^{*}+\bar{\mu} V(0) V(1)^{*}\right)\left(\lambda x_{1}+\mu z\right) \\
= & \left(|\lambda|^{2}+|\mu|^{2}\right) x_{1}=1 \cdot x_{1}=x_{1} .
\end{aligned}
$$

We get

$$
\pi\left(G^{*} G\right) x_{1}=x_{1}
$$

We let $A \in \operatorname{Mn}(1)^{c}$.
We get

$$
\begin{aligned}
& f_{2}(A)=\left(\pi(A) x_{2}, x_{2}\right)=\left(\pi(A) \pi(G) x_{1}, \pi(G) x_{1}\right) \\
= & f_{1}(G * A G)=f_{1}(A G * G)=f_{1}(A)
\end{aligned}
$$

since $G$ and $A$ commute and $\pi\left(G^{*} G\right) x_{1}=x_{1}$ 。
2) $\rightarrow$ 3) is trivial.
3) $\rightarrow$ 1): We suppose $f_{1} \nsim f_{2}$, and we let

$$
\left\{V\left(a_{1}, 000, a_{n}\right) V\left(b_{1}, 00, b_{n}\right)^{*}, B(n): a_{i}, b_{i} \in\{0,1\}\right\}
$$

be an approximate matrix algebra such that $f_{1}(B(n))=1$. By lemma 5 we choose an approximate matrix algebra

$$
\left\{V\left(a_{1}, \infty, a_{n+1}\right) V\left(b_{1}, \cdots, b_{n+1}\right)^{*}, B(n+1): a_{i}, b_{i} \in\{0,1\}\right\}
$$

such that（1）and（2）in lemma 5 are satisfied and such that $f_{1}(B(n+1))=1$ and $f_{2}(E(n+1))=0 . \quad f_{1}(B(n+1))=1$ implies $f_{1}(E(n+1))=1$, since $B(n+1) \leq E(n+1)$ 。 In the same way as in the proof of lemma 1，（1）and（4），we get $E(n+1) \in M(n)^{c}$ and $\|E(n+1)\|=1$ ．Since we have $\mid\left(f_{1}-f_{2}\right)(E(n+1) \mid=1$ ，it follows that

$$
\|\left.^{\left(f_{1}-f_{2}\right)}\right|_{m(n)} c^{\| \geq 1}
$$
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