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Abstract

This thesis represents an attempt to provide a deeper knowledge of the finite sam-

ple properties of some econometric methods used to estimate the magnitude of state

dependence in binary choice dynamic panel models. These models are often applied

in labor economics. The models I evaluate are the Heckman method, Wooldridge

method and the linear probability model using Arellano-Bond instruments (Heck-

man, 1981a,b; Wooldridge, 2005; Arellano and Bond, 1991). By carefully designing

appropriate Monte Carlo experiments I test the models’ performance under different

assumptions and different distributions of the error term, individual-specific fixed

effects and explanatory variables.

The results indicate that the Heckman method is the most precise estimator in

most cases, followed by the linear probability model. The Wooldridge method, while

seldom the most accurate, is shown to be robust to violated assumptions. The linear

probability model breaks down when the process includes an age-trended variable

and the Heckman method breaks down when the explanatory variable is correlated

with the individual-specific fixed effects. In most cases the three estimation methods

display satisfactory performance. There are only modest performance gains from

increasing the number of observed time periods.
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1 Introduction

An established finding in the literature on labor market dynamics is that the rates of
persistence in individuals’ labor market state - for instance employment, poverty or wel-
fare receipt - are very high. Heckman (1981a) distinguishes two sources of persistence
in labor market histories. First, individuals differ in terms of observed and unobserved
personal characteristics. Persistent individual characteristics such as low education or
health problems may induce persistence in labor market outcomes, for instance recurring
non-employment across periods. If left unaccounted for, observed or unobserved persis-
tent individual characteristics induce spurious state dependence in labor market histories.
Second, a past unemployment spell may itself have an effect on the probability of being
unemployed today. For instance, past unemployment might lead to ‘gaps’ in a résumé,
which potential employers might interpret as a negative signal of the applicants’ unob-
served productivity. This direct effect of a past state on the probability of being in the
state in a later period is referred to as true or structural state dependence.

Much effort has been directed in the empirical literature to identify the two sources
of persistence in labor market histories.1 Common approaches for identifying state de-
pendence involve estimation of dynamic binary choice panel data models with permanent
unobserved heterogeneity. Unfortunately in maximum likelihood estimation we cannot
consistently estimate such models with unrestricted individual-specific fixed effects due
to the incidental parameters problem; for each individual we add to the sample the num-
ber of parameters to be estimated increases at a one-to-one rate (Neyman and Scott,
1948). The presence of unobserved heterogeneity across individuals is then typically ac-
counted for by either conditioning on individual-specific fixed effects or integrating out
the individual-specific fixed effects to get consistent estimates.

Unfortunately, these dynamic models still suffer from a range of identification prob-
lems. Binary choice panel data models suffer from the initial conditions problem (Heck-
man, 1981a). For instance, in random-effects probit models the unobserved individual-
specific errors must be integrated out to construct a viable likelihood function. This
requires one to specify the relationship between the individual-specific error and the out-
come in the initial period, which enters the model as the lag of the outcome in the first
observed period. Heckman (1981a) and Wooldridge (2005) propose solutions to the initial

1Examples from the existing literature are Chay et al. (1999) that study dynamics in welfare benefit
receipt in the U.S., Stewart (2007) studies unemployment dynamics in the U.K., Biewen (2009) study
state dependence in poverty in Germany and finally Bhuller and Brandsås (2013) study state dependence
in poverty among immigrants in Norway.
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conditions problem through alternative distributional assumptions on the relationship be-
tween the individual-specific error and the initial outcome. Both are commonly employed
in the empirical literature. Meanwhile, the dynamic logit model has been proposed as an
alternative that does not suffer from the initial condition problem (see e.g. Honoré and
Kyriazidou (2000)), but comes with the cost of impeding calculation of marginal effects
and strong restrictions on the exogenous covariates.

A simpler alternative to dynamic discrete-choice models is the dynamic linear prob-
ability model. Estimation of dynamic linear probability models with fixed effects using
short panels can lead to substantial bias. Unobserved heterogeneity in such models is
therefore typically accounted for through within-individual transformations. These trans-
formation however induce a correlation between the lagged dependent variable and the
error term. Anderson and Hsiao (1981, 1982), Arellano and Bond (1991) and Blundell and
Bond (1998) propose solutions to this endogeneity problem that have been commonly em-
ployed in empirical work for continuous outcome variables. Other possible approaches for
estimating linear or non-linear fixed-effects models include various bias-correction models,
see for example Fernández-Val and Weidner (2013) for a bias corrected dynamic probit
model.

Akay (2012) evaluates the finite sample properties of the coefficient estimates from
the Heckman and Wooldridge methods by performing Monte Carlo experiments. He
shows that the Wooldridge method performs satisfactory only for panels with more than
five periods, while the Heckman method is suggested for panels of shorter durations.
The Wooldridge method’s weak performance is a result of a misspecification as shown in
Rabe-Hesketh and Skrondal (2013). They find that the methods have virtually the same
properties in all sample sizes when both are correctly specified. Arulampalam and Stewart
(2009) also compare the coefficient estimates of the two methods, again finding that none
of the methods dominate the other. Arellano and Bond (1991) provide Monte Carlo
experiments showing that their proposed estimator for dynamic linear models performs
satisfactory when the outcome variable is continuous.

Despite considerable evidence showing satisfactory performance of common dynamic
panel data models in Monte Carlo experiments, there are certain issues that remain un-
explored. First, results presented in any Monte Carlo study are subject to the choice
of the benchmark model used to simulate the data. For instance, researchers typically
use normally distributed simulated data for evaluating probit models and log-normally
distributed data for logit models. Nonetheless, the true data-generating process remains
unknown in empirical work and the distribution of the simulated error term will a priori
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favor one method over the others. Interest therefore lies in investigating the importance
of benchmarking in Monte Carlo studies of dynamic panel data models. In particular, do
any of the binary choice panel data models discussed above perform equally well under
alternative choices of the benchmark model and are therefore robust to a misspecification
of the error distribution?

Secondly, the existing literature has focused on the model’s estimated coefficients. As
is well known the coefficient estimates of binary choice models are difficult to interpret in
a meaningful way. Effort is thus usually directed towards identifying the average marginal
effect of the explanatory variables on the probability of observing a positive outcome in
empirical work. When identifying state dependence we care about the effect of the lagged
state on the probability of experiencing the state, that is the partial effect, and not the
coefficient estimate by itself. Furthermore even if the coefficients are estimated precisely
the models might give imprecise estimates of the average partial effects. I therefore focus
primarily on the models’ performance on estimating the parameters of interest in empirical
research, the average partial effects.

The primary aim of this study is to contribute to the literature on dynamic panel
data models by extending our knowledge of the finite sample properties of the linear
probability model, the Heckman method and the Wooldridge method through Monte
Carlo experiments. Data are simulated under alternative data-generating processes on
which each model specification is estimated. The data-generating processes differ in the
number of observed time periods, number of explanatory variables and distributions of
both observed and unobserved variables. The analysis will shed light on largely neglected
properties of the common estimators utilized to identify state dependence in labor market
histories. Specifically the models are tested on their performance when their assumptions
are violated in ways we can expect to occur in empirical settings.

The structure of the thesis is as follows: Section 2 derives the models mathematically
and includes a treatment of both the incidental parameters and initial conditions problems,
section 3 reviews previous simulation studies, section 4 details the simulation studies
performed in the thesis, in section 5 I report summary statistics of the finite sample
performance and finally in section 6 the results are discussed.

2 Econometric models

In the following sections I develop the three models for which I evaluate the finite sample
performance. I start by presenting the mathematical notation and definitions that are
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used throughout the text. While precise notation is always important, I believe it to be key
for the following models, as they can be very similar with important differences ‘hidden’ in
the notation. This is especially true for the Wooldridge method, where published articles
that have passed peer-review use misspecified and thus inconsistent models, likely due to
unclear and non-standard notation (Rabe-Hesketh and Skrondal, 2013). I then develop
the linear probability model, the Wooldridge method and the Heckman method before I
provide a short overview of some alternative estimation methods.

2.1 Notation

Throughout the text vectors and matrices are denoted in a bold typeface. There are N
observed individuals and the last observed period is T , so there are in total NT observa-
tions, i = 1, 2, . . . , N and t = 1, 2, . . . , T and each individual is observed in each period
without any missing variables. I use s to denote an unspecified initial time period where
the process starts before the initial observed period t = 1. yit is the state variable and is
unity if an individual i is in the state in period t and equals zero else wise. yi is a T×1 col-
umn vector, where T denotes the final observed time period. Thus yi ≡ (yi1, yi2, . . . , yiT )′.
xi is a column vector containing all exogenous explanatory variables for an individual in
all time periods, where the first element equals unity to accommodate for the intercept.
With one exogenous explanatory variable xi ≡ (1, xi1, xi2, . . . , xiT )′ and with κ covariates
xi = (1,xi1,xi2, . . . ,xiT )′ = (x1,i1, x2,i1, . . . , xκ,i1, . . . , x1,iT , x2,iT , . . . , xκ,iT )′. The column
vector xi is of dimension (Tκ+ 1)× 1. With κ explanatory variables the vector xit refers
to the value of all covariates in period t; xit ≡ (1, x1,it, x2,it, . . . , xκ,it)

′, with dimension
(κ+1)×1. To refer to lagged variables we write xi,t−1, that is the values of x for individual
i in the period immediately preceding period t.

The individual-specific fixed effect (often referred to as individual heterogeneity or
just the fixed effect) is modeled through the variable ci while the idiosyncratic error term
is denoted uit. β is a row vector consisting of the elements β ≡ (β0, β1, . . . , βκ) with
dimension 1× (κ+ 1). Typically unknown parameters are denoted with symbols from the
Greek alphabet. I use P(•), E(•) and so on to denote probabilities, expectations or other
statistical operators for the enclosed expression.

2.2 The identification problem

An observed empirical regularity is that the probability of unemployment in the next
period is higher for those who are currently unemployed than for the employed. The
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central question is whether this persistence in unemployment is a result of personal char-
acteristics, such as age, education or ability; or whether experiencing the state by itself
increases the probability of future unemployment. Some factors are relatively easy to
control for by adding variables that map the individuals’ experience, age and other ob-
servable characteristics. But even after controlling for these variables (by including them
in xit), individuals who have experienced poverty are more likely to experience it again,
all else equal, as discussed in the introduction. There are two possible explanations for
this empirical certainty (Heckman, 1981a).

The first explanation is that past experiences of a state alters behavior, preferences
or constraints, which in part determine future outcomes of the state. Some intuitive,
potential explanations for these alterations are reduced human capital due to unemploy-
ment, habit formation and reduced savings. Thus, experiencing the state in one period
will affect the probability of experiencing the state in future periods. This is defined as
true state dependence which is the parameter of interest in the thesis. If there is no
true state dependence the state in the preceding period has no effect on the probability
of experiencing the state, so that yi,t−1 does not appear in (4). The effect of true state
dependence will vary over time as individuals enter and leave the state.

Another potential cause for the observed persistence, after controlling for observable
variables, is unobserved individual heterogeneity, where individuals differs in unobserved
ways. We may expect that higher levels of education increase the probability of employ-
ment. Thus, if we do not control for education levels we may falsely claim that there
exists true state dependence. However there exist other individual characteristics that we
usually cannot observe, such as motivation, ability and social capital. Some of these un-
observed factors are fixed over time, which we call unobserved permanent heterogeneity,
captured by the individual-specific fixed effects ci. The effect of the unobserved permanent
heterogeneity varies between individuals as ci varies between individuals.

The identification problem is for the remainder of the analysis defined as the problem
of how to separate these two sources of persistence; the effects of true state dependence
(yi,t−1) from individual unobserved heterogeneity (ci). I throughout assume that an ap-
propriate dynamic model does allow us to distinguish true state dependence separately
from spurious state dependence. As ci is unobservable it is difficult to conceive methods
that satisfactory control for its effects. We will see in the following sections that each
estimation method proposes different solutions to this identification problem.

Hyslop (1999) considers a third potential driver of state dependence, that of transi-
tory individual differences in the idiosyncratic error terms. These transitory differences
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between individuals lead to serial correlation in the error term, which will be another
source of persistence. Models that account for serial correlation in dynamic binary choice
models are uncommon in empirical work. This thesis attempts to evaluate the models
that are commonly employed in the literature. Since these models do not account for
serial correlation I design my experiments in a way that rules out serial correlation in the
idiosyncratic error term.

2.2.1 Random or fixed effects

In modern panel data econometrics one of the crucial issues is whether one operates in
the so called random or fixed effect framework. In the random effects framework ci is
uncorrelated with the structural variables. In the fixed effects framework ci is allowed to
be correlated with the structural variables. The random effects assumptions are:

Cov(yi,t−1, ci) = 0 (1)

Cov(x′it, ci) = 0 (2)

These assumptions cannot be tested in empirical settings. But we know that the individual-
specific fixed effect and the lagged dependent variable are correlated by construction. To
see this note that the only way ci and yi,t−1 can be uncorrelated is if ci has no effect on
the individuals’ outcomes in all periods. If they are uncorrelated there is no identification
problem. As discussed this is unrealistic in most microeconomic applications as we cannot
accurately measure ability or motivation, but we should acknowledge that it certainly af-
fects the individual outcomes. A further complication arises as ci is likely correlated with
the strictly exogenous explanatory variables (xit). For example in labor market outcomes
the unobservable individual-specific fixed effects such as ability are almost certain to affect
the level of education that the individual possess. Such arguments are easily conceived in
most microeconomic settings. As the assumption in (1) does not hold the models must
devise a solution to the identification problem of separating the effect of ci from yi,t−1 on
the response probability, as the random effects assumptions do not hold.

In empirical work these two assumptions cannot be tested as ci is unobserved. In this
thesis I simulate data and therefore specify the relationships between the variables. By
carefully designing the processes I therefore ensure that there is no serial correlation in the
error term and whether the assumptions in (1) and (2) do hold or not. A further advantage
of simulation studies is that one can also control the presence of omitted time varying
variables. In linear models we know that omitted variables lead to biased estimates if the
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omitted variable is correlated with the explanatory variables. In probit models we can
get consistent estimates of the state dependence if the omitted variable is uncorrelated
with the other explanatory variables and normally distributed. If the omitted variable
is correlated with the explanatory variables we cannot consistently estimate the state
dependence (Wooldridge, 2010, p 585). That we control the true underlying processes
means that we know what the true distributions are and we therefore do not need to
assume anything, we know whether the models’ assumptions are true or not.

2.3 Response probability in binary choice models

In general, when we have binary models we want to find the probability of observing a
given outcome instead of the actual outcome, realizing that the outcome, unity or zero, is
a result of process that includes pure randomness. The randomness is modeled through
the idiosyncratic error term uit. Typically, we then formulate the response probability:

P(yit = 1|x′i, yi,t−1, . . . , yi,0, ci) = F (x′i, yi,t−1, . . . , yi,0, ci), (3)

where F is an unspecified function, usually assumed to be the cumulative density function
(CDF) of the error term uit. Any outcome where yit = 1 is called a success. Thus the
probability of success is determined by the vector of explanatory variables, previous states
and the individual-specific fixed effect. We will explore several different formulations of
this general specification for F and its inputs. In the rest of section 2 we will assume
that all variables in xi are strictly exogenous conditional on ci, and that there is only first
order state dependence:

P(yit = 1|x′i, yi,t−1, . . . , yi,0, ci) = P(yit = 1|x′it, yi,t−1, ci) = F (x′it, yi,t−1, ci) (4)

Thus the response probability depends on the contemporaneous values of xi, the state
in the preceding period and the individual-specific fixed effect. The structural variables
are yi,t−1 and x′it. That there is only first order state dependence means that there is no
correlation between yi,t−2 and yit after conditioning on yi,t−1.

2.4 Linear probability model

To develop the linear probability model (LPM) one can start by modeling the binary
outcome as a linear function of the inputs:

yit = βxit + ρyi,t−1 + ci + uit (5)
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Since yit is a binary variable we know that the (conditional) expectation is the probability
of success, which we use to to find the response probability:

E(yit|x′it, yi,t−1, ci) = 1 · P(yit = 1|x′it, yi,t−1, ci) + 0 · P(yit = 0|x′it, yi,t−1, ci)

= P(yit = 1|x′it, yi,t−1, ci) = F (x′it, yi,t−1, ci)
(6)

In the LPM the key assumption is that the response probability, determined by F , is a lin-
ear function of its inputs and furthermore that the idiosyncratic error term is uncorrelated
with the other right hand side variables:

P(yit = 1|yi,t−1,x′it, ci) = βxit + ρyi,t−1 + ci, (7)

which can be straight forwardly estimated using standard panel data methods.
While the LPM results in very simple estimation procedures and simple inference it has

some other issues. First, there are two minor drawbacks when using the LPM: (i) the error
term is heteroskedastic and (ii) the error terms are not normally distributed. The variance
of the error term can be expressed as Var(uit|xit, yi,t−1, ci) = (1−[βxit+ρyi,t−1+ci])(βxit+

ρyi,t−1 + ci) which depends on the values of xit and yi,t−1, so it is heteroskedastic. From
the same expression we see that the error term cannot be normally distributed. These two
violations of the classical assumptions of OLS are minor as solutions exist using robust
standard errors and/or feasible generalized least squares methods. Furthermore, even if
one ignores the heteroskedasticity and non-normality of the error term, the problems do
not affect consistency of the coefficient estimates, only the consistency of the estimated
standard errors.

On the other hand there exists a more crucial problem with the LPM: it is almost
always inconsistent, and usually biased, unless βxit + ρyit + ci ∈ [0, 1] for all observations
(Horrace and Oaxaca, 2006). Unfortunately there is little research done on the importance
and size of the bias in the literature. Furthermore we know that the LPM can never be the
true empirical model, unless further restrictions are placed on the idiosyncratic errors, as
probabilities can exceed the possible range inside the unit interval: P(yit = 1|yi,t−1,xit, ci)
can be > 1 or < 0, a logical fallacy. This is seen by setting β1 equal any positive non-zero
value. Then, continuously increasing x1,it while holding the other variables constant will
ensure that P(yit = 1|yi,t−1,xit, ci) = 1 at some value of x1,it, and for even higher values
of x1,it the probability exceeds 1.

There are some justifications for using the LPM; (1) there can be issues in binary
choice models if you have endogenous variables that are easily handled in the LPM (2)
as shown in section 2.4.2 it is easier to interpret the estimated coefficients as they give
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the marginal effects directly and (3) it is computationally easier. As we will see the first
justification might be especially relevant in the current context where we want to estimate
dynamic binary choice models.

2.4.1 Dynamics in the linear probability model

Estimating (7) by pooled OLS or the random effects estimator leads to biased estimates
as the unobserved and omitted ci is correlated with the other explanatory variables,
as discussed in section 2.2. In panel data settings this problem is usually solved by
transforming the variables by either first-differencing or within-transformation:

∆yit = β∆xit + ρ∆yi,t−1 + ∆uit, (8)

where ∆uit = uit − ui,t−1. The usual within-transformation leads to the fixed effects
estimation equation:

ȳit = βx̄it + ρȳi,t−1 + ūit, (9)

where ūit = uit−
∑T
t=1 uit
T

, i.e. one subtracts the within-individual mean from each variable
in each period. By transforming the data we have completely removed ci, and any other
time-constant variables, such as gender, from the equation of interest. In (8) and (9) the
transformations have enabled us to get the estimation equations independent of ci, and
thus consistency of β̂ and ρ̂ does not require the assumptions on zero correlation between
the individual-specific fixed effect and the other explanatory variables, as in equations 1
and 2. A key concept to recognize is that while the estimation equation and variables are
changed, the coefficients are the same. We can therefore estimate (8) or (9) to estimate
the coefficients of interest from the linear response probability, (7).

At the same time as the transformations solves the identification problem it induces
another problem: by construction yi,t−1 and ui,t−1 are correlated. Thus we have replaced
the correlation problem between yi,t−1 and ci with another problem. In other words the
usual solution to the correlation between the individual-specific fixed effect and other
explanatory variables insert the lagged error term into the equation. The lagged error
term is correlated with yi,t−1. The solution to this problem was first proposed by Anderson
and Hsiao (1981) for the first-differenced equation, where they proposed a pooled OLS
estimation of (8) using yi,t−2 or ∆yi,t−2 as an instrument for ∆yi,t−1. As the estimation
equation is first-differenced ui,t−2 does not enter the equation and the instruments are
uncorrelated with errors, assuming that the idiosyncratic error is serially uncorrelated.
The method was later developed by Arellano and Bond (1991) in a generalized method of
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moments (GMM) where the set of instruments also include earlier lags of the dependent
variables, based on the moment conditions:

E(yi,t−j∆uit) = 0, for t = 3, . . . , T and j ≥ 2, (10)

which in total gives (T − 1)(T − 2)/2 orthogonality conditions that can be used as in-
struments. Several further developments have been proposed, such as the Blundell-Bond
method (Blundell and Bond, 1998).2 Note that the assumption in (10) does not hold if
uit is serially correlated. Then, if the error term is serially correlated one period back in
time we must let j ≥ 3, to avoid correlation between the instruments and the transformed
idiosyncratic errors. Whether the errors are serially correlated or not can be tested with
the Arellano and Bond (1991) test for serial correlation.

By first-differencing the data we eliminated the individual-specific fixed effect, and thus
solved the identification problem. Secondly, eliminating ci directly solves the correlation
problem between ci and the other explanatory variables. The crucial assumption for using
the Arrelano-Bond method is that the idiosyncratic error terms are not serially correlated.
This ensures that uit is uncorrelated with the instruments and that the instruments have
enough predictive power of the lagged dependent variable. For the remainder of the thesis
LPM is the LPM with Arellano-Bond instruments.

2.4.2 Partial effects in the linear probability model

As mentioned above one of the advantages of the LPM is that it simplifies obtaining the
partial effects greatly, compared to the other binary choice models. It is easily seen that
the coefficient estimates are the partial effects of xj,it on the probability of success (assum-
ing that there are no functional relationships between the covariates) by differentiating
(8) with respect to xj,it:

δP (yit = 1|x′it, yi,t−1, ci)
δxj,it

=
δ

δxj,it
(βxit + ρyi,t−1 + ci) = βj (11)

So the ceteris paribus effect of a one unit increase in xj,it leads to a βj change in the
probability of success. This partial effect is identical for all individuals, unless quadratics

2In the Blundell-Bond method one also use the first-differenced ∆yi,t−j ’s as instruments, further
increasing the set of valid instruments. In the thesis I will only employ the Arellano-Bond method.
While the Blundell-Bond method is often used as an alternative to the Arellano-Bond method, it requires
that the initial observed outcome is drawn from a steady state distribution for consistency. This, as
I discuss in further detail in section 2.5.2, is unlikely to hold in the microeconomic applications where
the dynamic binary outcome models are usually used. (Blundell and Bond, 1998). Furthermore the two
methods in general give similar results, especially when ρ is not ‘large’ (Stewart, 2007).
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and interactions are included. Thus the individuals’ partial effect is also the average
partial effect (APE).

2.5 General formulation of binary choice models

To develop the non-linear binary choice models we rely on an underlying latent variable
model, where we let y∗it be an latent continuous variable that depends on individual
heterogeneity, the previous state, some strictly exogenous variables and a stochastic error
term:

y∗it = βxit + ρyi,t−1 + ci + uit (12)

The idiosyncratic error term follows an assumed known distribution with a known vari-
ance, σ2

u. We postulate that if the latent variable is positive the individual experience the
state:

yit = 1{y∗it > 0}, (13)

where 1{•} is an indicator function, taking unity if the enclosed statement is true and
zero else wise. From (13) we find the conditional probability of success, i.e. the response
probability:

P(yit = 1|x′it, yi,t−1, ci) = P(y∗it > 0|x′it, yi,t−1, ci) (14)

This can be contrasted with the procedure in the LPM, where one begins by modeling
the actual outcome, while one in the binary choice models specify a latent variable that
determines the outcome. Importantly, both methods lead to a response probability.

Inserting for y∗it in (14) gives:

P(βxit+ρyi,t−1+ci+uit > 0|x′it, yi,t−1, ci) = P(uit > −βxit−ρyi,t−1−ci|x′it, yi,t−1, ci) (15)

We let G(•) denote the CDF of uit. Then using the basic properties of CDFs and assuming
that the probability density function (PDF) is symmetric about zero we get:

P(yit = 1|x′it, yi,t−1, ci) = 1−G(−βxit − ρyi,t−1 − ci) = G(βxit + ρyi,t−1 + ci) (16)

G is often referred to as the link function. If uit is standard normally distributed we get
G = Φ, i.e. the CDF of standard normally distributed which leads to the probit model.
The other common distributional assumption is the logistic distribution which leads to
the logit estimator.
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By letting the link function be a valid CDF we eliminate some of the problems con-
nected to the LPM; chiefly that the probabilities cannot exceed the unit interval:

lim
βxit+ρyi,t−1+ci→−∞

P(yit = 1|yi,t−1,x′it, ci) = 0 (17)

lim
βxit+ρyi,t−1+ci→+∞

P(yit = 1|yi,t−1,x′it, ci) = 1 (18)

Unfortunately this comes at a cost; it is now harder to calculate the partial effects and
misspecifying the link function generally leads to inconsistent coefficient estimates.

2.5.1 Partial effects in binary choice models

As is well known the estimated parameters in binary choice models can not generally be
interpreted as the partial effect. Thus βj does not measure the ceteris paribus effect of
increasing xj,it by one unit on the probability of success. This is seen by differentiating
(16) with regards to xj,it:

δP (yit = 1|x′it, yi,t−1, ci)
δxj,it

= g(βxit + ρyi,t−1 + ci)βj, g(w) =
dG

dw
(w) (19)

Unless G is linear the partial effects of a variable will depend on the other variables
through g(•). Thus, there are several partial effects for each variable depending on which
values of xit, time periods and for which individuals one evaluates the partial effects at.
The most common choice for dynamic models is the APEs. The APE of continuous
variables is calculated by inserting for the observed values in (19) to get the partial effect
for each individual in each time period and then averaging it across all individuals and
time periods:

APE(βj) =
βj

N(T − 1)

N∑
i=1

T∑
t=2

g(βxit + ρyi,t−1 + ci) (20)

For binary and discrete variables the procedure is slightly different. For the APE of a
binary variable one calculates the difference between (19) when the binary variable is
equal to unity or zero, with the other variables held fixed at the observed values. To
calculate the marginal effect of yi,t−1 one thus evaluates:

APE(ρ) =
1

N(T − 1)

N∑
i=1

T∑
t=2

[G(βxit + ρ+ ci)−G(βxit + ci)] (21)

Note that we only sum for periods t = 2, . . . , T as yi0 is unobserved, and therefore we
cannot estimate the partial effects for t = 1. If β, ρ and ci are consistently estimated we
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get consistent estimates of the APEs by replacing the parameters with their estimated
counterparts in (20) and (21).

A different method to evaluate the marginal effects is to calculate the partial effect at
the average (PEA), where one insert for the average values of the observed variables. By
inserting for different values of the covariates one can find other interesting measures, e.g.
the average partial effect of xj,it at yi,t−1 = 1 and yi,t−1 = 0. In the literature estimating
state dependence most researchers use APEs to evaluate the marginal effects.

Furthermore it is important to acknowledge the problem the unobserved ci poses.
Setting ci = C will only describe those individuals where this restriction holds. This is
a significant problem with the binary choice models, which is completely avoided in the
linear probability model. We will see that the Wooldridge and Heckman methods both
solve this problem by placing a distributional assumption on ci. In most studies with
dynamic limited dependent variables state dependence, APE(ρ), is the main interest.

2.5.2 The incidental parameters and initial conditions problems

So far we have assumed strictly exogenous explanatory variables, first order state de-
pendence and the distribution of uit. The next step is to decide on how we treat the
individual-specific fixed effects, ci. One possibility is to treat the ci’s as parameters to
be estimated, which leads to the so-called FE-probit estimator. The advantage of this
method is that we avoid any assumptions on ci and on the relationship between ci and
the other variables. Furthermore, we can then directly insert the estimated values of ci
into the formulas to calculate the partial effects. To estimate the binary-choice methods
we use maximum likelihood and assume that yi2, . . . , yiT are independent conditional on
yi,t−1,xit, ci. The conditional density which we base estimation on for individual i is:

f(yi2, yi3, . . . , yiT |yi1,x′i;β, ρ, c) =
T∏
t=2

ft(yit|yi,t−1,x′it;β, ρ, c)

=
T∏
t=2

G(ρyi,t−1 + βxit + c)yit [1−G(βxit + ρyi,t−1 + c)]1−yit ,

(22)

where we treat ci as a parameter to be estimated along with the structural parameters
β and ρ. Note that the first observed state, yi1, only appears as a conditioning variable,
and that we do not evaluate the density in the first observed period, t = 1.

Unfortunately maximum likelihood estimation based on this conditional density leads
to inconsistent estimates for all parameters (Neyman and Scott, 1948). Inconsistency
arise because estimates of ci are necessarily inconsistent when T is fixed as adding new
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individuals to the sample does not provide any additional information that allow us to
determine ci. Due to the non-linear nature of maximum likelihood the solution for the
structural parameters involve the inconsistent estimates for the fixed effect which thus
transmits the inconsistency. Simpler put, as we increase the number of individuals the
number of parameters to be estimated increases at the same rate as we add individuals.
This is the famous incidental parameters problem, first named in Neyman and Scott
(1948). With fixed T asymptotics there is no log-likelihood that can be constructed that
allow us to consistently estimate ci, as we need T →∞.

The incidental parameters problem means that we cannot treat the individual-specific
fixed effects as parameters to be estimated. This has an important implication when the
ultimate goal of the analysis is the APEs and the degree of state dependence. As we have
no estimates of ci, we cannot consistently estimate the APEs without further assumptions.

To solve the problem we must in way specify the relationship between ci and the other
variables. In static models, where there are no lags of the dependent variable, the simplest
solution is to assume that ci is conditionally normally distributed:

ci|x′i ∼ N (0, σ2
c ) (23)

This assumption is unrealistic as it implies that ci is independent of x′i. We can then
integrate out ci from the likelihood function, allowing ML-estimation of the other param-
eters. Unfortunately, with dynamics this raises the question on how to treat the initial
observation yi1 and its relationship with ci; the initial conditions problem. The simplest
solution in dynamic models mimics the static random effects probit method. Keeping the
assumption in (23) and assuming that yi1 is a non-stochastic starting position for the pro-
cess we can integrate 22 against the density of ci to obtain the density of (y2, y3, . . . , yT )

which is not conditioned on ci. The resulting density is then estimated by conditional
maximum likelihood (CML) estimation.

Unfortunately this method an important drawback: That yi1 is non-stochastic implies
that the individual fixed effect and the initial observed state are independent. Even in
if we observe a process from the start, say employment history from graduation date for
college graduates, the assumption is still unlikely to hold. The fixed effect almost certainly
has an impact on the quality of college outcomes which again influences the initial state.
The next two subsections develops two methods that give potentially consistent estimates
of both β and ρ, the so-called Wooldridge and Heckman methods whom both propose
different solutions to the initial conditions problem.
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2.6 The Wooldridge method

The Wooldridge method was introduced by Wooldridge (2005), using a method similar to
the one developed by Chamberlain (1980). Wooldridge’s key insight is that by proposing
certain densities for ci it is possible to avoid conditioning on ci, unlike in (22) where ci was
a conditioning variable. To do so, Wooldridge suggests to model the distribution of the
unobserved effect conditional on the initial observed state and the exogenous variables in
an auxiliary regression. The full Wooldridge method, as proposed and employed in the
original paper is:

W1 : ci = γ1yi1 + γ2x
†
i + ζi (24)

Where x†i = (1,xi2, . . . ,xiT )′ and ζi|yi1,x′†i ∼ N (0, σ2
γ) It is important to note that x†i

does not contain explanatory variables from the first observed period as Wooldridge (2005)
shows that consistency requires that ci|yi1,x′†i is correctly specified. But if the relationship
between xi1 and ci is strong we might get efficiency gains by including xi1 in the auxiliary
regression. Later it has been shown that an estimator using xi in the conditional density
can be consistent (Rabe-Hesketh and Skrondal, 2013, p 347). We thus replace x†i with xi
in W1:

W2 : ci = γ1yi1 + γ2xi + ζi (25)

As the number of variables in xit and/or T grows bothW1 andW2 will include a large
number of variables which will reduce the degrees of freedom and complicates the integrals
to be evaluated. This will increase estimation time significantly, even for relatively moder-
ate panels. By constraining the effect of each element in xj,it to be equal in all periods we
can replace x†i with x

†
i in W 1 : and W 2, to get: xi = (

∑T
t=2 x1,it

T−1 ,
∑T
t=2 x2,it

T−1 , . . . ,
∑T
t=2 xκ,it
T−1 ),

and thus reduce the number of included variables. We thus get the following simplification
for W1:

W3 : ci = γ1yi1 + γ2x
†
i + ζi (26)

And for W2:

W4 : ci = γ1yi1 + γ2x
†
i + γ3xi1 + ζi (27)

Compared to W1 this approach constrains the effect of the exogenous variable, evaluated
at t = 2, . . . , T , to be identical for each period. Including xi instead of x†i leads to biased
results as shown in Rabe-Hesketh and Skrondal (2013). In W4 we therefore include both
x†i and the initial observed outcomes xi1, without restrictions on γ3.
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As proposed in Wooldridge (2005) one can potentially include interactions between
the initial observed state and the average of the covariates of xi:

W5 : ci = γ1yi1 + γ2x
†
i + γ3xi1 + γ4yi1x

†
i + ζi (28)

This final specification is often used in empirical research citing possible efficiency gains,
but its finite sample properties are unknown. We then have five potentially consistent
estimators, given that the conditional distribution of ci is correctly specified. A key
assumption is that ζi is unrelated to the initial state, yi1.

There are three potent research questions that can be answered by comparing W1

through W5: (1) Are there efficiency improvements by including the initial observations
of the exogenous variables, (2) what, if any, are the losses we incur by using the simplified
approaches and (3) the importance of including interactions between the initial state and
time-varying covariates.

2.6.1 Likelihood function and partial effects

In this section I develop the Wooldridge method and construct the likelihood function
estimation is based on, using specification W1 in (24). Estimation with the other variants
of the conditional distribution of ci is similarly developed. We formulate the following
auxiliary regression:

ci = γ1yi1 + γ2x
†
i + ζi, (29)

where we assume that ζi|yi1,x′†i ∼ N (0, σ2
γ). Inserting the auxiliary regression for ci in

(12) give:

y∗it = βxit + ρyi,t−1 + γ1yi1 + γ2x
†
i + ζi + uit (30)

Then assuming that uit|x′†i , yi,t−1, . . . , yi1, ζi ∼ N (0, 1) immediately leads to the probit
response probability, as shown in section 2.5:

Φ(βxit + ρyi,t−1 + γ1yi1 + γ2x
†
i + ζi) (31)

Leaving ζi as a conditioning variable instead of a parameter to be estimated leads the
following conditional density for an individual (dropping the i subscript to conserve space):

f(y2, . . . , yT |y1,x′†, yt−1, ζ;β, ρ) =
T∏
t=2

([
Φ
(
βxt + ρyt−1 + γ1y1 + γ2x

† + ζ
)]yt

×
[
1− Φ

(
βxt + ρyt−1 + γ1y1 + γ2x

† + ζ
)]1−yt) (32)
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By integrating (32) against the N (0, σ2
ζ ) density we are able to remove ζ from the set

of conditioning variables, allowing estimation by maximum likelihood while avoiding the
initial conditions problem:

f(y2, . . . , yT |y1,x′†, yt−1;β, ρ) =

∫
R

( T∏
t=2

{ [
Φ
(
βxt + ρyt−1 + γ1y1 + γ2x

† + ζ
)]yt

×
[
1− Φ

(
βxt + ρyt−1 + γ1y1 + γ2x

† + ζ
)]1−yt

)(1/σζ)φ(ζ/σζ)

)
dζ

(33)

If we define wit ≡ (x′it, yi,t−1, yi1,x
′†
i ) and a suitable coefficient vector b we can rewrite

the conditional density:

f(y2, . . . , yT |y1,x′†, yt−1;β, ρ) =

∫
R

( T∏
t=2

{
[Φ(bwit + ζ)]yt

× [1− Φ(bwit + ζ)]1−yt)(1/σζ)φ(ζ/σζ)

)
dζ,

(34)

which has exactly the same structure as the standard random effects probit model. The
integral can be evaluated using Gaussian-Hermite quadrature, a special method to approx-
imate a definite integral which is often used for integrals over a normal distribution. This
allows for easy estimation using standard software using wit as the vector of explanatory
variable in a panel probit model.

To find the estimated APE of a continuous variable evaluate:

ÂPE(βj)
W1 =

β̂∗j
N(T − 1)

N∑
i=1

T∑
t=2

φ(β̂
∗
xit + ρ̂∗yi,t−1 + γ̂∗1yi1 + γ̂∗2x

†
i ), (35)

where the ∗ superscript indicate that the coefficients have been multiplied by (1+ σ̂2
ζ )
−1/2.

Similarly we find the estimated APE of yi,t−1 by:

ÂPE(ρ)W1 =
1

N(T − 1)

N∑
i=1

T∑
t=2

(
Φ(β̂

∗
xit + ρ̂∗ + γ̂∗1yi1 + γ̂∗2x

†
i )

−Φ(β̂
∗
xit + γ̂∗1yi1 + γ̂∗2x

†
i )

) (36)

Thus, by specifying a reduced form for ci (equations (24) to (28)) the Wooldridge method
provides a simple to implement solution to both the incidental parameters problem and
the initial conditions problem that is consistent.

2.7 The Heckman method

Heckman (1981b, p 188) presents an alternative solution. In contrast to the Wooldridge
method Heckman’s method approximates the reduced form equation for the initial ob-
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served state, yi1, by a probit function. Here one should, if possible, include pre-sample
information in the reduced form. In effect, Wooldridge’s method incorporates the density
f(yi2, . . . , yiT |yi1,x†i ) while Heckman’s method considers the density f(yi1, . . . , yiT |ci,xi)
and then integrates out the fixed effect. The key difference lies in that the Heckman
method consider the conditional density of the initial observed outcome, yi1 and con-
ditions on ci instead of conditioning on the initial observed outcome, as done in the
Wooldridge method.

To develop the Heckman method we modify the latent variable for t = 1 and assume
that uit ∼ N (0, 1) for t = 1, 2, . . . , T , as in the Wooldridge method. In the Wooldridge
method the next step was to model ci directly. The Heckman method instead models the
initial state by a probit link function:

y∗i1 = γzi1 + vi1 (37)

yi1 = 1{y∗i1 > 0}, (38)

where zi1 is a vector of exogenous covariates, including xi1 and if possible other pre-sample
variables that do not belong in the latent variable for subsequent periods. The composed
initial period error term is vi1 = πci + ui1, where vi1 is allowed to be correlated with ci
but uncorrelated with uit for t ≥ 2. By not constricting π to equal zero the method allow
for dependence between the initial period composite error term vi1 and the fixed effect ci.
Inserting for vi1 into (37) give

y∗i1 = γzi1 + πci + ui1 (39)

We treat γ, π as nuisance parameters to be estimated. The conditional distribution for
the first period for individual i is thus:

f1(yi1|z′i1, ci;γ, π) = Φ (γzi1 + πci)
yi1 [1− Φ (γzi1 + πci)]

1−yi1 (40)

For the remaining periods the conditional density is unchanged from the FE-probit con-
ditional density, except for that ci enters as a conditioning variable, not as a parameter
to be estimated:

f(yi2, . . . , yiT |yi,t−1,x′i, ci;β, ρ) =
T∏
t=2

ft (yit|yi,t−1,x′it, ci;β, ρ)

=
T∏
t=2

(
Φ(βxit + ρyi,t−1 + ci)

yit [1− Φ(βxit + ρyi,t−1 + ci)]
1−yit

) (41)
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The next step is to combine the two conditional densities and to integrate out ci. To inte-
grate out ci we must assume a distribution, which is usually assumed to be the standard
normal distribution. Choosing the standard normal distribution allows us to evaluate
the integral using Gaussian-Hermite quadrature, as in the Wooldridge specification. The
resulting likelihood contribution is:

f(yi1, . . . , yiT |yi,t−1,x′i, z′i1, ci;β, ρ)

=

∫
R

(
f1 (yi1|z′i1, ci;γ, π)

T∏
t=2

ft (yit|yi,t−1,x′it, ci;β, ρ)

)
φ(ci)dc

(42)

Inserting for f1(•) and ft(•) in (42) the integral is:∫
R

(
Φ (γzi1 + πσcc1)

y1 [1− Φ (γzi1 + πσcc1)]
1−y1 ×

T∏
t=2

{
Φ(βxit + ρyi,t−1 + ci)

yt [1− Φ(βxit + ρyi,t−1 + ci)]
1−yt

})
φ(ci)dc,

(43)

which again results in a likelihood that can be evaluated using Gaussian-Hermite quadra-
ture. As the likelihood is non-standard one cannot use standard probit estimation pro-
grams to estimate the likelihood, and the estimation procedure must usually be manually
programmed. In Stata the user written program redprob (Stewart, 2006) maximizes the
likelihood function without any need for programming. The APEs are calculated as in the
Wooldridge case, replacing σ̂2

ζ with σ̂2
c and using the correct reduced form. To estimate

the APE of yi,t−1 one evaluates:

ÂPE(ρ)H =
1

N(T − 1)

N∑
i=1

T∑
t=2

(
Φ
(
β̂
∗
xit + ρ̂∗

)
− Φ

(
β̂
∗
xit
))
, (44)

where the coefficients are multiplied by (1 + σ̂2
c )
−1/2.

2.8 Other solutions

One possible solution is to simply ignore the incidental parameters problem and estimate
the FE-probit model. The Wooldridge and Heckman methods both integrate out ci to
avoid having to estimate the fixed effect, while keeping either ci or ζi as a conditioning
variable. As we saw in section 2.5.2 the incidental parameters problem leads to inconsis-
tent estimates of the structural parameters for fixed T and N →∞. Even with relatively
high T the estimates appear to be heavily biased and performs significantly worse than
the Wooldridge or Heckman methods for dynamic binary choice models (Fernández-Val
and Weidner, 2013).
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There also exists methods that attempt to remove and/or correct for the bias emerging
from the incidental parameters problem. These models are called bias-correction models.
Recently Fernández-Val and Weidner (2013) develop a bias-correction model for dynamic
binary choice models that can be used to estimate state dependence with relatively good
results. Their method work by directly manipulating the first order conditions that to be
maximized in maximum likelihood methods. I do not include any of these models as no
general estimation software has been developed and the dynamic bias-correction models
have not yet been applied in empirical research.

There also exists a class of logit models that avoid the incidental parameters problem.
Unfortunately these methods, such as the Honoré-Kyriazidou method place strict assump-
tions on the exogenous variables and prohibits calculation of marginal effects. These are
therefore rarely employed in empirical work. But the Honoré-Kyriazidou method has one
major advantage compared to the Heckman and Wooldridge method in that it does not
place any assumptions on ci.

3 Previous findings on finite-sample performance

Various Monte Carlo Experiments (MCEs) have been undertaken in earlier research. In
this section I will give a brief overview of earlier research in thematic order. There is
no standardized method to quantify the performance of estimators, and so the reported
results and measurements vary. In the literature three measures of performance are com-
mon: (1) the root mean squared error (RMSE), (2) the mean absolute error (MAE) and
(3) the average bias (AB). For a parameter η these are calculated as:

RMSE(η) =
√

MSE(η) =

√∑G
g=1(η̂g − η)2

G
(45)

MAE(η) = G−1
G∑
g=1

|η̂g − η| (46)

AB(η) = G−1
G∑
g=1

η̂g − η
η

measured in % (47)

Each article that I review uses more than one data generating process (DGP), and so the
number of reported results are quite large. To summarize the findings on estimated coef-
ficients I have calculated the average of each reported measurement across specifications
for each article. I use these averaged averages in the discussion. A description of all the
previously employed DGPs in articles I review are included in table 1 below.
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Table 1: Overview of earlier Monte Carlo experiments

Auth.‡ s N T xit ∼ ci ∼ uit ∼ ρ β1 β0 yis or y∗is Missing or noteobs

HK 0 250–1000 4, 8 N (0, π2/3)
∑T
t=0 xit log 1

4
, 1
2
, 1, 2 1 0 xi0β + ci + ui0 No

HK 0 250–4000 ? χ2(1)
∑T
t=0 xit log 1

4
, 1
2
, 1, 2 1 0 xi0β + ci + ui0 No

HK 0 250–4000 ? N (0, π2/3)
∑T
t=0 xit log 1

4
, 1
2
, 1, 2 1 0 xi0β + ci + ui0 Irrelevant xit’s

HK 0 250–4000 4, 8 α0(ξit + α1 + 0.1t)
∑T
t=0 xit log 1

4
, 1
2
, 1, 2 1 0 xi0β + ci + ui0 No

AS −25 200–1000 3–8 0.1t + 0.5xi,t−1 + εit
1 N(0, [ 1

2
, 1, 3

2
]) N (0, 1) 1

4
, 1
2
, 3
4

−1 4 β0 + β1xis + ci + uis, xis ∼ U(−3, 2) No2

AS 0 200 5 0.1t + 0.5xi,t−1 + εit
1 N(0, ?(1)) N (0, 1) 1

2
−1 −1 ∼ N(−0.45, 1)3 Exogenous yis2

AS 0 200 5 0.1t + 0.5xi,t−1 + εit
1 N(0, ?(1)) N (0, 1) 1

2
−1 −1 −0.45 + rci +

√
1− r2ui03, r ∈ ( 1

5
, 4
5

) No2

RS −25 200 3–20 N (0, 1) N ([0, 1
2
xi], 1)4 N (0, 1)? 1

2
1 0 Bern(0.5) No

RS −25 200 3–20 (χ2(1)− 1/
√

2) N ([0, 1
2
xi], 1)4 N (0, 1)? 1

2
1 0 Bern(0.5) No

RS −25 200 3–20 0.5xi,t−1 +N (0, 1) N ([0, 1
2
xi], 1)4 N (0, 1)? 1

2
1 0 Bern(0.5), xis ∼ N (0, 1) No

RS −25 200 3–20 0.1t + 0.5xi,t−1 + εit
1 N ([0, 1

2
xi], 1)4 N (0, 1)? 1

2
−1 4 Bern(0.5), xis ∼ U(−3, 2) No

Akay 0 200 3–20 N (0, 1) N (0, 1) N (0, 1) 1
2

1 0 N (0, 1) Exogenous yi0
Akay −25 200 3–20 N (0, 1) N (0, 1) N (0, 1) 1

2
1 0 N (0, 1) No

Akay −25 200 3–20 (χ2(1)− 1/
√

2) N (0, 1) N (0, 1) 1
2

1 0 N (0, 1) No
Akay −25 200 3–20 0.5xi,t−1 +N (0, 1) N (0, 1) N (0, 1) 1

2
1 0 N (0, 1), xis ∼ N (0, 1) No

Akay −25 200 3–8 0.1t + 0.5xi,t−1 + εit
1 N (0, 1) N (0, 1) 1

2
−1 4 N (0, 1), xis ∼ N (0, 1) No

Akay −25 200 3–8 0.1t + 0.5xi,t−1 +N (0, 1) N (0, 1) N (0, 1) 1
2

−1 4 N (0, 1), xis ∼ N (0, 1) No

Heck −25 100 3 0.1t + 0.5xi,t−1 + εit
1 N (0, [1, 3]) N (0, 1) 1

10
, 1
2

−1
10
, 0, 1 0 β1xi,t + ρ + ci + ui,t

5 No

All methods use one exogenous explanatory variable, κ = 1. All methods use either 500 or 1000 replications of each MCE, except Heckman who use 25 repetitions. A question mark indicates
that the information is unclear or not provided.
‡ HK, AS, RS, Akay and Heck refers to Honoré and Kyriazidou (2000), Arulampalam and Stewart (2009),Rabe-Hesketh and Skrondal (2013), Akay (2012) and Heckman (1981b), respectively.
1 εit ∼ U(−0.5, 0.5)
2 They used the same xit in all Monte Carlo repetitions.
3 Values choses to give the same sample means of observed y’s as in the benchmark experiment.
4 Here xi is the within-group mean, including all observed periods (from t = 0 to T . When E[ci] = xi xit is endogenous.
5 Unknown specification in the first period.
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Heckman (1981b) compares the Heckman method with the FE-probit model using 11
different DGPs. He reports only the average estimated coefficient for each specification
and lets T = 3 for the Heckman method and T = 8 for the FE-probit model which limits
the comparability across models. The averaged ABs for the Heckman method are 6% and
30%, which is 1.6 and 0.15 times that of the FE-probit model, for β1 and ρ respectively.
The averaged RMSEs for the Heckman method are 0.4 and 0.3 times that of the FE-probit
model, for β1 and ρ respectively.3

Arulampalam and Stewart (2009) estimate the Heckman and Wooldridge methods,
using 22 different DGPs. For the Wooldridge method they use specification W1. They
find no significant differences between the two models. The averaged ABs for the Heckman
method are 0.8% and −3%, which is 0.4 and 1.4 times that of the Wooldridge method,
for β1 and ρ respectively. The averaged RMSEs for the Heckman method are 0.99 and
0.97 times that of the Wooldridge method, for β and ρ respectively.

For panels of short duration, less than five periods, Akay (2012) find that the Heckman
method performs better than the Wooldridge method. Rabe-Hesketh and Skrondal (2013)
shows that this finding is a result of a misspecification of the Wooldridge method, as he
attempt to use specification W3 but erroneously includes xi instead of x†i . They evaluate
the first four of Wooldridge’s methods (W1 through W4) and the misspecified model in
Akay (2012) using 40 different DGPs and find that the misspecified model overestimates
ρ significantly compared to the correctly specified models. The averaged AB(ρ) of W3 is
−1, 8%, which is 2 times that of the other correct specifications. The averaged RMSE are
virtually identical across all models, including the misspecified. They conclude that W4

performs better than W3 and that there is no difference on performance between W1 and
W2. For T > 5 the correct specifications has less than 1% AB. No studies have evaluated
the performance of W5, even though it is often used in the literature.

Honoré and Kyriazidou (2000) compares the Honoré-Kyriazidou method to the FE-
probit model, using 16 different DGPs. The averaged ABs for the Honoré-Kyriazidou
method are 5% and −8%, which is 0.13 and 0.07 times that of the FE-probit model, for
β1 and ρ respectively. The averaged MAEs for the Honoré-Kyriazidou method is 0.25 and
0.2 times that of the FE-probit model, for β1 and ρ respectively. Carro (2007) propose
a new bias correction method; a modified maximum likelihood (MML) estimator that
treat the fixed effect as a parameter to be estimated. He estimates the MML, FE-probit
and the Honoré-Kyriazidou methods using 11 different DGPs. The FE-probit performs

3I used ‘RMSE’(η) =
√

ˆ̄ηg − η and ‘AB’(η) =
ˆ̄ηg−η
η , where ˆ̄η is the average estimated coefficient as

each η̂g is not reported.
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significantly worse than the other two methods. The averaged ABs of the MML method
are 0.07 and 2.7 times that of the Honoré-Kyriazidou method for β1 and ρ respectively.
The averaged MAEs are 0.6 and 1.4 times that of the Honoré-Kyriazidou method for β1
and ρ respectively. The MML method seems to estimate the β1 more precisely and ρ

less precisely than the Honoré-Kyriazidou method. Unfortunately no MCEs have been
undertaken on the linear dynamic probability model to my knowledge. Several studies
has evaluated the linear dynamic model, where the dependent variable is continuous, and
it is shown that it performs satisfactorily, see for example Arellano and Bond (1991) and
Behr (2003).

In total the earlier research have shown that the Wooldridge and Heckman methods
perform well in finite samples when their necessary assumptions are satisfied. The pre-
liminary research on bias-correction methods show that they perform better than the
Honoré-Kyriazidou method, while allowing for calculations for APEs and placing less re-
strictive assumptions on the explanatory variables. There are no studies done on the
dynamic LPM. To the authors knowledge no studies have evaluated the finite sample
performance of the methods on estimated APEs.

4 Monte Carlo experiments

In this section I describe the various DGPs that I use to simulate data. Before discussing
the individual experiments I will describe in detail how the simulations are carried out. As
discussed in the introduction simulation studies are limited in their empirical relevance,
as they will never reflect the real world and are useful only as far as their implications
for real applications are valid. It is therefore important to generate DGPs with care so
that they are relevant for empirical work, and preferably test the models’ robustness to
violated assumptions.

At the same time it is seldom clear how one should generate the DGPs to achieve
these goals. For example the true DGPs for the different processes we care about, such
as poverty and unemployment, are unknown. This difficulty must be tackled when one
decides how to model the initial outcome, yis: There cannot be any lags of the outcome,
as yi,s−1 does not exist yet since the process starts in period s so it is clear that the initial
period outcome is generated differently than the subsequent periods. The initial outcome
might be described by the individual characteristics without a lagged state variable, i.e.
the first probability is determined by βxis + ci At the same time there might be pre-
sample variables that only affect the initial outcome, so that we should include a vector
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zis of these variables in the initial response probability. Alternatively the initial outcome
might be determined more by chance than subsequent periods or even a pure stochastic
realization. In short there is no general argument that can be made to conclude that one
method is better or more ‘true’ than others. In the earlier research several methods have
been employed to generate the initial period. I have chosen to model the initial outcome
as the outcome of a Bernoulli trial with probability 0.5 in every DGP as it has been used
in previous research and since a Bernoulli draw is a relatively simple mechanism.

The entire simulation procedure is performed in the statistical computer program
Stata 13 in the following way: I first a random seed to ensure that the results are repro-
ducible. I then start simulating the first DGP, MCE1.1, where I first specify the number
of individuals (N = 200), the initial period (s = −24) and the number of periods for
the current simulation, so that each individual is observed from s to T . I first generate
the right hand side variables by drawing values for xi, the individual fixed effect and the
idiosyncratic error. I then draw the initial outcome as a Bernoulli trial with probability
0.5. Finally yi,s+1 is drawn as a Bernoulli trial with probability given the true response
probability, P(yi,s+1 = 1) = G(βxi,s+1 + ρyi,s + ci). I then repeat this step iteratively
until period T . I then drop all observations preceding t = 1. After dropping observations
I calculate the true average partial effects as defined in (20) and (21). I then drop the
variables that are unobserved in empirical settings. Before the different models are esti-
mated the dataset thus consists of NT observations, containing only yit and xit. I then
estimate: (i) the LPM with Arrelano-Bond instruments, (ii) the Heckman method and
(iii) the five different Wooldridge specifications. I calculate the AB, MAE and RMSE of
both the APEs and coefficient estimates, which I save to a separate dataset. This is done
500 times for each specification, where I draw new realizations for every repetition. The
process is then repeated with a higher T , T = 3, 4, 5, 8, 12, 20 for each DGP, in line with
the earlier literature. I then simulate the next DGP without resetting the seed. Thus the
observed variables are new in every repetition for each DGP. In total there are 10 different
DGPs with 6 different durations, where each duration is simulated 500 times, giving a
total of 30,000 simulations and 210,000 regressions. In appendix D I have attached the
code used for MCE1.1, and all the code is available on request.

4.1 Distributions of the time-varying variable xit

I first specify three relatively simple DGPs. In these experiments I include one explanatory
variable, so κ = 1. In each experiment I use different distributions for xit. Three of the
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DGPs are used in earlier studies cited above and are reproduced here to cross-validate
the results. Furthermore evaluating the LPM on these processes is a novel contribution.
In all four experiments both the individual-specific fixed effect and the idiosyncratic error
are standard normally distributed.

For the first DGP I use the benchmark design from Rabe-Hesketh and Skrondal (2013).
Here the model follows a dynamic probit model with a normally distributed explanatory
variable. This DGP can be thought of as a benchmark model as it is simple and all
estimation methods should have convincing performance.

MCE1.1

yi,−24 ∼ Bern(0.5) ci ∼ N (0, 1)

y∗it = β0 + β1xit + ρyi,t−1 + ci + uit xit ∼ N (0, 1)

β0 = 0 β1 = 1 ρ = 0.5 uit ∼ N (0, 1)

The second DGP follows one of the methods proposed by Akay (2012). It is well
known that experiments with normally distributed explanatory variables often find lower
bias’ than studies with non-normal distributions (Honoré and Kyriazidou, 2000). I let xit
be χ2 distributed, with 1 degree of freedom, which I normalize to have mean zero and
unity variance, to generate a non-normal explanatory variable.

MCE1.2

yi,−24 ∼ Bern(0.5) ci ∼ N (0, 1)

y∗it = β0 + β1xit + ρyi,t−1 + ci + uit xit = (χ2(1)− 1)/
√

2

β0 = 0 β1 = 1 ρ = 0.5 uit ∼ N (0, 1)

In the third MCE the strictly exogenous covariate follows a so-called Nerlove process,
which includes a time trend, a lagged element and a stochastic error term drawn from
the uniform distribution. Thus xit approximate the age-trended variables that often arise
in many microeconomic panels. This process is therefore often used in an attempt to
increase the empirical relevance of the simulations. Note that the initial outcome of xit is
drawn from the uniform distribution and that the coefficients are changed from the other
experiments. Furthermore, as T increases we see that fewer and fewer individuals will
experience yit = 1, and so there will be less variation in the outcome variable which might
affect estimation performance.

MCE1.3

yi,−24 ∼ Bern(0.5) ci ∼ N (0, 1)

y∗it = β0 + β1xit + ρyi,t−1 + ci + uit xit = t+24
10

+ 0.5xi,t−1 + U(−1
2
, 1
2
)

β0 = 4 β1 = −1 ρ = 0.5 uit ∼ N (0, 1) xi,−24 ∼ U(−3, 2)
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The three specified DGPs will serve as benchmarks that I will use to compare the
estimators’ performance on relatively simple DGPs. By comparing estimation results
from these DGPs with those from more complex DGPs I can test if the earlier findings
on performance are a result of the simple processes used, and if the findings hold for
more realistic scenarios. We know from section 3 that both the Heckman and Wooldridge
methods perform well for MCE1.1 through MCE1.3.

4.2 Distributions of the idiosyncratic error uit

The distribution of the idiosyncratic error term is important for consistency for all three
methods. In particular both the Wooldridge and Heckman methods assume that the
idiosyncratic error is standard normally distributed so that the response probability is
determined by the CDF of the standard normal distribution, Φ. The LPM on the other
hand does not assume a specific distribution on the idiosyncratic error, but the model
require that it is serially uncorrelated and uncorrelated with (x′it, yi,t−1). Thus, the con-
sistency of the Wooldridge and Heckman models hinges on correctly specifying G, as
G(βxit + ρyi,t−1 + ci) is the probability of success. Secondly, the true distribution of the
stochastic error term decides the form of G and g. Those are important in determining
the true APEs, which is what we want to estimate. Notice that the three following DGPs
are identical with MCE1.1 in all aspects except the distribution of the idiosyncratic error
term.

In the literature on binary choice models it is often maintained that the theoretical
consequences of misspecifying G are not very large (Cameron and Trivedi, 2005, p. 472).
These arguments are based on the findings of Ruud (1983). He shows that if the mean
of each structural variable, conditional on βxit + ρyi,t−1, is linear in βxit + ρyi,t−1 then
misspecifying G leads to inconsistent estimates, where the estimates are scaled by a fixed
factor. Therefore the ratio of the slope parameters is consistently estimated. This as-
sumption holds, for example, if the variables are multivariate normal. There are four
important reasons for why this finding is not of much comfort when we are most inter-
ested in state dependence: (i) The result only holds for slope parameters which do not
include ρ, (ii) the APEs include the intercept and other dummy coefficients where Ruud’s
result does not apply, (iii) we are not interested in the ratio of the coefficients and (iv) as
our model includes a binary variable (yi,t−1) the variables cannot be multivariate normal.
Furthermore when the xit’s are multivariate normal the LPM always consistently estimate
the APEs, regardless of the form of g. It is thus interesting to see whether changing the
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distribution of uit from the standard normal distribution to other distributions affects the
method’s performance.

The binary choice models cannot identify both σ2
u and the coefficients of the latent

variable, see appendix A. I therefore use two distributions for uit with variation equal
to unity to ensure comparability with the first four MCEs. In the third distribution
the idiosyncratic error follows a logistic distribution. While the logistic distribution has
higher variation estimating a DGP based on the logistic distribution provides relevant
information: If the estimates still have decent properties when the error term is logistically
distributed this means that the Wooldridge and Heckman methods may be suitable even
when the probit normalization is false. Secondly as discussed the Honoré-Kyriazidou
method assumes that the stochastic error term is logistically distributed. If the Heckman
and Wooldridge methods have good performance even when the error term is logistically
distributed this implies that we can use these methods even when we know that the true
distribution is logistic. We can then avoid the restrictions that the Honoré-Kyriazidou
method place on the explanatory variables. In all the following processes I only vary
the distribution of the error term, both the individual fixed effect and the explanatory
variable is standard normally distributed in all DGPs and the coefficients are set to
β0 = 0, β1 = 1, ρ = 0.5.

In the first DGP the idiosyncratic error is a standardized Laplace-distribution, where I
standardize the distribution with scale parameters

√
0.5 so that the variance equals unity

and location 0 so that the mean equals zero. The Laplace distribution differs from the
standard normal distribution by having fatter tails and a more distinct peak at the mean,
while still being a symmetric and S-shaped CDF.

MCE2.1

yi,−24 ∼ Bern(0.5) ci ∼ N (0, 1)

y∗it = β0 + β1xit + ρyi,t−1 + ci + uit xit ∼ N (0, 1)

β0 = 0 β1 = 1 ρ = 0.5 uit ∼ Laplace(0,
√

0.5)

In the second DGP I use a uniform distribution with the minimum parameter set to
−
√
12

2
and the maximum parameter set to

√
12
2
. These parameter values ensure that the

mean and variation equals zero and unity, respectively. The uniform distribution is an
illogical choice for an actual empirical DGP for binary outcomes. It can shed light on the
performance of the binary choice models when the assumed distribution is significantly
different from the correct one.

The last distribution I employ is the exponential distribution. This distribution leads
to the logit model. It is well known that the estimated coefficients of probit and logit
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MCE2.2

yi,−24 ∼ Bern(0.5) ci ∼ N (0, 1)

y∗it = β0 + β1xit + ρyi,t−1 + ci + uit xit ∼ N (0, 1)

β0 = 0 β1 = 1 ρ = 0.5 uit ∼ U(−
√
12

2
,
√
12
2

)

models in cross sections are comparable, after correcting for the different normalization.
Even without correcting for the different scalings the average partial effects are usually
very similar (Wooldridge, 2010, pp. 581,600-601). To test whether this result hold in
dynamic panels I therefore generate logistically distributed error terms. Furthermore this
also checks the effect of heavier tails and the effect of using the wrong scaling on the
coefficient estimates on the estimated APEs.

MCE2.3

yi,−24 ∼ Bern(0.5) ci ∼ N (0, 1)

y∗it = β0 + β1xit + ρyi,t−1 + ci + uit xit ∼ N (0, 1)

β0 = 0 β1 = 1 ρ = 0.5 uit ∼ log(0, 1)

In figure 1 I have plotted the CDF and PDFs of the standard normal, Laplace, standard
logistic and uniform distributions with parameters as defined. Notice that the differences
between the distributions are larger in the PDFs that determine the APE of continuous
variables than in the CDFs that determine the APE of the lagged dependent variable.

0

.2

.4

.6

.8

1

C
D

F

-3 -2 -1 0 1 2 3
x

0

.2

.4

.6

.8

P
D

F

-3 -2 -1 0 1 2 3
x

Figure 1: The CDF and PDF of the employed distributions. They are the standard normal
(solid line), uniform (dashes), logistic (long dashes with dots) and Laplace (dotted).
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4.3 Distributions of ci, endogeneity and omitted variables

The previous three DGPs all use different distributions for the idiosyncratic error, while
the first three all use different distributions on the single explanatory variable. I design
the next three DGPs to allow me to do some preliminary research into the robustness
of the models to: (i) different distributions for the individual-specific fixed effect, (ii)
endogeneity by letting Cov(xit, ci) 6= 0 and (iii) correlated omitted variables.

As discussed in section 2 the LPM model does not place any assumptions on the
individual-specific fixed effect, while the Heckman and Wooldridge methods both assume
that it is standard normally distributed. No studies have evaluated their performance
for other distributions of the fixed effect. Another potential cause of bias is the usual
omitted variable bias. In general omitted variables that are correlated with the included
explanatory variables will affect the coefficient estimates of the model and their estimated
partial effects. In all of the following processes all DGPs run for 25 periods before they
are observed, the initial outcome is generated as a binomial draw with probability 0.5 and
stochastic error term is normally distributed. I only vary either the distribution of the
individual-specific fixed effect or the strictly exogenous explanatory variable.

In the first DGP I let ci equal a gamma distributed variable with shape 4 and scale
0.5, where I subtract 2 to get an individual-specific fixed effect with mean zero and unity
variance.4 Note that the variance and mean is unchanged from all earlier DGPs where
ci was generated as a standard normally distributed variable. The Wooldridge method
assumes that ζi is standard normally distributed while the Heckman method assumes
that ci is standard normally distributed. Both assumptions are clearly violated with the
gamma distributed ci. The change in distribution should not affect the LPM as the first-
differencing removes ci from the estimation equation. Except for ci this DGP is identical
to MCE1.1.

MCE3.1

yi,−24 ∼ Bern(0.5) ci ∼ Γ(4, 0.3)− 2

y∗it = β0 + β1xit + ρyi,t−1 + ci + uit xit ∼ N (0, 1)

β0 = 0 β1 = 1 ρ = 0.5 uit ∼ N (0, 1)

In the second trial I let xit be normally distributed with mean ci/3. Then ci and xit
has correlation coefficient of 0.315 irrespective of T .5 Again this should not affect the

4Letting X denote the gamma distributed variable and using the standard formulas for gamma dis-
tributed variables we get: E(ci) = E(X − 2) = αλ− 2 = 0 and Var(ci) = V ar(X − 2) = αλ2 = 1

5Using the method that Rabe-Hesketh and Skrondal (2013) employ leads to an endogeneity that
decreases as T increases. For T = 20 the correlation coefficient is 0.01-0.05 in their specification.
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LPM as ci is eliminated in the first-differencing of the estimation equation. On the other
hand the two other methods operate in the random effects framework where correlation
between the covariates and the individual specific fixed effect can lead to inconsistency.
Endogenous covariates are certainly relevant: as discussed in section 2.2 we expect that
ci is correlated with xit in empirical microeconomic applications. Except for xit and its
correlation with ci this DGP is identical to MCE1.1:

MCE3.2

yi,−24 ∼ Bern(0.5) ci ∼ N (0, 1)

y∗it = β0 + β1xit + ρyi,t−1 + ci + uit xit ∼ N ( ci
3
, 1)

β0 = 0 β1 = 1 ρ = 0.5 uit ∼ N (0, 1)

In the third specification I expand the true DGP to include two strictly exogenous co-
variates, xit = (x1,it, x2,it). They are bivariate normally distributed, with mean zero, unity
variance and a correlation coefficient of 0.3. By omitting the second explanatory variable
in the regression I can shed some preliminary light on the behavior of the estimators with
omitted variables, a setting that is likely to be encountered in empirical research. Again
MCE1.1 serves as a benchmark model as the only difference between it and MCE3.3 is
the additional variable that is omitted in the regressions.

MCE3.3

yi,−24 ∼ Bern(0.5) ci ∼ N (0.1)

y∗it = βxit + ρyi,t−1 + ci + uit xit ∼ N

([
0

0

]
,

[
1 3

10
3
10

1

])
β = (0, 1, 1) ρ = 0.5 uit ∼ N (0, 1)

5 Results

The results ofMCE1, MCE2 andMCE3 are summarized in table 2, 3 and 4 respectively.
The results are summarized for the LPM, the Heckman method and the fourth Woolridge
specification, W4. The results for the four remaining Wooldridge methods are reported in
appendix B. I include only one Wooldridge specification in the main text since the finite-
sample results are similar across the different specifications of the Wooldridge method
and to conserve space. For a further discussion of the differences between the Wooldridge
specifications see appendices B and C. In all tables I report the AB measured in percentage
points, the MAE and the RMSE for the estimated APEs. There are several reasons for
the focus on APEs instead of the coefficient estimates, a substantial departure from the
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earlier literature: (i) In empirical work the focus lies primarily in the estimated APEs
and seldom in the coefficient estimates themselves, (ii) it is a novel contribution to the
field and (iii) the LPM model cannot identify the coefficients of the latent variable. In
appendix C I report the average bias, RMSE and MAE of the coefficient estimates. I do
not focus on the estimates of σ2

c as it is irrelevant for the estimated APEs of the LPM.
Furthermore, even while σ2

c affects the estimated APEs (see equations 35 and 36) of the
Heckman and Wooldridge method the measure of interest is generally the APEs of these
methods, and not the estimated variation of the individual-specific fixed effect. For each
table of results I first describe the results of each specific MCE (e.g. MCE1.1) before
summarizing the implications of the finite sample results for each class of MCEs (e.g.
MCE1). In section 5.4 I provide a short discussion of the coefficient estimates.

5.1 Finite sample results based on MCE1

In the first class of MCEs the processes are relatively simple and we expect good results. In
the earlier literature these MCEs have been used to evaluate the finite sample performance
of the Wooldridge and Heckman methods when estimating the coefficients of the latent
variable, where they both have displayed good performance. Thus we expect the estimated
APEs to also be precisely estimated for these two models. The LPM model has not yet
been evaluated using these DGPs.

When evaluating the APE estimates based on the first DGP, MCE1.1, there are sev-
eral striking patterns. When T = 3 the LPM overestimates the effect of state depen-
dence, APE(ρ), with 23.01%, the Heckman method underestimates with -2.21% and the
Wooldridge method overestimates with 8.44%. As T increase we see a decline in the
average bias of the LPM, now ranging from 1.59% to 5.36%, while the Heckman method
remains unbiased with ABs ranging from -0.83% to 3.53% and the Wooldridge method
has ABs ranging from 5.26% to 9.50%. None of the methods display any significant re-
duction in the AB as the number of observed time periods increases. The ABs of APE(β1)

range from -0.35% to 1.24% for the LPM, -0,52% to 5.57% for the Heckman method and
from 7.95% to 9.25% for the Wooldridge method. Overall the Heckman method displays
convincing performance with ABs ranging from -2.21% to 5.57%. For T > 3 the LPM also
performs well. The Wooldridge method overestimates the ABs with approximately 8%.
An interesting result is that all three methods have more precise estimates for APE(β1)

compared to the APE(ρ) as measured by MAE and RMSE. All methods have decreasing
MAEs and RMSEs as T increases, even when the ABs do not decrease. For every T
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the Heckman method performs better than the other two methods. The LPM displays
promising performance for T > 3.

Based on MCE1.2 a similar pattern is observed. For T = 3 the LPM overestimates
APE(ρ) with 23.01% and for T > 3 the ABs range from 2.46% to 8.59%. The Heckman
method again precisely estimate the APE with ABs ranging from 0.22% to 4.54% while
the ABs of the Wooldridge method range from 8.50% to 12.40%. Thus we see that a
non-normal distribution for xit increase the ABs of the estimated APE(ρ) for all three
models. The non-normality of xit has even larger effects on the ABs of the estimated
APE(β1)s with ABs ranging from -31.28% to -29.5% for the LPM, 0.85% to 9.19% for the
Heckman method and 8.37% to 12.35% for the Wooldridge method. The ABs of ÂPE(β1)

actually increase with T for both the Heckman and Wooldridge methods. The MAEs
and RMSEs tend to decrease with T , with values only slightly higher than in MCE1.1,
except for the LPM’s estimates of APE(β1). We can thus conclude that changing xit to
be a standardized χ2 variable has only marginal impacts on ÂPE(ρ), but larger impacts
on ÂPE(β1), and especially so for the LPM.

The estimated APE(ρ)s from MCE1.3 deviate from the two earlier methods. The ABs
of the LPM now range from 81.19% to 516.48%, and they are rapidly increasing in T .
The Heckman method also has higher ABs, now ranging from 5.67% to 12.66% and the
Wooldridge has ABs ranging from -3.26% to 16.83%. The LPM is heavily biased when
estimating state dependence in a Nerlove process. As discussed in section 2.4 the LPM
is inconsistent if βxit + ρyit + ci /∈ [0, 1], a condition that is irrelevant for the Wooldridge
and Heckman methods. For the Nerlove process 81.5% and 95.1% of observations, for
T = 3 and T = 20 respectively, are outside the unit interval. For APE(β1) the LPM
performs better with ABs ranging from -2.35% to 33.53% compared to estimates ranging
from -3.78% to 4.63% for the Heckman method and -3.34% to 4.77% for the Wooldridge
method. We see the same pattern in the MAEs and RMSEs, for example the MAEs
of ÂPE(ρ) range from 0.10 to 0.22 in the LPM estimates compared to 0.01 to 0.09 for
the Heckman method and 0.01 to 0.10 in the Wooldridge method. The Wooldridge and
Heckman method both have decreasing MAEs and RMSEs in T for both APEs, in similar
intervals as for the two preceding MCEs.

32



Table 2: Finite sample APE results for MCE1

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18)
Linear probability model Heckman Wooldridge 4 (W4)

ρ β1 ρ β1 ρ β1

Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE
T Bias % Bias % Bias % Bias % Bias % Bias %

MCE1.1 xit ∼ N (0, 1)

3 23.01 0.15 0.19 1.24 0.02 0.03 -2.21 0.06 0.07 -0.52 0.03 0.03 8.44 0.07 0.09 8.23 0.03 0.03
4 1.59 0.08 0.10 0.07 0.02 0.02 1.76 0.04 0.05 2.50 0.02 0.02 9.50 0.05 0.06 7.95 0.02 0.03
5 5.36 0.06 0.07 -0.35 0.01 0.02 0.84 0.04 0.05 3.62 0.02 0.02 7.28 0.04 0.05 8.28 0.02 0.02
8 4.41 0.03 0.04 0.14 0.01 0.01 0.22 0.02 0.03 4.16 0.01 0.02 7.37 0.02 0.03 9.14 0.02 0.02
12 1.65 0.02 0.03 -0.05 0.01 0.01 -0.83 0.02 0.02 4.54 0.01 0.01 5.26 0.02 0.02 9.25 0.02 0.02
20 4.57 0.02 0.02 -0.05 0.01 0.01 3.53 0.01 0.02 5.57 0.01 0.01 7.69 0.01 0.02 9.20 0.02 0.02

MCE1.2 xit ∼
χ2
1−1
√

2

3 23.01 0.15 0.20 -29.50 0.07 0.08 2.52 0.07 0.09 0.85 0.04 0.05 12.40 0.09 0.11 8.37 0.04 0.04
4 8.59 0.09 0.11 -30.00 0.07 0.07 2.09 0.05 0.06 4.88 0.03 0.04 12.13 0.05 0.07 10.82 0.03 0.04
5 2.46 0.06 0.08 -31.28 0.07 0.07 1.13 0.04 0.05 4.93 0.03 0.03 9.38 0.04 0.05 10.07 0.03 0.03
8 4.89 0.04 0.04 -31.23 0.07 0.07 0.22 0.03 0.03 6.09 0.02 0.02 8.50 0.03 0.03 11.10 0.03 0.03
12 6.68 0.03 0.03 -31.04 0.07 0.07 1.30 0.02 0.02 6.75 0.02 0.02 8.78 0.02 0.03 11.34 0.03 0.03
20 6.94 0.02 0.02 -30.41 0.07 0.07 4.54 0.01 0.02 9.19 0.02 0.02 8.94 0.02 0.02 12.35 0.03 0.03

MCE1.3 xit ∼Nerlove-process

3 81.19 0.15 0.19 -2.35 0.07 0.09 8.00 0.09 0.11 -3.78 0.05 0.07 15.77 0.10 0.12 1.53 0.07 0.09
4 83.26 0.11 0.14 -0.40 0.05 0.06 17.75 0.07 0.08 1.07 0.03 0.04 16.83 0.06 0.08 2.76 0.04 0.05
5 89.71 0.10 0.12 3.26 0.04 0.05 11.43 0.05 0.06 4.63 0.03 0.04 9.94 0.04 0.06 4.77 0.03 0.04
8 123.87 0.11 0.12 19.97 0.03 0.04 5.67 0.03 0.03 4.41 0.02 0.02 0.86 0.02 0.03 2.48 0.01 0.02
12 205.19 0.14 0.15 33.53 0.04 0.04 10.40 0.02 0.02 2.78 0.01 0.01 -0.58 0.02 0.02 -1.28 0.01 0.01
20 516.48 0.22 0.22 21.57 0.02 0.02 12.66 0.01 0.01 3.37 0.01 0.01 -3.26 0.01 0.01 -3.34 0.00 0.01

For detailed description of each MCE see section 4.1. W4 converged in each instance. Heckmans method failed to converge in 15 instances for MCE1.1, 23 instances for MCE1.2 and 274 instances
for MCE1.3. The response probability outside the unit interval in 74.7% of repetitions in MCE1.1, in 73.3% of repetitions in MCE1.2 and in 87.5% of repetitions in MCE1.3. The averaged
empirical APE(ρ) is 0.115 in MCE1.1, 0.121 in MCE1.2 and 0.087 in MCE1.3. The averaged empirical APE(β1) is 0.218 in MCE1.1, 0.224 in MCE1.2 and -0.151 in MCE1.3.
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5.1.1 Implications of MCE1

The main finding from the first class of MCEs is that the Heckman method seems to have
the best performance for these relatively simple DGPs. While the Wooldridge method
in most cases has higher ABs on APE(ρ) compared to the Heckman method the MAE
and RMSEs are very similar between the models. It is clear that the LPM needs T > 3

to be able to consistently estimate the APE. The LPM records the highest observed AB
at 516.16% and with poor performance for MCE1.3 where xit follows a Nerlove process.
The large ABs seems to be a result of that many of the response probabilities (βxit +

ρyit + ci) are outside the unit interval. Interestingly the ratio of observations outside the
unit interval in MCE1.3 is only 1.2 times that of MCE1.1 and MCE1.2. This indicates
that there is not only the share of response probabilities outside the unit interval that
determines the bias but also how far away from the unit interval they are.

5.2 Finite sample results based on MCE2

In table 3 I have also included the results from MCE1.1 in the first panel. By comparing
MCE2.1 through MCE2.3 with MCE1.1 we see that the only difference in specifications
is that the second class of MCEs have non-normal error distributions. By comparing the
finite sample properties of these different specifications we can thus shed light on how the
three methods fare when the true DGP does not lead to a response probability determined
by the standard normal CDF. As mentioned for the four preceding MCEs the ABs, MAEs
and RMSEs of the LPM drops significantly for T > 3 when estimating APE(ρ). In the
following I therefore ignore the LPM estimates for T = 3 and conclude that model does
not perform satisfactory for T = 3. To make comparisons easier after each range I include
the relevant range from MCE1.1 in parentheses.

For MCE2.1, where uit follows a Laplace distribution, we see that the ABs of the
estimated APE(ρ) range from 16.49% to 19.51% (1.59 to 5.36%) for the LPM, -6.52%
to 2.62% (-0.83% to 3.53%) for the Heckman method and 17.24% to 21.97% (5.26% to
9.50%) for the Wooldridge method. All methods have relatively large increases in the
ABs, but the Heckman method still performs well with an averaged AB just under 5%.
APE(β1) is relatively precisely estimated by the LPM with ABs ranging from 5.97% to
6.76% (-0.35% to 1.24%) compared to ABs ranging from -11.39% to 2.14% ( -0,52% to
5.57%) while the ABs range from 14.08 to 16.59% (7.95 to 9.25%) for the Wooldridge
method. The Heckman method has the lowest ABs for both APE(ρ) and APE(β1). The
MAE and RMSEs are lowest for the Heckman method for all T , followed by the LPM

34



while the Wooldridge method has the highest error measurements. All three estimation
methods have weaker performance than in MCE1.1.

For MCE2.2, where uit follows a Laplace distribution, the results are more similar
between the methods and comparable to those of MCE1.1. The ABs of the estimated
APE(ρ) range from -3.21% to 9.03% (1.59% to 5.36%) for the LPM, from -3.71% to
5.74% (-0.83% to 3.53%) for the Heckman method and from 4.58% to 11.69% (5.26%
to 9.50%) for the Wooldridge method. We thus see a slight worsening of performance
as measured by the ABs compared to MCE1.1. APE(β1) is again precisely estimated,
with ABs ranging from only -0.58% to 0.38% (-0.35% to 1.24%) for the LPM, while the
Heckman method has ABs ranging from 0.48 to 6.99% (-0.52 to 5.57%) and the Wooldridge
method has ABs ranging from 7.16% to 9.76% (7.95% to 9.25%). Interestingly we see
that the LPM and the Heckman method have roughly equal performance when estimating
state dependence, while the Wooldridge method performs noticeably worse. The LPM is
the most precise estimator for APE(β1), while the ABs of the Wooldridge and Heckman
methods is increasing in T . The RMSEs and MAEs are decreasing in T for all three
methods.

For MCE2.3, where uit follows a logistic distribution, there are some changes in per-
formance compared to the earlier MCEs. The ABs of the estimated APE(ρ) are now
ranging from -7.57% to 3.04% (1.59% to 5.36%) for the LPM, from 5.97% to 9.92% (-
0.83% to 3.53%) for the Heckman method and from 3.57% to 6.77% (5.26% to 9.50%)
for the Wooldridge method. Thus the performance for the Wooldridge improves while it
deteriorates for the Heckman method. The LPM now underestimates the AB for T > 4.
Again the LPM estimates APE(β1) very precisely, with ABs ranging from -1.53% to
0.24% (-0.35% to 1.24%), while the Heckman method and the Wooldridge method have
ABs ranging from 5.23% to 9.34% (-0,52% to 5.57%) and 4.04% to 6.25% (7.95% to
9.25%), respectively. Thus the Wooldridge method also estimates the APEs of xit more
precisely in MCE2.3, where the error term is misspecified, than in MCE1.1. The MAEs
and RMSEs of the LPM and Wooldridge method decrease in T , for both APE estimates.
For the Heckman method the MAEs and RMSEs of ÂPE(ρ) decrease, while they stay
constant for ÂPE(β1).
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Table 3: Finite sample APE results for MCE2

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18)
Linear probability model Heckman Wooldridge 4 (W4)

ρ β1 ρ β1 ρ β1

Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE
T Bias % Bias % Bias % Bias % Bias % Bias %

MCE1.1 xit ∼ N (0, 1)

3 23.01 0.15 0.19 1.24 0.02 0.03 -2.21 0.06 0.07 -0.52 0.03 0.03 8.44 0.07 0.09 8.23 0.03 0.03
4 1.59 0.08 0.10 0.07 0.02 0.02 1.76 0.04 0.05 2.50 0.02 0.02 9.50 0.05 0.06 7.95 0.02 0.03
5 5.36 0.06 0.07 -0.35 0.01 0.02 0.84 0.04 0.05 3.62 0.02 0.02 7.28 0.04 0.05 8.28 0.02 0.02
8 4.41 0.03 0.04 0.14 0.01 0.01 0.22 0.02 0.03 4.16 0.01 0.02 7.37 0.02 0.03 9.14 0.02 0.02
12 1.65 0.02 0.03 -0.05 0.01 0.01 -0.83 0.02 0.02 4.54 0.01 0.01 5.26 0.02 0.02 9.25 0.02 0.02
20 4.57 0.02 0.02 -0.05 0.01 0.01 3.53 0.01 0.02 5.57 0.01 0.01 7.69 0.01 0.02 9.20 0.02 0.02

MCE2.1 uit ∼ Laplace

(
0,
√

1
2

)
3 33.22 0.15 0.20 6.76 0.03 0.04 -6.09 0.06 0.07 -11.39 0.04 0.06 21.97 0.07 0.09 14.08 0.03 0.04
4 16.52 0.08 0.10 5.97 0.02 0.03 -6.52 0.04 0.05 -7.46 0.03 0.04 19.10 0.04 0.06 14.95 0.03 0.04
5 21.88 0.06 0.08 6.43 0.02 0.02 -4.41 0.03 0.04 -5.62 0.02 0.03 18.87 0.04 0.05 15.04 0.03 0.04
8 16.49 0.03 0.04 6.24 0.01 0.02 -6.60 0.02 0.03 -5.25 0.02 0.02 17.81 0.03 0.03 15.92 0.03 0.04
12 17.31 0.03 0.03 6.51 0.01 0.02 -3.99 0.02 0.02 -2.89 0.01 0.01 17.25 0.02 0.03 16.33 0.04 0.04
20 19.51 0.02 0.03 6.81 0.02 0.02 2.62 0.01 0.01 2.14 0.01 0.01 17.24 0.02 0.02 16.59 0.04 0.04

MCE2.2 uit ∼ U
(
−
√

12
2

,
√

12
2

)
3 18.80 0.14 0.18 0.05 0.03 0.03 -3.71 0.06 0.07 0.48 0.03 0.03 5.20 0.07 0.09 7.16 0.02 0.03
4 9.03 0.07 0.09 0.17 0.02 0.02 5.74 0.04 0.06 4.91 0.02 0.02 11.69 0.05 0.06 8.45 0.02 0.02
5 -3.21 0.05 0.07 0.38 0.01 0.02 -0.79 0.04 0.05 4.89 0.02 0.02 5.32 0.04 0.05 9.33 0.02 0.02
8 -0.64 0.03 0.04 -0.58 0.01 0.01 -0.67 0.02 0.03 5.26 0.01 0.02 4.58 0.02 0.03 8.93 0.02 0.02
12 0.15 0.02 0.03 -0.05 0.01 0.01 -0.13 0.02 0.02 5.84 0.01 0.02 4.95 0.02 0.02 9.53 0.02 0.02
20 1.97 0.01 0.02 0.25 0.01 0.01 2.51 0.01 0.02 6.99 0.01 0.02 5.66 0.01 0.02 9.76 0.02 0.02

MCE2.3 uit ∼ Log(0, 1)

3 19.36 0.12 0.16 -0.14 0.03 0.03 -0.99 0.07 0.08 5.23 0.02 0.02 -0.96 0.07 0.09 4.04 0.02 0.03
4 3.04 0.07 0.09 0.03 0.02 0.02 5.97 0.05 0.06 7.61 0.02 0.02 5.77 0.05 0.06 5.52 0.02 0.02
5 -4.92 0.05 0.07 -1.53 0.02 0.02 9.92 0.04 0.05 7.56 0.02 0.02 6.74 0.04 0.05 4.38 0.02 0.02
8 -7.57 0.03 0.04 -0.18 0.01 0.01 6.88 0.02 0.03 9.09 0.02 0.02 3.81 0.02 0.03 5.62 0.01 0.01
12 -4.18 0.02 0.03 0.24 0.01 0.01 7.73 0.02 0.02 9.34 0.02 0.02 5.32 0.02 0.02 6.25 0.01 0.01
20 -4.53 0.02 0.02 0.06 0.01 0.01 6.19 0.01 0.02 9.18 0.02 0.02 3.57 0.01 0.02 6.07 0.01 0.01

For detailed description of each MCE see section 4.2. W4 converged in each instance. Heckmans method failed to converge in 15 instances for MCE1.1, 36 instances for MCE2.1, 15 instances
for MCE2.2 and 27 instances for MCE2.3. The response probability outside the unit interval in 74.7% of repetitions in MCE1.1, in 74.9% of repetitions in MCE2.1, in 74.7% of repetitions in
MCE2.2 and in 74.3% of repetitions in MCE2.3.
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5.2.1 Implications of MCE2

In MCE2 I have analyzed the properties of the estimators when the error term is non-
normally distributed. The main finding is that this violation of a necessary assumption
in both the Wooldridge and Heckman models has only a small impact on the estimated
APEs, just as in static models. Interestingly the LPM was also affected by the change
in distributions, even though consistency or unbiasedness of the LPM does not place
restrictions on the distribution of the error term. Even so we saw that the LPM had
large biases, around 18% when the idiosyncratic error followed a Laplace distribution. On
the other hand when the error term followed a uniform distribution the LPM performed
better than in any of the other MCEs, thus error term distributions also affects the LPMs
performance, a non-obvious result considering that each MCE has approximately the same
number of observations where the response probability is in the unit interval. The second
main finding is that the Heckman method also has the best finite sample performance
when we experiment with the error term distribution, and it was in general less affected
than the Wooldridge method, for unclear reasons. A third finding, in line with the findings
from MCE1 is that the MAEs and RMSEs generally decline with T even though the ABs
do not always decline.

5.3 Finite sample results based on MCE3

In table 4 I have again included the results from MCE1.1 in the first panel. For each
MCE in MCE3 there is only one difference in the specifications compared to MCE1.1.
We can thus isolate the effects of non-normal distributions of ci, endogenous covariates
and omitted relevant variables by comparing the results to those of MCE1.1. I again
ignore the LPM results for T = 3. The relevant results from MCE1.1 are included in
parentheses. uit follows a standard normal distribution in all of the specifications in
MCE3.

In MCE3.1 the individual-specific fixed effect ci follows a standardized Gamma dis-
tribution. The LPM does not place any restrictions on ci, while the Wooldridge and
Heckman method both assume a standard normal distribution, although they both can
be modified to allow for other distributions. The ABs of the estimated APE(ρ) range from
2.56% to 9.84% (1.59% to 5.36%) for the LPM, from 0.56% to 4.00% (-0.83% to 3.53%)
for the Heckman method and from 6.64% to 10.23% (5.26% to 9.50%) for the Wooldridge
method. The ABs increased slightly for all three methods. The ABs of APE(β1) are al-
most unaffected, ranging from -0.45% to 1.13% (-0.35% to 1.24%) for the LPM, 1.86% to
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6.22% (-0,52% to 5.57%) for the Heckman method and 7.42% to 8.80% (7.95 to 9.25%) for
the Wooldridge method. The MAEs and RMSEs are smallest for the Heckman method
for T ≤ 5. When T > 5 the MAEs and RMSEs for the models are very similar and
decrease with T for all three estimators.

In MCE3.2 xit is endogenous, having a correlation coefficient of 0.315 with ci. From
section 2.4 we know that this should not affect the LPM but the effects on the Heckman
and Wooldridge methods are less clear. The ABs of the estimated APE(ρ) range from
9.47% to 14.46% (1.59% to 5.36%) for the LPM, from 29.43 to 148.44% (-0.83% to 3.53%)
for the Heckman method and from 1.03% to 10.18% (5.26% to 9.50%). The ABs increase
slightly for the LPM, increase drastically for the Heckman method and decrease for the
Wooldridge method. The ABs of APE(β1) display a similar pattern, ranging from -0.31%
to 1.53% (-0.35% to 1.24%) for the LPM, 24.41% to 30.07% (-0,52% to 5.57%) for the
Heckman method and 2.40% to 5.11% (7.95 to 9.25%) for the Wooldridge method. The
ABs are virtually unchanged for the LPM while they increased for the Heckman method
and decreased for the Wooldridge method. These changes in ABs are also reflected in the
error measurements. For APE(ρ) the Wooldridge method now has the lowest MAEs and
RMSEs in every period and Heckman the highest. For APE(β1) the Wooldridge method
and LPM are tied for the lowest scores. Both the Heckman and Wooldridge methods
show increasing performance with T .

In MCE3.3 the true DGP includes both x1,it and x2,it, which are multivariate normally
distributed with a correlation coefficient of 0.3. Note that x2,it and yi,t−1 are not correlated.
By omitting x2,it in the regressions I thus create an omitted variable problem. The ABs
of the estimated APE(ρ) range from -4.19% to 2.11% (1.59% to 5.36%) for the LPM,
from 0.88 to 8.20% (-0.83% to 3.53%) for the Heckman method and from 0.94% to 8.51%
(5.26% to 9.50%). Thus the estimated APE(β1) is largely unaffected by the omitted
variable. The ABs of APE(β1) on the other hand are affected with ABs ranging from
29.01% to 31.40% (-0.35% to 1.24%) for the LPM, 35.37% to 39.62% (-0,52% to 5.57%)
for the Heckman method and 36.51% to 37.58% (7.95% to 9.25%) for the Wooldridge
method. The LPM display the lowest ABs while the ABs of the Heckman and Wooldridge
methods overlap. The MAEs and RMSEs for the estimated APE(ρ) are lowest for the
Heckman method. For APE(β1) the LPM has marginally lower MAEs and RMSEs than
the two other methods. MCE3.3 present some comforting results as the state dependence
is still precisely estimated in all models even when there are omitted variables that are
correlated with the other explanatory variable.
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Table 4: Finite sample APE results for MCE3

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18)
Linear probability model Heckman Wooldridge 4 (W4)

ρ β1 ρ β1 ρ β1

Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE
T Bias % Bias % Bias % Bias % Bias % Bias %

MCE1.1 xit ∼ N (0, 1)

3 23.01 0.15 0.19 1.24 0.02 0.03 -2.21 0.06 0.07 -0.52 0.03 0.03 8.44 0.07 0.09 8.23 0.03 0.03
4 1.59 0.08 0.10 0.07 0.02 0.02 1.76 0.04 0.05 2.50 0.02 0.02 9.50 0.05 0.06 7.95 0.02 0.03
5 5.36 0.06 0.07 -0.35 0.01 0.02 0.84 0.04 0.05 3.62 0.02 0.02 7.28 0.04 0.05 8.28 0.02 0.02
8 4.41 0.03 0.04 0.14 0.01 0.01 0.22 0.02 0.03 4.16 0.01 0.02 7.37 0.02 0.03 9.14 0.02 0.02
12 1.65 0.02 0.03 -0.05 0.01 0.01 -0.83 0.02 0.02 4.54 0.01 0.01 5.26 0.02 0.02 9.25 0.02 0.02
20 4.57 0.02 0.02 -0.05 0.01 0.01 3.53 0.01 0.02 5.57 0.01 0.01 7.69 0.01 0.02 9.20 0.02 0.02

MCE3.1 ci ∼ Γ (4, 0.5)− 2

3 22.37 0.13 0.18 1.13 0.03 0.03 0.56 0.06 0.07 1.86 0.02 0.03 10.23 0.07 0.09 7.49 0.03 0.03
4 9.84 0.08 0.10 0.55 0.02 0.02 3.90 0.04 0.06 4.35 0.02 0.02 9.00 0.05 0.06 7.67 0.02 0.03
5 5.80 0.06 0.07 -0.45 0.01 0.02 2.84 0.03 0.04 4.92 0.02 0.02 7.40 0.04 0.05 7.42 0.02 0.02
8 4.78 0.03 0.04 0.83 0.01 0.01 2.30 0.02 0.03 6.06 0.02 0.02 7.02 0.02 0.03 8.80 0.02 0.02
12 2.56 0.02 0.03 -0.01 0.01 0.01 2.52 0.02 0.02 5.70 0.01 0.02 6.64 0.02 0.02 8.34 0.02 0.02
20 4.69 0.01 0.02 0.02 0.01 0.01 4.00 0.01 0.02 6.22 0.01 0.02 6.76 0.01 0.02 8.40 0.02 0.02

MCE3.2 xit ∼ N
(
ci
3
, 1
)

3 37.45 0.15 0.20 1.53 0.03 0.03 148.44 0.15 0.16 28.01 0.05 0.06 10.18 0.07 0.09 5.11 0.02 0.03
4 12.72 0.09 0.11 0.10 0.02 0.02 124.13 0.13 0.14 29.36 0.06 0.06 6.98 0.05 0.06 4.71 0.01 0.02
5 14.46 0.06 0.07 0.46 0.01 0.02 101.36 0.10 0.11 30.07 0.06 0.06 3.91 0.03 0.04 4.83 0.01 0.02
8 9.47 0.03 0.04 -0.31 0.01 0.01 60.98 0.06 0.07 27.20 0.05 0.05 2.68 0.02 0.03 3.87 0.01 0.01
12 10.28 0.02 0.03 -0.22 0.01 0.01 41.80 0.04 0.05 24.41 0.05 0.05 2.09 0.02 0.02 3.11 0.01 0.01
20 11.40 0.02 0.02 0.18 0.01 0.01 29.43 0.03 0.03 22.04 0.04 0.04 1.03 0.01 0.01 2.40 0.01 0.01

MCE3.3 x1,it ∼ N (0, 1), x2,it ∼ N (0, 1), Corr(x1,it, x2,it) = 0.3

3 24.37 0.12 0.16 31.40 0.06 0.07 0.88 0.06 0.07 35.37 0.06 0.07 0.94 0.07 0.09 36.95 0.07 0.07
4 0.03 0.07 0.09 29.95 0.05 0.06 5.58 0.04 0.05 37.81 0.07 0.07 5.86 0.04 0.06 37.05 0.07 0.07
5 2.11 0.05 0.06 29.07 0.05 0.06 8.20 0.03 0.04 38.21 0.07 0.07 8.51 0.03 0.04 36.51 0.07 0.07
8 -4.19 0.03 0.04 29.81 0.05 0.06 5.56 0.02 0.03 39.75 0.07 0.07 4.31 0.02 0.03 37.55 0.07 0.07
12 -0.48 0.02 0.03 29.87 0.05 0.06 5.87 0.02 0.02 39.64 0.07 0.07 5.00 0.02 0.02 37.55 0.07 0.07
20 -1.96 0.01 0.02 29.99 0.05 0.05 4.98 0.01 0.02 39.62 0.07 0.07 3.83 0.01 0.01 37.58 0.07 0.07

For detailed description of each MCE see section 4.3. W4 converged in each instance. Heckmans method failed to converge in 15 instances for MCE1.1, 20 instances for MCE3.1, 99 instances
for MCE3.2 and 20 instances for MCE3.3. The response probability outside the unit interval in 74.7% of repetitions in MCE1.1, in 74.9% of repetitions in MCE3.1, in 78.6% of repetitions in
MCE3.2 and in 80.0% of repetitions in MCE3.3.
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5.3.1 Implications of MCE3

In MCE3 I have designed DGPs that shed preliminary light on some issues that are rel-
evant for empirical work. Both the Wooldridge and Heckman methods require that one
integrates out the individual-specific fixed effect. To do so one must specify its distri-
bution, which is commonly assumed to be the standard normal. When ci was Gamma
distributed we saw that performance of all estimators decreased somewhat. Interestingly
the LPM had the biggest reduction in performance when estimating state dependence.
While more research is needed it seems that both the Wooldridge and Heckman meth-
ods are relatively robust to misspecification of the distribution of ci. In MCE3.2 xit was
endogenous with a positive correlation with ci. For some reason this also affected the per-
formance of the LPM somewhat, but drastically affected the Heckman method which then
overestimated the state dependence, with ABs between 30% and 150%. The Wooldridge
method was largely unaffected by this endogeneity, as Rabe-Hesketh and Skrondal (2013)
showed. Endogeneity is thus a serious concern in the Heckman method. In the last ex-
periment, MCE3.3 the DGP included two exogenous variables, where one was omitted in
the regressions. The estimated APE(ρ)s were almost unaffected by this change, but the
omitted variable led to significant decreases when estimating APE(β1).

5.4 Coefficients results

As discussed the LPM cannot identify the coefficients of the latent variable while both
the Wooldridge and Heckman method do so. In the earlier literature these methods have
been evaluated on their performance when estimating coefficients instead of APEs. In
tables 7, 8 and 9 in appendix C I have reported the finite sample results on the coefficient
estimates for the Heckman and Wooldridge methods. Below I provide a short discussion
on the finite sample performance of the Heckman and Wooldridge (W4) methods when
estimating the coefficients of the latent variable.

The Heckman method and W4 both have very similar performance on the coefficient
estimates and in most cases their coefficient estimates do not differ noticeably. The
only case where their estimated coefficients do differ significantly is for MCE3.2 where
xit is correlated with ci. As we saw in section 5.3 this is also the only process where the
estimated APEs of the Heckman method have large ABs. ForMCE1.1,MCE1.2, MCE1.3,
MCE2.2 and MCE3.1 the estimated coefficients have very low ABs, under 5%.

The ABs of the coefficients are around 50% when uit is Laplace distributed with unity
variance. Interestingly the ABs of the APEs were unbiased for both methods. When uit
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follows a logistic distribution both methods underestimate the coefficients with approxi-
mately 40%. By multiplying with the standard deviation of the logistic distribution (see
appendix A) we see that the estimates are unbiased. For MCE3.2 the Heckman method
overestimates ρ while the Wooldridge method is unbiased, which explains the discrepancy
between the model’s APEs for this MCE. Finally when there is an omitted variable that
is correlated with x1,it but uncorrelated with yi,t−1 both methods underestimate ρ with
roughly 30%. The MAEs and RMSEs are comparable for the Heckman and Wooldridge
methods in most MCEs.

6 Summary and conclusions

This thesis has evaluated three estimation methods that can be used to estimate state
dependence. To evaluate the finite sample properties of these estimators nine different
DGPs have been employed. Each DGP is designed in a manner that allows us to draw
conclusions on the performance of the estimators in empirical settings. This is done in a
method inspired by controlled experiments. By changing only one parameter or variable at
a time I isolate the effect of the changes. The first experiment,MCE1.1, provides a control
group. To for example identify the effect of a non-normal distribution on performance I
compare the results from a DGP where the error term is non-normally distributed to the
results from MCE1.1. By repeating the experiments 500 times we can then, with good
confidence, say that any differences are due to the non-normal distribution.

The main finding is positive in that all methods perform relatively well on most DGPs.
The Heckman method is usually the method with the best finite sample performance, with
the lowest ABs, MAEs and RMSEs on the estimated APE(ρ). For T > 3 the LPM usually
has slightly better estimation results than the Wooldridge method. While the Heckman
method has the best overall finite sample performance its performance broke down when
xit was endogenous. This is a serious concern as we expect ci to be correlated with the
explanatory variables in empirical settings. While the LPM is largely unaffected by the
endogeneity (as ci is first-differenced away) its performance broke down when the DGP
included a Nerlove process. This is another serious concern, as the Nerlove process is
created to imitate the age trended variable often encountered in microeconomic data, on
which these methods are often applied. The Wooldridge method was relatively robust to
all the different DGPs with ABs, with a maximum AB of 21.97%, and most ABs are less
than 10%.

There are some minor findings. To use the LPM one should have T ≥ 4, even while
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consistency only requires three periods, as the AB drops significantly once there are four
observed periods. For all methods the precision increases, as measured by the MAEs and
RMSEs, when T increases, even when the ABs do not decrease. Furthermore there was
a clear tendency for the methods to slightly overestimate the state dependence. Finally,
even in cases where the Wooldridge and Heckman methods are biased for β1 or ρ the ABs
of the APEs are relatively small.

Based on these results I conclude that the Wooldridge method is the most robust
method to different DGPs and violated assumptions. At the same time the Heckman
method is usually the most precise estimator with the LPM coming second. When the
LPM or the Heckman method broke down, the other two methods still performed well.
Therefore to estimate the state dependence one should use all three estimation methods.
If all three estimators provide similar results one should put most weight on the Heckman
estimates. If there are large discrepancies and these are caused by endogeneity one should
use the Wooldridge and the LPM results over those from the Heckman method. If the
discrepancies are caused by age trended variables, so that the LPM estimates are heavily
biased, one should use the Wooldridge and Heckman results over those from the LPM.
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Appendices

A On normalizations in binary choice models

Above I assumed that the both the distribution and the variance of the idiosyncratic
error is known. In most cases the idiosyncratic error is assumed to be either standard
normally distributed and thus with unity variance or logistically distributed with variance
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π2/3. The normalizations on the variance of the idiosyncratic unfortunately prohibits
identification of both the coefficients and the variance: Let ε be the idiosyncratic error,
which is normally distributed with variance C2. I simplify the notation so that y∗it =

βxit + εit. Following the steps above we get

P(yit = 1) = · · · = P (ε > −βxit) = G(βxit) (48)

But if we want to employ the probit model we know that G must be the CDF of standard
normal distribution, Φ. If we multiply the latent variable with 1

C
, we get y∗it

C
= βxit

C
+ εit

C
.

Importantly this is the same model with unchanged variables, the only change being
that the coefficients are scaled differently. Then, letting uit = ε

C
we see that uit is a

standard normally distributed variable. The constant scaling factor C does not affect the
distribution or mean of uit, and the variance of uit is:

var(uit) = var
( ε
C

)
=

Var(ε)
C2

=
C2

C2
= 1, (49)

which gives:

P(yit = 1) = · · · = P

(
uit > −

β

C
xit

)
= G

(
β

C
xit

)
= Φ

(
β

C
xit

)
(50)

This means that the probit estimates do not estimate the coefficients of the latent variable,
but rather the coefficients divided by the standard deviation of the idiosyncratic error
term. Thus, we only consistently estimate the coefficients if the idiosyncratic variance is
unity.

On the other hand the normalization on the intercept does not affect the coefficients
of the structural variables. In section 2 the threshold value for yit was set to zero, i.e.
yit = 1{y∗it > 0}. If we let the threshold value be a constant C instead:

yit = 1{y∗it > C} (51)

To simplify notation I let y∗it = β0 + βxit + uit, where I have extracted the constant term
from the vectors. We then get

P(yit = 1) = P(y∗it > C) = P (β0 + βxit + uit > C) (52)

Collecting the terms we get:

= P([β0 − C] + βxit + uit > 0) = P(uit > −[β0 − C]− βxit) (53)

The (true) difference β0 − C is unknown, and as such C can be set arbitrarily as it only
scales the intercept.
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B APEs for the remaining Wooldridge methods

In tables 5 and 6 I have attached the finite sample results for W1, W2, W3 and W5. By
comparing the results with each other on sees clearly that there are only small differences
between the different Wooldridge specifications. Even so, the W2 has lower ABs than
W1 in every single MCE. Similarly W4 has lower bias than W3 in all MCEs. This is a
clear indication of that we get efficiency gains by including xi1 in the reduced form for ci.
Finally W5 do not pose any clear efficiency gains compared to W2 and W4. The only
MCE for which the W5 has a noticeably different performance is when the individual-
specific fixed effect follows a gamma distribution, MCE3.1, where it performs worse than
W4.
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Table 5: Finite sample APE results for W1 and W2.

Wooldridge 1 Wooldridge 2
ρ β1 ρ β1

Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE

MCE1.1 xit ∼ N (0, 1)

3 10.87 0.08 0.10 9.25 0.03 0.03 9.82 0.08 0.10 8.40 0.03 0.03
4 10.09 0.05 0.06 9.03 0.02 0.03 9.60 0.05 0.06 8.06 0.02 0.03
5 7.88 0.04 0.05 9.31 0.02 0.02 7.16 0.04 0.05 8.26 0.02 0.02
8 7.90 0.02 0.03 9.82 0.02 0.02 7.26 0.02 0.03 8.85 0.02 0.02
12 5.59 0.02 0.02 9.67 0.02 0.02 4.88 0.02 0.02 8.67 0.02 0.02
20 7.60 0.01 0.02 9.06 0.02 0.02 6.93 0.01 0.02 8.11 0.02 0.02

MCE1.2 xit ∼
χ2
1−1
√

2

3 14.54 0.09 0.11 9.53 0.04 0.05 13.14 0.09 0.11 8.43 0.04 0.04
4 12.99 0.06 0.07 11.95 0.03 0.04 12.37 0.06 0.07 10.88 0.03 0.04
5 9.75 0.04 0.05 11.08 0.03 0.03 9.23 0.04 0.05 9.99 0.03 0.03
8 9.02 0.03 0.03 11.72 0.03 0.03 8.39 0.03 0.03 10.68 0.03 0.03
12 8.99 0.02 0.03 11.61 0.03 0.03 8.29 0.02 0.03 10.57 0.02 0.03
20 8.69 0.02 0.02 11.94 0.03 0.03 8.00 0.02 0.02 10.94 0.03 0.03

MCE1.3 xit = 0.5xi,t−1 + t+24
10

+ U(−1
2
, 1
2

)

3 15.66 0.10 0.12 1.44 0.07 0.09 14.73 0.10 0.12 1.26 0.07 0.09
4 16.81 0.06 0.08 2.82 0.04 0.05 16.78 0.06 0.08 2.71 0.04 0.05
5 9.81 0.04 0.06 4.88 0.03 0.04 9.82 0.04 0.06 4.70 0.03 0.04
8 0.84 0.02 0.03 2.44 0.02 0.02 0.86 0.02 0.03 2.43 0.01 0.02
12 -0.23 0.02 0.02 -0.91 0.01 0.01 -0.12 0.02 0.02 -0.81 0.01 0.01
20 -2.25 0.01 0.01 -2.36 0.00 0.01 -2.09 0.01 0.01 -2.22 0.00 0.01

MCE2.1 uit ∼ Laplace

(
0,
√

1
2

)
3 25.16 0.08 0.10 16.12 0.04 0.05 22.91 0.07 0.09 14.10 0.03 0.04
4 20.94 0.04 0.06 17.05 0.04 0.04 19.16 0.04 0.06 15.02 0.03 0.04
5 20.60 0.04 0.05 17.13 0.04 0.04 18.81 0.04 0.05 15.01 0.03 0.04
8 19.06 0.03 0.03 17.59 0.04 0.04 17.66 0.03 0.03 15.56 0.03 0.04
12 18.32 0.02 0.03 17.68 0.04 0.04 16.79 0.02 0.03 15.62 0.03 0.04
20 17.74 0.02 0.02 17.20 0.04 0.04 16.38 0.02 0.02 15.35 0.03 0.03

MCE2.2 uit ∼ U
(
−
√

12
2

,
√

12
2

)
3 5.88 0.08 0.10 8.26 0.03 0.03 4.72 0.08 0.09 7.25 0.03 0.03
4 13.20 0.05 0.06 9.45 0.02 0.03 12.59 0.05 0.06 8.58 0.02 0.03
5 5.73 0.04 0.05 10.20 0.02 0.03 5.23 0.04 0.05 9.32 0.02 0.02
8 5.03 0.02 0.03 9.52 0.02 0.02 4.50 0.02 0.03 8.65 0.02 0.02
12 5.13 0.02 0.02 9.78 0.02 0.02 4.57 0.02 0.02 8.95 0.02 0.02
20 5.47 0.01 0.02 9.47 0.02 0.02 4.92 0.01 0.02 8.70 0.02 0.02

MCE2.3 uit ∼ Log(0, 1)

3 -0.45 0.08 0.10 4.44 0.02 0.03 -1.75 0.08 0.09 4.17 0.02 0.03
4 6.55 0.05 0.06 5.91 0.02 0.02 6.24 0.05 0.06 5.62 0.02 0.02
5 6.87 0.04 0.05 4.62 0.02 0.02 6.71 0.04 0.05 4.36 0.02 0.02
8 3.79 0.02 0.03 5.64 0.01 0.01 3.62 0.02 0.03 5.41 0.01 0.01
12 5.17 0.02 0.02 6.03 0.01 0.01 5.02 0.02 0.02 5.82 0.01 0.01
20 3.20 0.01 0.02 5.50 0.01 0.01 3.04 0.01 0.02 5.30 0.01 0.01

MCE3.1 ci ∼ Γ (4, 0.5)− 2

3 13.03 0.08 0.10 8.38 0.03 0.03 11.81 0.08 0.10 7.58 0.03 0.03
4 10.58 0.05 0.06 8.65 0.02 0.03 9.36 0.05 0.06 7.75 0.02 0.03
5 8.40 0.04 0.05 8.28 0.02 0.02 7.85 0.04 0.05 7.38 0.02 0.02
8 7.51 0.02 0.03 9.43 0.02 0.02 6.97 0.02 0.03 8.51 0.02 0.02
12 6.86 0.02 0.02 8.57 0.02 0.02 6.30 0.02 0.02 7.77 0.02 0.02
20 6.57 0.01 0.02 8.14 0.02 0.02 6.03 0.01 0.02 7.37 0.02 0.02

MCE3.2 xit ∼ N
(
ci
3
, 1
)

3 9.60 0.07 0.09 5.16 0.02 0.03 9.50 0.07 0.09 5.07 0.02 0.03
4 7.18 0.05 0.06 4.91 0.02 0.02 7.09 0.05 0.06 4.80 0.02 0.02
5 4.07 0.03 0.04 4.92 0.01 0.02 3.98 0.03 0.04 4.85 0.01 0.02
8 2.46 0.02 0.03 3.75 0.01 0.01 2.45 0.02 0.03 3.71 0.01 0.01
12 2.02 0.02 0.02 2.90 0.01 0.01 2.01 0.02 0.02 2.87 0.01 0.01
20 0.83 0.01 0.01 2.09 0.01 0.01 0.82 0.01 0.01 2.06 0.01 0.01

MCE3.3 x1,it ∼ N (0, 1), x2,it ∼ N (0, 1), Corr(x1,it, x2,it) = 0.3

3 2.80 0.07 0.09 37.72 0.07 0.07 1.36 0.07 0.09 37.18 0.07 0.07
4 5.82 0.05 0.06 37.67 0.07 0.07 5.37 0.05 0.06 37.16 0.07 0.07
5 9.03 0.04 0.05 37.03 0.07 0.07 8.62 0.03 0.04 36.48 0.07 0.07
8 4.32 0.02 0.03 37.74 0.07 0.07 4.07 0.02 0.03 37.26 0.07 0.07
12 5.00 0.02 0.02 37.53 0.07 0.07 4.72 0.02 0.02 37.03 0.07 0.07
20 3.61 0.01 0.01 37.12 0.07 0.07 3.36 0.01 0.01 36.67 0.07 0.07
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Table 6: Finite sample APE results for W3 and W5.

Wooldridge 3 Wooldridge 5
ρ β1 ρ β1

Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE

MCE1.1 xit ∼ N (0, 1)

3 9.28 0.08 0.09 9.09 0.03 0.03 8.62 0.07 0.09 8.13 0.03 0.03
4 10.06 0.05 0.06 8.93 0.02 0.03 9.58 0.05 0.06 7.85 0.02 0.02
5 7.96 0.04 0.05 9.35 0.02 0.03 7.25 0.04 0.05 8.20 0.02 0.02
8 8.08 0.02 0.03 10.16 0.02 0.02 7.33 0.02 0.03 9.07 0.02 0.02
12 6.02 0.02 0.02 10.32 0.02 0.02 5.21 0.02 0.02 9.19 0.02 0.02
20 8.44 0.01 0.02 10.26 0.02 0.02 7.65 0.01 0.02 9.14 0.02 0.02

MCE1.2 xit ∼
χ2
1−1
√

2

3 13.70 0.09 0.11 9.48 0.04 0.05 14.30 0.09 0.11 9.18 0.04 0.05
4 12.71 0.06 0.07 11.91 0.03 0.04 12.38 0.06 0.07 10.86 0.03 0.04
5 9.91 0.04 0.05 11.18 0.03 0.03 9.39 0.04 0.05 10.03 0.03 0.03
8 9.14 0.03 0.03 12.18 0.03 0.03 8.46 0.03 0.03 11.04 0.03 0.03
12 9.54 0.02 0.03 12.47 0.03 0.03 8.72 0.02 0.03 11.26 0.03 0.03
20 9.71 0.02 0.02 13.46 0.03 0.03 8.91 0.02 0.02 12.30 0.03 0.03

MCE1.3 xit = 0.5xi,t−1 + t+24
10

+ U(−1
2
, 1
2

)

3 13.67 0.10 0.12 1.11 0.07 0.09 15.96 0.10 0.12 1.37 0.07 0.09
4 15.40 0.06 0.08 2.12 0.04 0.05 16.89 0.06 0.08 2.62 0.04 0.05
5 8.92 0.04 0.06 4.10 0.03 0.04 9.93 0.04 0.06 4.64 0.03 0.04
8 0.48 0.02 0.03 1.72 0.01 0.02 0.89 0.02 0.03 2.51 0.01 0.02
12 -0.96 0.02 0.02 -2.08 0.01 0.01 -0.54 0.02 0.02 -1.26 0.01 0.01
20 -3.67 0.01 0.01 -4.05 0.00 0.01 -3.19 0.01 0.01 -3.30 0.00 0.01

MCE2.1 uit ∼ Laplace

(
0,
√

1
2

)
3 23.57 0.07 0.09 16.06 0.04 0.05 21.74 0.07 0.09 13.96 0.03 0.04
4 20.74 0.04 0.06 16.99 0.04 0.04 19.17 0.04 0.06 14.81 0.03 0.04
5 20.64 0.04 0.05 17.20 0.04 0.04 18.82 0.04 0.05 14.92 0.03 0.04
8 19.24 0.03 0.03 18.01 0.04 0.04 17.75 0.03 0.03 15.84 0.03 0.04
12 18.88 0.02 0.03 18.50 0.04 0.04 17.19 0.02 0.03 16.24 0.04 0.04
20 18.79 0.02 0.03 18.68 0.04 0.04 17.18 0.02 0.02 16.50 0.04 0.04

MCE2.2 uit ∼ U
(
−
√

12
2

,
√

12
2

)
3 6.57 0.07 0.09 8.16 0.03 0.03 4.95 0.07 0.09 7.00 0.02 0.03
4 12.32 0.05 0.06 9.33 0.02 0.03 11.60 0.05 0.06 8.31 0.02 0.02
5 5.82 0.04 0.05 10.22 0.02 0.03 5.31 0.04 0.05 9.25 0.02 0.02
8 5.17 0.02 0.03 9.84 0.02 0.02 4.53 0.02 0.03 8.85 0.02 0.02
12 5.56 0.02 0.02 10.43 0.02 0.02 4.90 0.02 0.02 9.47 0.02 0.02
20 6.28 0.01 0.02 10.63 0.02 0.02 5.61 0.01 0.02 9.69 0.02 0.02

MCE2.3 uit ∼ Log(0, 1)

3 0.41 0.08 0.09 4.32 0.02 0.03 -1.03 0.07 0.09 3.89 0.02 0.03
4 6.21 0.05 0.06 5.81 0.02 0.02 5.64 0.05 0.06 5.43 0.02 0.02
5 6.90 0.04 0.05 4.64 0.02 0.02 6.69 0.04 0.05 4.29 0.02 0.02
8 3.99 0.02 0.03 5.86 0.01 0.02 3.74 0.02 0.03 5.55 0.01 0.01
12 5.47 0.02 0.02 6.48 0.01 0.01 5.29 0.02 0.02 6.19 0.01 0.01
20 3.73 0.01 0.02 6.30 0.01 0.01 3.53 0.01 0.02 6.02 0.01 0.01

MCE3.1 ci ∼ Γ (4, 0.5)− 2

3 10.28 0.07 0.09 5.20 0.02 0.03 9.94 0.07 0.09 4.96 0.02 0.03
4 7.08 0.05 0.06 4.82 0.01 0.02 6.98 0.05 0.06 4.66 0.01 0.02
5 3.97 0.03 0.04 4.90 0.01 0.02 3.98 0.03 0.04 4.79 0.01 0.02
8 2.70 0.02 0.03 3.92 0.01 0.01 2.68 0.02 0.03 3.84 0.01 0.01
12 2.10 0.02 0.02 3.14 0.01 0.01 2.07 0.02 0.02 3.08 0.01 0.01
20 1.05 0.01 0.01 2.43 0.01 0.01 1.04 0.01 0.01 2.40 0.01 0.01

MCE3.2 xit ∼ N
(
ci
3
, 1
)

3 10.28 0.07 0.09 5.20 0.02 0.03 9.94 0.07 0.09 4.96 0.02 0.03
4 7.08 0.05 0.06 4.82 0.01 0.02 6.98 0.05 0.06 4.66 0.01 0.02
5 3.97 0.03 0.04 4.90 0.01 0.02 3.98 0.03 0.04 4.79 0.01 0.02
8 2.70 0.02 0.03 3.92 0.01 0.01 2.68 0.02 0.03 3.84 0.01 0.01
12 2.10 0.02 0.02 3.14 0.01 0.01 2.07 0.02 0.02 3.08 0.01 0.01
20 1.05 0.01 0.01 2.43 0.01 0.01 1.04 0.01 0.01 2.40 0.01 0.01

MCE3.3 x1,it ∼ N (0, 1), x2,it ∼ N (0, 1), Corr(x1,it, x2,it) = 0.3

3 2.30 0.07 0.09 37.49 0.07 0.07 1.35 0.07 0.09 36.79 0.07 0.07
4 6.17 0.04 0.06 37.57 0.07 0.07 5.88 0.04 0.06 36.89 0.07 0.07
5 8.97 0.03 0.05 37.06 0.07 0.07 8.48 0.03 0.04 36.41 0.07 0.07
8 4.55 0.02 0.03 38.06 0.07 0.07 4.29 0.02 0.03 37.47 0.07 0.07
12 5.29 0.02 0.02 38.09 0.07 0.07 4.98 0.02 0.02 37.49 0.07 0.07
20 4.12 0.01 0.01 38.07 0.07 0.07 3.80 0.01 0.01 37.52 0.07 0.07
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C Coefficient estimates for the Heckman andWooldridge

methods

In tables 7, 8 and 9 I have attached the finite sample results on the coefficient estimates
for the Heckman and Wooldridge methods. The LPM does not estimate the coefficients
of the latent variable only the APEs.

The Heckman method and W4 both have very similar performance on the coefficient
estimates and in most cases their coefficient estimates do not differ noticeably. The only
case where their estimated coefficients do differ significantly is for MCE32 where xit is
correlated with ci. As we saw in section 5.3 this was only process for which the estimated
APEs of the Heckman method was far off the true values. From table 7 we see that the
large bias for the APEs is driven by large biases in estimating ρ. In general the MAEs
and RMSEs of the coefficient estimates are comparable across the Heckman method and
W4. When t = 1 the Heckman method has slightly lower MAEs and RMSEs.

Comparing the results for coefficient estimates for the different Wooldridge specifica-
tions against each other reveal the same pattern as for the estimated APEs. There are
few significant differences between the different specifications. In fact the differences are
now smaller than for the estimated APEs. Rabe-Hesketh and Skrondal (2013) finds that
W1 through W4 have very similar performance when estimating ρ a finding I am able to
replicate. Furthermore I show that the same holds for β1.
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Table 7: Finite sample coefficient results for Heckman and W4.

Heckman Wooldridge 4 (W4)
ρ β1 ρ β1

Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE

MCE1.1 xit ∼ N (0, 1)

3 -4.79 0.23 0.30 5.74 0.15 0.21 -1.72 0.30 0.38 5.52 0.15 0.21
4 0.88 0.16 0.20 2.38 0.10 0.13 1.81 0.18 0.22 2.45 0.10 0.14
5 -0.21 0.13 0.16 0.89 0.08 0.10 0.11 0.14 0.18 1.07 0.08 0.10
8 0.36 0.08 0.10 0.58 0.05 0.06 0.74 0.09 0.11 0.74 0.05 0.07
12 -0.87 0.07 0.08 0.40 0.04 0.05 -1.09 0.07 0.08 0.52 0.04 0.05
20 1.89 0.05 0.06 -0.37 0.03 0.04 0.89 0.05 0.06 -0.06 0.03 0.04

MCE1.2 xit ∼
χ2
1−1
√

2

3 -3.46 0.24 0.31 4.74 0.17 0.23 -1.37 0.30 0.38 4.38 0.18 0.25
4 -0.41 0.17 0.21 2.30 0.12 0.15 2.03 0.18 0.23 2.78 0.12 0.16
5 -0.21 0.13 0.17 0.82 0.09 0.11 0.25 0.14 0.17 0.88 0.09 0.12
8 0.27 0.08 0.11 0.65 0.07 0.08 0.47 0.09 0.11 0.66 0.07 0.08
12 0.64 0.07 0.08 -0.09 0.05 0.06 0.38 0.07 0.08 -0.04 0.05 0.06
20 2.08 0.05 0.06 0.17 0.04 0.05 0.68 0.05 0.06 0.54 0.04 0.05

MCE1.3 xit = 0.5xi,t−1 + t+24
10

+ U(−1
2
, 1
2

)

3 -11.89 0.33 0.41 5.65 0.29 0.38 -5.11 0.35 0.43 1.49 0.38 0.48
4 3.95 0.21 0.26 -1.39 0.20 0.25 4.75 0.22 0.27 -0.53 0.23 0.29
5 1.67 0.17 0.21 1.39 0.17 0.21 1.86 0.17 0.21 1.45 0.18 0.23
8 -1.05 0.11 0.14 1.25 0.10 0.13 -1.47 0.11 0.14 1.51 0.10 0.13
12 1.39 0.10 0.12 -0.12 0.08 0.10 -0.23 0.10 0.12 0.70 0.08 0.10
20 0.87 0.09 0.11 0.16 0.06 0.08 -0.27 0.09 0.11 0.79 0.06 0.08

MCE2.1 uit ∼ Laplace

(
0,
√

1
2

)
3 53.90 0.35 0.44 60.80 0.61 0.76 55.86 0.42 0.53 61.51 0.62 0.78
4 53.71 0.30 0.35 51.49 0.52 0.56 54.02 0.31 0.37 52.12 0.52 0.57
5 54.01 0.28 0.33 47.60 0.48 0.50 52.71 0.28 0.33 48.51 0.49 0.52
8 50.90 0.26 0.29 46.07 0.46 0.47 50.41 0.25 0.29 46.75 0.47 0.48
12 51.62 0.26 0.28 45.29 0.45 0.46 49.82 0.25 0.27 46.29 0.46 0.47
20 51.83 0.26 0.27 42.83 0.43 0.43 48.15 0.24 0.25 44.45 0.44 0.45

MCE2.2 uit ∼ U
(
−
√

12
2

,
√

12
2

)
3 -12.50 0.22 0.28 -0.72 0.15 0.19 -11.33 0.28 0.37 -0.50 0.16 0.21
4 -3.17 0.15 0.19 -3.07 0.09 0.11 -1.35 0.17 0.21 -3.02 0.09 0.12
5 -7.39 0.14 0.18 -2.80 0.08 0.10 -6.54 0.15 0.18 -2.43 0.08 0.10
8 -7.02 0.09 0.12 -4.12 0.06 0.07 -6.81 0.09 0.12 -4.08 0.06 0.07
12 -6.00 0.07 0.09 -3.59 0.05 0.06 -6.07 0.07 0.09 -3.52 0.05 0.06
20 -4.47 0.05 0.06 -3.77 0.04 0.05 -5.34 0.05 0.06 -3.51 0.04 0.05

MCE2.3 uit ∼ Log(0, 1)

3 -46.73 0.28 0.35 -38.89 0.39 0.40 -46.28 0.29 0.38 -39.51 0.40 0.41
4 -41.66 0.23 0.27 -40.16 0.40 0.41 -40.39 0.23 0.28 -39.91 0.40 0.41
5 -39.47 0.20 0.24 -41.05 0.41 0.42 -39.84 0.21 0.24 -41.06 0.41 0.42
8 -40.92 0.21 0.22 -40.68 0.41 0.41 -41.12 0.21 0.22 -40.68 0.41 0.41
12 -40.39 0.20 0.21 -40.67 0.41 0.41 -40.26 0.20 0.21 -40.56 0.41 0.41
20 -41.28 0.21 0.21 -40.86 0.41 0.41 -41.27 0.21 0.21 -40.82 0.41 0.41

MCE3.1 ci ∼ Γ (4, 0.5)− 2

3 -2.91 0.21 0.27 4.25 0.14 0.19 0.27 0.28 0.37 4.28 0.16 0.20
4 -0.15 0.16 0.20 1.24 0.10 0.13 1.63 0.18 0.22 1.58 0.11 0.14
5 -0.30 0.12 0.16 0.29 0.08 0.09 0.56 0.14 0.17 0.32 0.08 0.10
8 0.10 0.08 0.11 0.73 0.05 0.06 0.59 0.09 0.11 0.85 0.05 0.06
12 -0.07 0.07 0.08 -0.39 0.04 0.05 -0.03 0.07 0.08 -0.30 0.04 0.05
20 1.12 0.04 0.06 -0.33 0.03 0.04 0.36 0.04 0.06 -0.13 0.03 0.04

MCE3.2 xit ∼ N
(
ci
3
, 1
)

3 97.21 0.49 0.54 5.45 0.11 0.15 -1.35 0.29 0.37 5.41 0.16 0.22
4 80.74 0.41 0.46 7.11 0.10 0.13 0.75 0.19 0.24 2.38 0.11 0.13
5 66.32 0.34 0.38 8.49 0.10 0.13 -0.10 0.14 0.17 1.77 0.09 0.11
8 38.74 0.20 0.24 8.08 0.09 0.11 -0.53 0.10 0.12 0.48 0.06 0.07
12 24.62 0.13 0.16 6.42 0.07 0.08 -0.19 0.07 0.09 0.18 0.04 0.05
20 14.55 0.08 0.10 4.45 0.05 0.06 -0.43 0.05 0.07 0.32 0.03 0.04

MCE3.3 x1,it ∼ N (0, 1), x2,it ∼ N (0, 1), Corr(x1,it, x2,it) = 0.3

3 -31.67 0.24 0.31 -1.60 0.12 0.16 -31.95 0.28 0.37 -1.68 0.13 0.17
4 -27.91 0.18 0.23 -4.76 0.09 0.12 -27.81 0.20 0.24 -4.46 0.09 0.12
5 -26.40 0.16 0.20 -6.29 0.09 0.10 -25.47 0.16 0.20 -6.07 0.09 0.11
8 -27.58 0.14 0.17 -5.45 0.07 0.08 -27.76 0.15 0.17 -5.41 0.07 0.08
12 -27.47 0.14 0.16 -5.85 0.06 0.07 -27.32 0.14 0.16 -5.79 0.06 0.07
20 -28.01 0.14 0.15 -5.87 0.06 0.07 -28.03 0.14 0.15 -5.82 0.06 0.07
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Table 8: Finite sample coefficient results for W1 and W2.

Wooldridge 1 (W1) Wooldridge 2 (W2)
ρ β1 ρ β1

Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE

MCE1.1 xit ∼ N (0, 1)

3 -1.72 0.30 0.38 5.52 0.15 0.21 -1.72 0.30 0.37 5.56 0.15 0.20
4 1.81 0.18 0.22 2.45 0.10 0.14 2.07 0.18 0.22 2.38 0.10 0.14
5 0.11 0.14 0.18 1.07 0.08 0.10 0.18 0.14 0.18 1.02 0.08 0.10
8 0.74 0.09 0.11 0.74 0.05 0.07 0.80 0.09 0.11 0.72 0.05 0.07
12 -1.09 0.07 0.08 0.52 0.04 0.05 -1.09 0.07 0.08 0.49 0.04 0.05
20 0.89 0.05 0.06 -0.06 0.03 0.04 0.90 0.05 0.06 -0.08 0.03 0.04

MCE1.2 xit ∼
χ2
1−1
√

2

3 -1.37 0.30 0.38 4.38 0.18 0.25 -1.89 0.30 0.38 4.23 0.18 0.25
4 2.03 0.18 0.23 2.78 0.12 0.16 2.07 0.18 0.23 2.65 0.12 0.16
5 0.25 0.14 0.17 0.88 0.09 0.12 0.41 0.14 0.17 0.76 0.09 0.12
8 0.47 0.09 0.11 0.66 0.07 0.08 0.53 0.09 0.11 0.58 0.07 0.08
12 0.38 0.07 0.08 -0.04 0.05 0.06 0.37 0.07 0.08 -0.11 0.05 0.06
20 0.68 0.05 0.06 0.54 0.04 0.05 0.66 0.05 0.06 0.51 0.04 0.05

MCE1.3 xit = 0.5xi,t−1 + t+24
10

+ U(−1
2
, 1
2

)

3 -5.11 0.35 0.43 1.49 0.38 0.48 -5.53 0.35 0.43 1.50 0.38 0.48
4 4.75 0.22 0.27 -0.53 0.23 0.29 4.84 0.22 0.27 -0.55 0.23 0.29
5 1.86 0.17 0.21 1.45 0.18 0.23 1.95 0.17 0.21 1.37 0.18 0.23
8 -1.47 0.11 0.14 1.51 0.10 0.13 -1.44 0.11 0.14 1.50 0.10 0.13
12 -0.23 0.10 0.12 0.70 0.08 0.10 -0.22 0.10 0.12 0.69 0.08 0.10
20 -0.27 0.09 0.11 0.79 0.06 0.08 -0.26 0.09 0.11 0.77 0.06 0.08

MCE2.1 uit ∼ Laplace

(
0,
√

1
2

)
3 55.86 0.42 0.53 61.51 0.62 0.78 55.37 0.41 0.52 60.71 0.61 0.77
4 54.02 0.31 0.37 52.12 0.52 0.57 53.81 0.31 0.37 51.78 0.52 0.57
5 52.71 0.28 0.33 48.51 0.49 0.52 52.42 0.28 0.33 48.18 0.48 0.51
8 50.41 0.25 0.29 46.75 0.47 0.48 50.45 0.25 0.29 46.55 0.47 0.48
12 49.82 0.25 0.27 46.29 0.46 0.47 49.74 0.25 0.27 46.15 0.46 0.47
20 48.15 0.24 0.25 44.45 0.44 0.45 48.10 0.24 0.25 44.36 0.44 0.45

MCE2.2 uit ∼ U
(
−
√

12
2

,
√

12
2

)
3 -11.33 0.28 0.37 -0.50 0.16 0.21 -11.52 0.28 0.36 -0.60 0.16 0.20
4 -1.35 0.17 0.21 -3.02 0.09 0.12 -1.26 0.17 0.21 -3.02 0.09 0.12
5 -6.54 0.15 0.18 -2.43 0.08 0.10 -6.43 0.15 0.18 -2.47 0.08 0.10
8 -6.81 0.09 0.12 -4.08 0.06 0.07 -6.71 0.09 0.12 -4.08 0.06 0.07
12 -6.07 0.07 0.09 -3.52 0.05 0.06 -6.02 0.07 0.09 -3.52 0.05 0.06
20 -5.34 0.05 0.06 -3.51 0.04 0.05 -5.33 0.05 0.06 -3.52 0.04 0.05

MCE2.3 uit ∼ Log(0, 1)

3 -46.28 0.29 0.38 -39.51 0.40 0.41 -46.79 0.30 0.38 -39.47 0.40 0.41
4 -40.39 0.23 0.28 -39.91 0.40 0.41 -40.43 0.22 0.28 -39.91 0.40 0.41
5 -39.84 0.21 0.24 -41.06 0.41 0.42 -39.81 0.21 0.24 -41.07 0.41 0.42
8 -41.12 0.21 0.22 -40.68 0.41 0.41 -41.12 0.21 0.22 -40.69 0.41 0.41
12 -40.26 0.20 0.21 -40.56 0.41 0.41 -40.25 0.20 0.21 -40.56 0.41 0.41
20 -41.27 0.21 0.21 -40.82 0.41 0.41 -41.27 0.21 0.21 -40.83 0.41 0.41

MCE3.1 ci ∼ Γ (4, 0.5)− 2

3 0.27 0.28 0.37 4.28 0.16 0.20 0.14 0.28 0.36 4.34 0.15 0.20
4 1.63 0.18 0.22 1.58 0.11 0.14 1.22 0.18 0.22 1.55 0.11 0.14
5 0.56 0.14 0.17 0.32 0.08 0.10 0.71 0.14 0.17 0.31 0.08 0.10
8 0.59 0.09 0.11 0.85 0.05 0.06 0.71 0.09 0.11 0.83 0.05 0.06
12 -0.03 0.07 0.08 -0.30 0.04 0.05 -0.01 0.07 0.08 -0.31 0.04 0.05
20 0.36 0.04 0.06 -0.13 0.03 0.04 0.37 0.04 0.06 -0.13 0.03 0.04

MCE3.2 xit ∼ N
(
ci
3
, 1
)

3 -1.35 0.29 0.37 5.41 0.16 0.22 -1.35 0.29 0.37 5.43 0.16 0.22
4 0.75 0.19 0.24 2.38 0.11 0.13 0.70 0.19 0.24 2.35 0.11 0.13
5 -0.10 0.14 0.17 1.77 0.09 0.11 -0.13 0.14 0.17 1.77 0.09 0.11
8 -0.53 0.10 0.12 0.48 0.06 0.07 -0.51 0.10 0.12 0.48 0.06 0.07
12 -0.19 0.07 0.09 0.18 0.04 0.05 -0.17 0.07 0.09 0.18 0.04 0.05
20 -0.43 0.05 0.07 0.32 0.03 0.04 -0.43 0.05 0.07 0.32 0.03 0.04

MCE3.3 x1,it ∼ N (0, 1), x2,it ∼ N (0, 1), Corr(x1,it, x2,it) = 0.3

3 -31.95 0.28 0.37 -1.68 0.13 0.17 -32.63 0.29 0.37 -1.57 0.13 0.17
4 -27.81 0.20 0.24 -4.46 0.09 0.12 -27.84 0.20 0.24 -4.42 0.09 0.12
5 -25.47 0.16 0.20 -6.07 0.09 0.11 -25.51 0.16 0.20 -6.07 0.09 0.11
8 -27.76 0.15 0.17 -5.41 0.07 0.08 -27.74 0.15 0.17 -5.40 0.07 0.08
12 -27.32 0.14 0.16 -5.79 0.06 0.07 -27.31 0.14 0.16 -5.78 0.06 0.07
20 -28.03 0.14 0.15 -5.82 0.06 0.07 -28.02 0.14 0.15 -5.82 0.06 0.07
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Table 9: Finite sample coefficient results for W3 and W5.

Wooldridge 3 (W3) Wooldridge 5 (W5)
ρ β1 ρ β1

Average MAE RMSE Average MAE RMSE Average MAE RMSE Average MAE RMSE

MCE1.1 xit ∼ N (0, 1)

3 -2.58 0.28 0.36 5.12 0.15 0.20 -2.18 0.28 0.35 5.15 0.15 0.20
4 1.63 0.18 0.22 2.14 0.10 0.13 1.99 0.18 0.22 2.07 0.10 0.13
5 -0.01 0.14 0.17 0.84 0.08 0.10 0.15 0.14 0.17 0.79 0.08 0.10
8 0.57 0.08 0.11 0.61 0.05 0.07 0.61 0.08 0.11 0.58 0.05 0.07
12 -1.20 0.07 0.08 0.42 0.04 0.05 -1.20 0.07 0.08 0.39 0.04 0.05
20 0.80 0.05 0.06 -0.13 0.03 0.04 0.81 0.05 0.06 -0.14 0.03 0.04

MCE1.2 xit ∼
χ2
1−1
√

2

3 -1.65 0.29 0.37 3.93 0.18 0.24 -0.38 0.30 0.37 4.43 0.18 0.24
4 1.63 0.18 0.22 2.44 0.12 0.16 2.00 0.18 0.23 2.42 0.12 0.16
5 0.12 0.14 0.17 0.61 0.09 0.12 0.37 0.14 0.17 0.55 0.09 0.12
8 0.12 0.09 0.11 0.48 0.07 0.08 0.22 0.09 0.11 0.43 0.07 0.08
12 0.21 0.07 0.08 -0.16 0.05 0.06 0.20 0.07 0.08 -0.22 0.05 0.06
20 0.55 0.05 0.06 0.45 0.04 0.05 0.54 0.05 0.06 0.43 0.04 0.05

MCE1.3 xit = 0.5xi,t−1 + t+24
10

+ U(−1
2
, 1
2

)

3 -6.96 0.35 0.43 1.38 0.38 0.48 -4.51 0.34 0.42 1.48 0.38 0.48
4 3.59 0.21 0.27 -1.18 0.23 0.29 4.89 0.21 0.27 -0.66 0.23 0.29
5 1.11 0.17 0.21 0.68 0.18 0.22 2.00 0.17 0.21 1.30 0.18 0.23
8 -1.66 0.11 0.14 0.95 0.10 0.13 -1.42 0.11 0.14 1.57 0.10 0.13
12 -0.39 0.10 0.12 0.20 0.08 0.10 -0.30 0.10 0.12 0.67 0.08 0.10
20 -0.47 0.09 0.11 0.46 0.06 0.08 -0.41 0.09 0.11 0.80 0.06 0.08

MCE2.1 uit ∼ Laplace

(
0,
√

1
2

)
3 55.25 0.41 0.51 61.06 0.61 0.78 55.27 0.40 0.49 60.01 0.60 0.76
4 53.58 0.30 0.37 51.69 0.52 0.56 53.70 0.31 0.37 51.25 0.51 0.56
5 52.48 0.28 0.33 48.18 0.48 0.51 52.29 0.28 0.33 47.84 0.48 0.51
8 50.07 0.25 0.28 46.56 0.47 0.48 50.18 0.25 0.28 46.36 0.46 0.48
12 49.63 0.25 0.27 46.17 0.46 0.47 49.58 0.25 0.27 46.03 0.46 0.47
20 48.03 0.24 0.25 44.38 0.44 0.45 48.00 0.24 0.25 44.29 0.44 0.45

MCE2.2 uit ∼ U
(
−
√

12
2

,
√

12
2

)
3 -10.11 0.27 0.34 -1.02 0.16 0.20 -10.51 0.27 0.34 -1.11 0.16 0.20
4 -2.17 0.17 0.21 -3.30 0.10 0.12 -2.08 0.16 0.21 -3.33 0.10 0.12
5 -6.63 0.14 0.18 -2.67 0.08 0.10 -6.45 0.14 0.18 -2.71 0.08 0.10
8 -6.99 0.09 0.12 -4.22 0.06 0.07 -6.91 0.09 0.12 -4.22 0.06 0.07
12 -6.18 0.07 0.09 -3.62 0.05 0.06 -6.13 0.07 0.09 -3.61 0.05 0.06
20 -5.41 0.05 0.06 -3.57 0.04 0.05 -5.40 0.05 0.06 -3.57 0.04 0.05

MCE2.3 uit ∼ Log(0, 1)

3 -45.75 0.29 0.37 -39.70 0.40 0.42 -46.29 0.29 0.37 -39.65 0.40 0.42
4 -40.62 0.22 0.28 -40.09 0.40 0.41 -40.75 0.22 0.28 -40.08 0.40 0.41
5 -39.93 0.21 0.24 -41.19 0.41 0.42 -39.89 0.21 0.24 -41.19 0.41 0.42
8 -41.17 0.21 0.23 -40.77 0.41 0.41 -41.19 0.21 0.23 -40.78 0.41 0.41
12 -40.33 0.20 0.21 -40.62 0.41 0.41 -40.31 0.20 0.21 -40.62 0.41 0.41
20 -41.32 0.21 0.21 -40.86 0.41 0.41 -41.32 0.21 0.21 -40.86 0.41 0.41

MCE3.1 ci ∼ Γ (4, 0.5)− 2

3 -0.44 0.26 0.34 3.95 0.15 0.20 -0.43 0.26 0.34 4.02 0.15 0.20
4 1.14 0.18 0.22 1.33 0.11 0.14 0.67 0.18 0.22 1.32 0.11 0.14
5 0.07 0.14 0.17 0.10 0.08 0.10 0.20 0.13 0.17 0.10 0.08 0.10
8 0.35 0.08 0.11 0.71 0.05 0.06 0.46 0.09 0.11 0.70 0.05 0.06
12 -0.17 0.07 0.08 -0.39 0.04 0.05 -0.15 0.07 0.08 -0.40 0.04 0.05
20 0.30 0.04 0.06 -0.19 0.03 0.04 0.32 0.04 0.06 -0.19 0.03 0.04

MCE3.2 xit ∼ N
(
ci
3
, 1
)

3 -0.57 0.29 0.36 5.07 0.16 0.22 -0.68 0.29 0.36 5.09 0.16 0.22
4 0.60 0.19 0.24 2.07 0.11 0.13 0.65 0.19 0.24 2.06 0.11 0.13
5 -0.35 0.14 0.17 1.56 0.09 0.11 -0.24 0.14 0.17 1.58 0.09 0.11
8 -0.52 0.10 0.12 0.35 0.06 0.07 -0.47 0.10 0.12 0.34 0.06 0.07
12 -0.33 0.07 0.09 0.10 0.04 0.05 -0.30 0.07 0.09 0.11 0.04 0.05
20 -0.48 0.05 0.07 0.28 0.03 0.04 -0.47 0.05 0.07 0.28 0.03 0.04

MCE3.3 x1,it ∼ N (0, 1), x2,it ∼ N (0, 1), Corr(x1,it, x2,it) = 0.3

3 -32.08 0.28 0.36 -2.07 0.13 0.17 -32.40 0.28 0.36 -1.99 0.13 0.17
4 -27.61 0.19 0.24 -4.75 0.09 0.12 -27.50 0.19 0.24 -4.73 0.09 0.12
5 -25.66 0.16 0.20 -6.26 0.09 0.11 -25.71 0.16 0.20 -6.26 0.09 0.11
8 -27.80 0.15 0.17 -5.53 0.07 0.08 -27.75 0.15 0.17 -5.52 0.07 0.08
12 -27.39 0.14 0.16 -5.86 0.06 0.07 -27.37 0.14 0.16 -5.86 0.06 0.07
20 -28.09 0.14 0.15 -5.87 0.06 0.07 -28.08 0.14 0.15 -5.87 0.06 0.07
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D Stata code for MCE1.1

Below I have inserted the Stata code used to carry out MCE1.1.

qu i e t l y {
c l e a r a l l

no i d i sp l ay c ( seed )
s e t more o f f
cd \\ t s c l i e n t \C\Users \ e i r i e b \Dropbox\empdynamics\Mthesis \ s t a t a \MCEs

∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗∗∗∗ Name o f MCE proce s s ∗∗∗∗
∗∗∗∗ MCE_2 (x−std . norm) ∗∗∗∗
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
l o c a l t imeper iods "3 4 5 8 12 20"
t imer on 2

fo r each b ig t o f l o c a l t imeper i ods {
∗∗∗∗ Change va lue s o f parameters here ∗∗∗∗
sca N = 200
sca s = −24 // Star t per iod
sca T = ‘ bigt ’ // End per iod
sca b0 = 0 // In t e r c ep t
sca b1 = 1 // Slope o f f i r s t x
sca rho = 0 .5 // State dependence in l a t e n t s p e c i f i c a t i o n
sca MC = $MCE // Number o f Monte Carlo Repe t i t i on s
l o c a l f i l e "MCE1−2" // Used in programming f i l enames

∗∗∗∗ Sta r t i ng s imu la t i on s ∗∗∗∗
d i sp l ay " ‘ c ( current_time ) ’ ‘ c ( current_date ) ’
t imer on 1
s c a l a r start_time="‘c ( current_time ) ’"

tempname sim
p o s t f i l e ‘ sim ’ b1_lpm rho_lpm /// AB−f e
B_rho_he B_b1_he B_rho_W1 B_b1_W1 B_rho_W2 B_b1_W2 B_rho_W3 B_b1_W3 B_rho_W4 \*

*\B_b1_W4 B_rho_W5 B_b1_W5 /// % Bias
SE_rho_he SE_b1_he SE_rho_W1 SE_b1_W1 SE_rho_W2 SE_b1_W2 SE_rho_W3 SE_b1_W3 \*

*\SE_rho_W4 SE_b1_W4 SE_rho_W5 SE_b1_W5 /// Squared Error
AE_rho_he AE_b1_he AE_rho_W1 AE_b1_W1 AE_rho_W2 AE_b1_W2 AE_rho_W3 AE_b1_W3 \*

*\AE_rho_W4 AE_b1_W4 AE_rho_W5 AE_b1_W5 /// Absolute Errors
AB_APE_b1_lpmAB SE_APE_b1_lpmAB AB_APE_b1_he SE_APE_b1_he AE_APE_b1_he \*

*\AE_APE_b1_lpmAB AB_APE_b1_W1 SE_APE_b1_W1 AE_APE_b1_W1 AB_APE_b1_W2 \*
*\SE_APE_b1_W2 AE_APE_b1_W2 AB_APE_b1_W3 SE_APE_b1_W3 AE_APE_b1_W3 \*
*\AB_APE_b1_W4 SE_APE_b1_W4 AE_APE_b1_W4 AB_APE_b1_W5 SE_APE_b1_W5 \*
*\AE_APE_b1_W5 /// AB, SE , AE of the AP’ s f o r b1

AB_APE_rho_lpmAB SE_APE_rho_lpmAB AE_APE_rho_lpmAB AB_APE_rho_he SE_APE_rho_he \*
*\AE_APE_rho_he AB_APE_rho_W1 SE_APE_rho_W1 AE_APE_rho_W1 AB_APE_rho_W2 \*
*\SE_APE_rho_W2 AE_APE_rho_W2 AB_APE_rho_W3 SE_APE_rho_W3 AE_APE_rho_W3 \*
*\AB_APE_rho_W4 SE_APE_rho_W4 AE_APE_rho_W4 AB_APE_rho_W5 SE_APE_rho_W5 \*
*\AE_APE_rho_W5 /// AB, SE , AE of the AP’ s f o r rho

b1_he rho_he he_conv /// Heckman
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b1_W1 rho_W1 w1_conv /// W_1
b1_W2 rho_W2 w2_conv /// W_2
b1_W3 rho_W3 w3_conv /// W_3
b1_W4 rho_W4 w4_conv /// W_4
b1_W5 rho_W5 w5_conv /// W_5
y_mean y_sd b1 rho b0 N T s MC num_imb /// Parameters o f i n t e r e s t
us ing ‘ f i l e ’ , r e p l a c e

f o rv i =1/‘=MC’ {
d i sp l ay as t ex t "START MCE‘ i ’ "
∗∗∗∗ Creat ing data s e t with r i g h t s i z e ∗∗∗∗ ∗/
drop _al l
s e t obs ‘=N’
gen i n t id =[_n]
expand T+abs ( s )+1
so r t id
by id : gen byte t=s +([_n]−1)
x t s e t id t
s o r t id t
∗∗∗∗ Creat ing ALL nece s sa ry v a r i a b l e s ∗∗∗∗
gen byte y = . // y va r i ab l e
gen pro j = . // Pro j e c t i on o f b∗x+rho∗ l . y+c − without u !
gen G = . // G(xb+rho∗ l . y+u) , i . e . P(y=1|x )=P(u>−xb−c )G(xb+c )
gen x = . // f i r s t exp lanatory va r i ab l e
gen c = . // f i x ed i nd i v i dua l e f f e c t ( c_i ) (UNOBSERVED)
gen u = . // random e r r o r term ( u_it ) (UNOBSERVED)

∗∗∗∗ Generating RHS va r i a b l e s ∗∗∗∗
r ep l a c e x =rnormal ( )
by id : r ep l a c e c =rnormal ( ) i f t==‘=s ’
by id : r ep l a c e c=c [ 1 ] // Fixed over time
r ep l a c e u =rnormal ( )

∗∗∗∗ Generating LFS va r i a b l e s ∗∗∗∗
r ep l a c e y=rb inomia l ( 1 , 0 . 5 ) i f t==‘=s ’ // I n i t a l per iod

f o rv t=‘=s+1’/‘=T’ {
r ep l a c e pro j=b0+b1∗x+rho∗ l . y+c i f t==‘t ’
r ep l a c e G=normal ( pro j ) i f t==‘t ’
r ep l a c e G=0.9999999 i f G>=0.9999999 & t==‘t ’ // s o l v e s som p r e c i s i o n \*

*\ i s s u e s
r ep l a c e G=0.0000001 i f G<=0.0000001 & t==‘t ’
r ep l a c e y=rb inomia l (1 ,G) i f t==‘t ’

}

∗∗∗∗ Trimming and f i x i n g the datase t ∗∗∗∗
s o r t id t
drop i f t<1
by id : gen byte Ly=l . y
gen x2=x i f t !=1
by id : egen x_avg=mean( x2 )
drop x2
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f o rv t=1/‘=T’ {
by id : gen x ‘ t ’=x [ ‘ t ’ ]

}

by id : gen y1xbar=x_avg∗y [ 1 ]
by id : gen y1=y [ 1 ]
gen PE_rho=normal ( b0+b1∗x+rho+c )−normal ( b0+b1∗x+c ) i f t>1
sum PE_rho , meanonly
s c a l a r APE_rho=r (mean)
gen PE_b1=b1∗normalden ( b0+b1∗x+rho∗ l . y+c )
sum PE_b1, meanonly
s c a l a r APE_b1=r (mean)
count
s c a l a r to t=r (N)
count i f proj >1 | proj <0
s c a l a r num_imb=r (N) / to t
drop pro j G c u PE_rho PE_b1

∗∗∗∗ Star t o f r e g r e s s i o n s e t c ∗∗∗∗
sum y // Saving va lue s f o r y to compare t o t a l \*

*\va r i a t i o n e tc
sca y_mean=r (mean)
sca y_sd=r ( sd )

∗∗∗∗ OLS r e g r e s s i o n ∗∗∗∗
xtabond2 y Ly x , gmm(Ly) i v s t y l e ( x ) no l e v e l
mat est_lpm=e (b) // Saving OLS r e s u l t s ( c o e f f e c i e n t s )
s c a l a r b1_lpm=est_lpm [ 1 , 2 ]
s c a l a r rho_lpm=est_lpm [ 1 , 1 ]
s c a l a r AB_APE_rho_lpmAB=(rho_lpm−APE_rho) /APE_rho
s c a l a r SE_APE_rho_lpmAB=(rho_lpm−APE_rho)^2
s c a l a r AE_APE_rho_lpmAB=abs ( rho_lpm−APE_rho)
s c a l a r AB_APE_b1_lpmAB=(b1_lpm−APE_b1) /APE_b1
s c a l a r SE_APE_b1_lpmAB=(b1_lpm−APE_b1)^2
s c a l a r AE_APE_b1_lpmAB=abs (b1_lpm−APE_b1)

∗∗∗∗ Heckman ∗∗∗∗
s e t maxiter 40
cap redprob y Ly x (x ) , i ( id ) t ( t ) quadrat (12)
_diparm log i t rho , i l o g i t
s c a l a r he_rho=r ( e s t )
s c a l a r l i s t he_rho
s c a l a r sigma_u2=he_rho/(1−he_rho )
s c a l a r he_conv=e ( converged )
s c a l a r rho_he=_b[ Ly ]
s c a l a r b1_he=_b[ x ]
s c a l a r B_rho_he=(rho_he−rho ) / rho
s c a l a r B_b1_he=(b1_he−b1 ) /b1
s c a l a r SE_rho_he=(rho_he−rho )^2
s c a l a r SE_b1_he =(b1_he−b1 )^2
s c a l a r AE_rho_he=abs ( rho_he−rho )
s c a l a r AE_b1_he=abs (b1_he−b1 )
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s c a l a r f a c t o r=(1+sigma_u2^2)^(−0.5)
p r ed i c t xb , xb
r ep l a c e xb=xb∗ f a c t o r
gen xb_1=(_b[ Ly]+_b[ x ]∗ x+_b[ _cons ] ) ∗ f a c t o r
gen xb_0=(_b[ x ]∗ x+_b[ _cons ] ) ∗ f a c t o r
gen xbte s t=(_b[ Ly ]∗Ly+_b[ x ]∗ x+_b[ _cons ] ) ∗ f a c t o r

gen PE_rho_est=normal (xb_1)−normal (xb_0)
sum PE_rho_est , meanonly
s c a l a r AB_APE_rho_he=(r (mean)−APE_rho) /APE_rho
s c a l a r SE_APE_rho_he=(r (mean)−APE_rho)^2
s c a l a r AE_APE_rho_he=abs ( r (mean)−APE_rho)

gen PE_b1_est=(_b[ x ]∗ f a c t o r ) ∗normalden (xb )
sum PE_b1_est , meanonly
s c a l a r AB_APE_b1_he=(r (mean)−APE_b1) /APE_b1
s c a l a r SE_APE_b1_he=(r (mean)−APE_b1)^2
s c a l a r AE_APE_b1_he=abs ( r (mean)−APE_b1)
drop PE_rho_est PE_b1_est xb xb_1 xb_0

∗∗∗∗ W_1 ∗∗∗∗ ∗/
x tp rob i t y Ly x y1 x2−x‘=T’
s c a l a r w1_conv=e ( converged )
s c a l a r rho_W1=_b[ Ly ]
s c a l a r b1_W1=_b[ x ]
s c a l a r B_rho_W1=(rho_W1−rho ) / rho
s c a l a r B_b1_W1=(b1_W1−b1 ) /b1
s c a l a r SE_rho_W1=(rho_W1−rho )^2
s c a l a r SE_b1_W1=(b1_W1−b1 )^2
s c a l a r AE_rho_W1=abs (rho_W1−rho )
s c a l a r AE_b1_W1=abs (b1_W1−b1 )

s c a l a r f a c t o r=sq r t (1+e ( sigma_u ) ^2)^(−0.5)
p r ed i c t xb , xb
gen xb_1=(xb−_b[ Ly ]∗Ly+_b[ Ly ] ) ∗ f a c t o r
gen xb_0=(xb−_b[ Ly ]∗Ly) ∗ f a c t o r
r ep l a c e xb=xb∗ f a c t o r
gen PE_rho_est=normal (xb_1)−normal (xb_0)
sum PE_rho_est , meanonly
s c a l a r AB_APE_rho_W1=(r (mean)−APE_rho) /APE_rho
s c a l a r SE_APE_rho_W1=(r (mean)−APE_rho)^2
s c a l a r AE_APE_rho_W1=abs ( r (mean)−APE_rho)

gen PE_b1_est=(_b[ x ]∗ f a c t o r ) ∗normalden (xb )
sum PE_b1_est , meanonly
s c a l a r AB_APE_b1_W1=(r (mean)−APE_b1) /APE_b1
s c a l a r SE_APE_b1_W1=(r (mean)−APE_b1)^2
s c a l a r AE_APE_b1_W1=abs ( r (mean)−APE_b1)
drop PE_rho_est PE_b1_est xb xb_1 xb_0

∗∗∗∗ W_2 ∗∗∗∗
xtp rob i t y Ly x y1 x1−x‘=T’
s c a l a r w2_conv=e ( converged )
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s c a l a r rho_W2=_b[ Ly ]
s c a l a r b1_W2=_b[ x ]
s c a l a r B_rho_W2=(rho_W2−rho ) / rho
s c a l a r B_b1_W2=(b1_W2−b1 ) /b1
s c a l a r SE_rho_W2=(rho_W2−rho )^2
s c a l a r SE_b1_W2=(b1_W2−b1 )^2
s c a l a r AE_rho_W2=abs (rho_W2−rho )
s c a l a r AE_b1_W2=abs (b1_W2−b1 )

s c a l a r f a c t o r=sq r t (1+e ( sigma_u ) ^2)^(−0.5)
p r ed i c t xb , xb
gen xb_1=(xb−_b[ Ly ]∗Ly+_b[ Ly ] ) ∗ f a c t o r
gen xb_0=(xb−_b[ Ly ]∗Ly) ∗ f a c t o r
r ep l a c e xb=xb∗ f a c t o r
gen PE_rho_est=normal (xb_1)−normal (xb_0)
sum PE_rho_est , meanonly
s c a l a r AB_APE_rho_W2=(r (mean)−APE_rho) /APE_rho
s c a l a r SE_APE_rho_W2=(r (mean)−APE_rho)^2
s c a l a r AE_APE_rho_W2=abs ( r (mean)−APE_rho)

gen PE_b1_est=(_b[ x ]∗ f a c t o r ) ∗normalden (xb )
sum PE_b1_est , meanonly
s c a l a r AB_APE_b1_W2=(r (mean)−APE_b1) /APE_b1
s c a l a r SE_APE_b1_W2=(r (mean)−APE_b1)^2
s c a l a r AE_APE_b1_W2=abs ( r (mean)−APE_b1)
drop PE_rho_est PE_b1_est xb xb_1 xb_0

∗∗∗∗ W_3 ∗∗∗∗
xtp rob i t y Ly x y1 x_avg
s c a l a r w3_conv=e ( converged )
s c a l a r b1_W3=_b[ x ]
s c a l a r rho_W3=_b[ Ly ]
s c a l a r B_rho_W3=(rho_W3−rho ) / rho
s c a l a r B_b1_W3=(b1_W3−b1 ) /b1
s c a l a r SE_rho_W3=(rho_W3−rho )^2
s c a l a r SE_b1_W3=(b1_W3−b1 )^2
s c a l a r AE_rho_W3=abs (rho_W3−rho )
s c a l a r AE_b1_W3=abs (b1_W3−b1 )

s c a l a r f a c t o r=sq r t (1+e ( sigma_u ) ^2)^(−0.5)
p r ed i c t xb , xb
gen xb_1=(xb−_b[ Ly ]∗Ly+_b[ Ly ] ) ∗ f a c t o r
gen xb_0=(xb−_b[ Ly ]∗Ly) ∗ f a c t o r
r ep l a c e xb=xb∗ f a c t o r
gen PE_rho_est=normal (xb_1)−normal (xb_0)
sum PE_rho_est , meanonly
s c a l a r AB_APE_rho_W3=(r (mean)−APE_rho) /APE_rho
s c a l a r SE_APE_rho_W3=(r (mean)−APE_rho)^2
s c a l a r AE_APE_rho_W3=abs ( r (mean)−APE_rho)

gen PE_b1_est=(_b[ x ]∗ f a c t o r ) ∗normalden (xb )
sum PE_b1_est , meanonly
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s c a l a r AB_APE_b1_W3=(r (mean)−APE_b1) /APE_b1
s c a l a r SE_APE_b1_W3=(r (mean)−APE_b1)^2
s c a l a r AE_APE_b1_W3=abs ( r (mean)−APE_b1)
drop PE_rho_est PE_b1_est xb xb_1 xb_0

∗∗∗∗ W_4 ∗∗∗∗
xtp rob i t y Ly x y1 x_avg x1
s c a l a r w4_conv=e ( converged )
s c a l a r b1_W4=_b[ x ]
s c a l a r rho_W4=_b[ Ly ]
s c a l a r B_rho_W4=(rho_W4−rho ) / rho
s c a l a r B_b1_W4=(b1_W4−b1 ) /b1
s c a l a r SE_rho_W4=(rho_W4−rho )^2
s c a l a r SE_b1_W4=(b1_W4−b1 )^2
s c a l a r AE_rho_W4=abs (rho_W4−rho )
s c a l a r AE_b1_W4=abs (b1_W4−b1 )

s c a l a r f a c t o r=sq r t (1+e ( sigma_u ) ^2)^(−0.5)
p r ed i c t xb , xb
gen xb_1=(xb−_b[ Ly ]∗Ly+_b[ Ly ] ) ∗ f a c t o r
gen xb_0=(xb−_b[ Ly ]∗Ly) ∗ f a c t o r
r ep l a c e xb=xb∗ f a c t o r
gen PE_rho_est=normal (xb_1)−normal (xb_0)
sum PE_rho_est , meanonly
s c a l a r AB_APE_rho_W4=(r (mean)−APE_rho) /APE_rho
s c a l a r SE_APE_rho_W4=(r (mean)−APE_rho)^2
s c a l a r AE_APE_rho_W4=abs ( r (mean)−APE_rho)

gen PE_b1_est=(_b[ x ]∗ f a c t o r ) ∗normalden (xb )
sum PE_b1_est , meanonly
s c a l a r AB_APE_b1_W4=(r (mean)−APE_b1) /APE_b1
s c a l a r SE_APE_b1_W4=(r (mean)−APE_b1)^2
s c a l a r AE_APE_b1_W4=abs ( r (mean)−APE_b1)
drop PE_rho_est PE_b1_est xb xb_1 xb_0

∗∗∗∗ W_5 ∗∗∗∗
xtp rob i t y Ly x y1 x_avg x1 y1xbar
s c a l a r w5_conv=e ( converged )
s c a l a r b1_W5=_b[ x ]
s c a l a r rho_W5=_b[ Ly ]
s c a l a r B_rho_W5=(rho_W5−rho ) / rho
s c a l a r B_b1_W5=(b1_W5−b1 ) /b1
s c a l a r SE_rho_W5=(rho_W5−rho )^2
s c a l a r SE_b1_W5=(b1_W5−b1 )^2
s c a l a r AE_rho_W5=abs (rho_W5−rho )
s c a l a r AE_b1_W5=abs (b1_W5−b1 )

s c a l a r f a c t o r=sq r t (1+e ( sigma_u ) ^2)^(−0.5)
p r ed i c t xb , xb
gen xb_1=(xb−_b[ Ly ]∗Ly+_b[ Ly ] ) ∗ f a c t o r
gen xb_0=(xb−_b[ Ly ]∗Ly) ∗ f a c t o r
r ep l a c e xb=xb∗ f a c t o r
gen PE_rho_est=normal (xb_1)−normal (xb_0)
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sum PE_rho_est , meanonly
s c a l a r AB_APE_rho_W5=(r (mean)−APE_rho) /APE_rho
s c a l a r SE_APE_rho_W5=(r (mean)−APE_rho)^2
s c a l a r AE_APE_rho_W5=abs ( r (mean)−APE_rho)

gen PE_b1_est=(_b[ x ]∗ f a c t o r ) ∗normalden (xb )
sum PE_b1_est , meanonly
s c a l a r AB_APE_b1_W5=(r (mean)−APE_b1) /APE_b1
s c a l a r SE_APE_b1_W5=(r (mean)−APE_b1)^2
s c a l a r AE_APE_b1_W5=abs ( r (mean)−APE_b1)
drop PE_rho_est PE_b1_est xb xb_1 xb_0

∗∗∗∗ Saving output ∗∗∗∗
post ‘ sim ’ (b1_lpm) ( rho_lpm) /// lpmAB
(B_rho_he) (B_b1_he) (B_rho_W1) (B_b1_W1) (B_rho_W2) (B_b1_W2) (B_rho_W3) (\*

*\B_b1_W3) (B_rho_W4) (B_b1_W4) (B_rho_W5) (B_b1_W5) /// % Bias
(SE_rho_he) (SE_b1_he) (SE_rho_W1) (SE_b1_W1) (SE_rho_W2) (SE_b1_W2) (\*

*\SE_rho_W3) (SE_b1_W3) (SE_rho_W4) (SE_b1_W4) (SE_rho_W5) (SE_b1_W5) \*
*\/// Squared Error

(AE_rho_he) (AE_b1_he) (AE_rho_W1) (AE_b1_W1) (AE_rho_W2) (AE_b1_W2) (\*
*\AE_rho_W3) (AE_b1_W3) (AE_rho_W4) (AE_b1_W4) (AE_rho_W5) (AE_b1_W5) \*
*\/// Absolute Errors

(AB_APE_b1_lpmAB) (SE_APE_b1_lpmAB) (AB_APE_b1_he) (SE_APE_b1_he) (\*
*\AE_APE_b1_he) (AE_APE_b1_lpmAB) (AB_APE_b1_W1) (SE_APE_b1_W1) (\*
*\AE_APE_b1_W1) (AB_APE_b1_W2) (SE_APE_b1_W2) (AE_APE_b1_W2) (\*
*\AB_APE_b1_W3) (SE_APE_b1_W3) (AE_APE_b1_W3) (AB_APE_b1_W4) (\*
*\SE_APE_b1_W4) (AE_APE_b1_W4) (AB_APE_b1_W5) (SE_APE_b1_W5) (\*
*\AE_APE_b1_W5) /// AB, SE , AE o f the AP’ s f o r b1

(AB_APE_rho_lpmAB) (SE_APE_rho_lpmAB) (AE_APE_rho_lpmAB) (AB_APE_rho_he) (\*
*\SE_APE_rho_he) (AE_APE_rho_he) (AB_APE_rho_W1) (SE_APE_rho_W1) (\*
*\AE_APE_rho_W1) (AB_APE_rho_W2) (SE_APE_rho_W2) (AE_APE_rho_W2) (\*
*\AB_APE_rho_W3) (SE_APE_rho_W3) (AE_APE_rho_W3) (AB_APE_rho_W4) (\*
*\SE_APE_rho_W4) (AE_APE_rho_W4) (AB_APE_rho_W5) (SE_APE_rho_W5) (\*
*\AE_APE_rho_W5) /// AB, SE , AE o f the AP’ s f o r rho

(b1_he) ( rho_he ) ( he_conv ) /// Heckman
(b1_W1) (rho_W1) (w1_conv) /// W_1
(b1_W2) (rho_W2) (w2_conv) /// W_2
(b1_W3) (rho_W3) (w3_conv) /// W_3
(b1_W4) (rho_W4) (w4_conv) /// W_4
(b1_W5) (rho_W5) (w5_conv) /// W_5
(y_mean) (y_sd) ( b1 ) ( rho ) ( b0 ) (N) (T) ( s ) (MC) (num_imb) // Parameters \*

*\o f i n t e r e s t
no i d i sp l ay "MCE ‘ i ’ , T=‘bigt ’ "

}

po s t c l o s e ‘ sim ’
use ‘ f i l e ’ , c l e a r
save " r e s u l t s / ‘ f i l e ’T=‘=T’ " , r ep l a c e // to get RMSE’ s , c a l c u l a t e the root o f the \*

*\MSE.
order b1_lpm rho_lpm y_mean y_sd b1 rho b0 N T s MC he_conv w∗ , l a s t
no i sum , sep (4 )
no i d i sp l ay as t ext "Monte Carlo : ‘ c ( f i l ename ) ’"
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noi d i sp l ay as t ext " Started at " start_time as t ext " , ended at ‘ c ( current_time ) ’"
t imer o f f 1
t imer l i s t
no i d i sp l ay "Which g i v e s a t o t a l o f " r ( t1 ) /60 " minutes "
}

}
t imer o f f 2
t imer l i s t
no i d i sp l ay "Total run time="r ( t2 )
g l oba l seed=c ( seed )
no i d i sp l ay c ( seed )
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