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Abstract

Polycrystalline silicon sample was prepared by luing, ball-milling and hot-pressing a
single crystalline silicon wafer. The polycrysta#i product was characterized with optical
microscopy, TEM and SEM. Its porosity was foundb&l15-22%.. The following
thermoelectric properties of both the single crysilacon and the polycrystalline sample were
determined: thermal conductivity, electrical rasist, Hall mobility, carrier concentration

and Seebeck coefficient. It was found that poroeitgt polycrystallinity decrease thermal
conductivity only slightly. They also decrease Sexbeck coefficient, carrier concentration,
carrier mobility and electrical conductivity.

Literature on effective medium theory (EMT) is rewed. It is discovered that the apparent
validity of an effective medium theory depends stflg on the model that is chosen for
description of the composite. Careful microstruatwharacterization is necessary for
successful use of an EMT. A new way of studyingpiy in the context of EMT is

suggested.
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CHAPTER 1: Introduction

Chapter 1

Introduction

Every year, the amounts of oil and gas are deargasihile the energy demand is increasing.
It is also expected to increase in the followingngg1]. These non-renewable resources are
used inefficiently. For example, only a quartetha energy in gasoline goes to power and
move the car, while the rest gets converted to [2¢atif some of the energy wasted as heat
could be put to use, we would be one step closerdoced pollution, reduced greenhouse gas
emission and the solution to future energy demahidstmoelectric devices could be one way
to do it. They can be used to convert temperattadignts into useful electricity. The idea of
using the thermoelectric effects to extract elettfrihas been around for more than a century,
but progress has been slow — the thermoelectraiadle are not efficient enough to be
competitive in the energy market. Since the 1980%w promising idea appeared in the
field: nanostructuring the materials increases théiciency. To nanostructure a material
means to incorporate grains and phases that hdsasttone dimension on the nanoscale
(<100 nm). To develop this field and achieve goesllts, more research is needed. This
master thesis is involved in that collective effdithe focus of this thesis is effective medium
theory (EMT), and how it can be utilized to modedrtimoelectric properties. EMT is a model
that expresses effective properties of a compaoséierial, as a function of the properties and
volume fractions of its components. The text willeiddate what research has been done in
this particular area. It will also describe thehauts own measurements of thermoelectric
properties of nanostructured materials. The rasyitheasured effective properties will be

compared to existing effective medium theory

This introductory chapter will describe the histof thermoelectricity, and some previous
research. It will also briefly describe the therthegtric effects, how thermoelectric efficiency
is quantified and the current situation on therracieic materials. The last part of the chapter

will describe the goal of the master thesis angriéstical work in more detail.

1.1 History of thermoelectricity and previous work [3]

There are three thermoelectric effects. The fifthem, the Seebeck effect, was discovered in

1821, by T. J. Seebeck, a Baltic German physikistconnected two wires of different metals
1
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to each other, and their free ends were attachteetterminals of a voltmeter. Heating the

junction between the wires produced a small voltdgéectable by the voltmeter.

In 1834, J. Peltier, a French watchmaker, disevanother thermoelectric effect,
named the Peltier effect after his name. It wasatetrated using the same setup used by T.
J. Seebeck, although this time, an electric cumer® run through the connected wires. It

produced heating or cooling at the junction, dependn the direction of the current.

It wasn't until 1855 that these two effects wezeagnized as connected. W. Thomson
discovered the relationship between the SeebeckhenBeltier coefficients, by using
thermodynamics. He also discovered the Thomsowtefignich is a reversible heating or
cooling within a homogenous conductor, when bothiraent and a temperature gradient are
present.

In principle, the Seebeck effect could be usedjéorerating electricity, but no materials were
found that could provide efficient energy convensiim the 1950s, semiconductors came into
use as thermoelectric materials; Bi; was the most promising material of that time. disw
mixed with ShTe; at various concentrations, in order to optimizefihal efficiency at

specific temperatures [4]. This allowed Peltieriggdrators and thermoelectric generators to
be made, but they had only enough efficiency fecsd applications in space missions,

laboratory and medical equipment [5].

Only very small improvements have been achievetearefficiency of thermoelectric
generators between 1950s and the 1990s. The dewams out of the bulk thermoelectric
materials operated at 5-6% conversion efficiendyerpts to increase the efficiency
revolved around creating isostructural solid solutalloys [6]. Two examples of such an
alloy are p-type Bi,ShTe; and n-type BiTe;«Se , which are better than the parent system
Bi,Tes. Alloys based on PbTe, GeTe, SnTe and SiGe weoeexiplored [4].

In the early 1990s, the US Department of Defensaine interested in thermoelectric
devices, and encouraged a new round of researchd Ijood results. Research diverged into
two directions: advanced bulk materials, and lomelsional or nanostructured materials.
The advanced bulk material group includes matecaigaining heavy rattling atoms, such as
skutterudites and clathrates [5,4], as well as rissewith large complex unit cells, such as

Zintl phases.
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It was theoretically predicted that nanostructusvapuld lead to better thermoelectric
efficiencies, and theories were followed by expemts. It turns out that nanostructured
thermoelectric materials do have larger conversitiniencies. In 2009, all top performing

materials were nanostructured [6].

1.2 Introductory theory

Some important concepts introduced in the text alvalt now be briefly explained. First of
all, the three thermoelectric effects. They ocarduse charge carriers can transport heat.
When a metal or semiconductor is subjected to péeature gradieriiT, the carriers move
from the hot end towards the cold end, as if theyewree gas molecules [7]. If the material is
an n-type semiconductor, electrons are the chageers that move towards the colder side.
If the material is a p-type semiconductor, it iseso The Seebeck effect is the voltage that
occurs when a piece of isolated conducting mathdala temperature differena& between
its ends. This is called the absolute Seebeckteffée absolute Seebeck coefficient is the
potential difference drop between the ends, peregetgmperature difference, or [7]
_av

“=Gar
This effect needs no running electric current, antgmperature difference between the ends
of the conductor piece. However, this way of meiaguthe Seebeck coefficient is not
practical, and there is another way to visualizzSkebeck effect. One can look at two
different conductors, A and B, connected togetiner subjected to a temperature difference
AT at the junctions, as shown in figure 1.1. Thisiges called a thermocouple. A voltage
appears between the ends. This is called thevel&&ebeck effect. It results from the
individual absolute Seebeck effects inside eaclieotor. The relative Seebeck coefficient is

defined as follows:

4
OpB=-——==0a—0
AB =" =0A—0B
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T T+AT

o

Figure 1.1: The setup for observation of the Sdeb&ect. Conductors A and B are connected, and

subjected to a temperature difference at the jansti(Borrowed from [3], and altered according to

8-

The sign of the relative Seebeck coefficient degesrdthe direction of the current. The
relative Seebeck coefficient is equal to the alisdBeebeck coefficient of one conductor, if

the other one is a superconducting material.

The Peltier effect is the reversible loss or gdiheat, when electric current crosses a

boundary between two differing conductors, as shiowhe figure 1.2.

A
I1-41 T + AT
B B
| |
| |

Figure 1.2: The setup for observing the Peltiezatf Two different conductors, A and B are

connected as shown, and a source of current isghlaetween the free ends of conductor B.
(Borrowed from [3], and altered according to [#Jeating or cooling is observed at the junctions

between A and B.

The relative Peltier coefficiemtag can be written as follows:

TAB = 7
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whereq is the rate of cooling or heating at each jungtamdl is the current. The Peltier
effect can also occur within inhomogenous condsctatrtheir concentration gradients. It can
occur at phase interfaces within a multiphase nztas well.

The Thomson effect is the reversible change of beatient within a single homogenous
conductor, subjected to a temperature gradientarelectric current. The electrical carriers
absorb heat, when they flow in the direction tisadgainst the temperature gradient. They
give off heat, when flowing in the direction of ttemperature gradienThomson coefficient,

S, can be expressed as in the following equation:

Here,q is the rate of heat flow is the electric current density, aWd is the temperature

gradient.

The thermoelectric effects themselves are reversasid don't increase entropy in the
thermocouple or the environment. However, in reabtions, conduction of electricity is

often accompanied by irreversible effects, suchlestrical resistance and thermal conduction

[3].

The second essential concept about thermoelectierrals is the figure of merit. The
efficiency of a thermoelectric material is usualBscribed by this number, and it is written as
ZT, whereT is the temperature in Kelvin [6]. This is a dimeméess number. A good, useful
thermoelectric material has a figure of merit lartj@n unity; and a very good thermoelectric
material has a figure of merit much larger thartyudT depends on several of the material’s
properties, written in the following equation:

o is the electrical conductivity, is the Seebeck coefficientjs the thermal conductivity and
T is the absolute temperature in Kelvin. To havargd figure of merit, the material needs to
have high power factor{s) and low thermal conductivity. Large power faateeans that a

large voltage and a large current are generatedeo$eebeck effect [6].
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It is important to note that the dimensionlesseggof merit rises with temperature, eved if

alone does not, and the challenge is to achd8viarger than one at room temperature.

1.3 The definition and description of the master thesis work

Today, thermoelectric materials are unfortunateiyygood enough to affect the trends in
global energy production and use. They don't yettigoute to the solution of our energy
problems. There are still many areas of knowledgriathermoelectric materials that haven’t
been properly researched, studying which would tekeloser to effective materials. Latest
attempts to improve thermoelectric materials haaenbabout nanostructuring them.
Nanostructuring can reduce the lattice thermadtaoativity of the material by increasing
phonon scattering, and possibly increa3ey introducing the energy filtering effect. One
way to nanostructure is to create hybrid materkdidrid materials are composites of two
moieties on the nanometer scale or molecular [®}elThe aim of such mixing of
constituents is to produce a material that inhéniésr advantageous properties, but lacks their
faults [10]. In such a way, ordinary materials t@mixed to produce new materials with
unordinary properties. Effective medium theory isay to model the thermoelectric
properties of such mixtures. One can use this miodgésign new efficient thermoelectric
materials. A good model can show us how much df phase are to be mixed, and what

properties the mixed phases should have.

This master thesis will contribute to understandhfybrid thermoelectric materials and the
EMT. It will review the published scientific workode on effective medium theory in the
context of thermoelectricity, as well as publisheatk about nanostructured thermoelectric
materials. The following practical work will als@ lolone. A solid polycrystalline material

will first be synthesized. It will have two consii#nts: grains of silicon and empty space or
air. The material’s microstructure will be charaized using the optical microscope, the
transmission electron microscope (TEM) and the sicanelectron microscope (SEM). The
density and empty space content of the samplebeitheasured. Then, the sample’s effective
resistivity, effective Hall voltage, effective cear concentration, effective Seebeck coefficient
and effective thermal conductivity will be measur&ben the data will be analyzed and

compared with data of single crystalline silicongaxisting effective medium theory.
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Chapter 2

Theory

This chapter will explain the physics and theorkibd thermoelectric materials beyond what
has already been said in chapter 1. It will aldge@to theory of the other fields that are

important to understand the work conducted for méster thesis.

2.1 The figure of merit

The figure of meriZT is a measure of how efficient a thermoelectricanalis. It is
connected with the thermoelectric conversion edficly (TCE) as shown in the following

equation [11]:

Th— T, 1+ZTgp— 1
TCE — h c av =
Th J1+ZTg+ (T—;)

T. andT;, are the two temperatures which give rise to tieentlal gradient, cold and hdt,,
is their average. A highT means a high TCE.

2.1.1 The properties in the figure of merit

There are three important properties in the eqodtothe figure or meriZ T: thermal

conductivityx, Seebeck coefficiert and electrical conductivity.

Thermal conductivity is defined in the following equation [3]:

qL

T A4r

Here,q is the rate of heat flow through a sample withxadi cross-sectional aréalengthL,
and a temperature differencer between the two ends. The higher the rate of flmat
through the length of the sample, the highemth® metal or a semiconductor has a
concentration of electrons, as well as a conceotraif lattice phonons. The latter are
vibrations of the lattice. Both electrons and phwntransport thermal energy. Thus, thermal

conductivity is a sum of carrier thermal condudgiw. and lattice thermal conductivifyyy.
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The Seebeck coefficient is an important factohm equation for the figure of merit. It is
squared in the equation, which makes it more imfiiaéthan the other two factors. This
sometimes allows a lower electrical conductivityptotolerated, as long as the Seebeck
coefficient is high enough to counteract it. Theaopn of the Seebeck coeffient is described

in detail in chapter 1.

Electrical conductivity is a measure of how easy is set charge carriers in directed motion
within a material. The bigger the conductivity omnaterial, the smaller electric field is
needed to produce a specific current density.defned in the following equation:

IL
VA

O'_

Here,l is a current that goes through a sample with atamm cross-sectiof and length_,
andV is the voltage between the two ends. Electrioatactivity is related to resistivigy
through this equation:

o ==
p
2.1.2 The fundamental challenges of increasing the figure of merit

In some ways, the task of increasing the figurmefit seems simple: one only needs to
increaser anda, and decrease However, the propertiedT depends on are connected in
such a way that raising one will lower the otherst-there are the conflicting dependencies
of a ando on carrier concentratiom(or p, if the material is a p-type semiconduct@gcond,
there are the dependenciesi@ndo on carrier mobilityt. Third, the conflicting
dependencies af ando on the presence of defects in the crystal. Foththinevitable
increase oke with 6. There is also the problematic bipolar effect.thé challenges will now

be explained.

To increase the power factor, both the SeebecKiceeit and the electrical conductivity need
to be increased. This has some fundamental liritatiFor metals and degenerate
semiconductors, the Seebeck coefficient is givethtsyequation:

_87t2k}23

e TG
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Here,n is the carrier concentration, amt is the effective mass of the carrier. A higheeds
a low carrier concentration, and a high effectigerier mass. The electrical conductivity is
expressed as follows, and it is obvious that idseelarge carrier concentration, which

conflicts with requirements for a large
0 = Nele + PeLh (general conductivity)
o= Nnelk (for n-type)
TheZTis optimized typically at carrier concentratior®®®tto 1¢** carriers per cth[4, 7].

The effective masms* is also a conflicting parameter. A langeg means large, but it lowers

carrier mobilityp, which in turn lowers the electrical conductivity.

Another fundamental challenge is reducingithout reducingt and therefore. Structural
defects scatter phonons and lower thermal condtygthwt they also tend to scatter the

charge carriers, lowering the electrical conduttivi

Even when all the above obstacles are overconaggarb can itself be a cause of slight
difficulties. While it is good for a higher figu merit, it increases the electronic
contribution to thermal conductivitye. The effect can be expressed through the equation
called the Wiedemann-Franz laxg = oLT. Lis the Lorentz number, which is between 1.6
*108V2/K? and 2.2*1FVI/K? [12]

The bipolar effect occurs then the material corsta@rriers of both types, holes and electrons.
This lowers the Seebeck coefficient.

2.1.3 The challenge of and strategies for decreasing thermal conductivity

Decreasing the thermal conductivity is a major paresearch of higiT materials. Thermal

conductivity can be expressed as in the followiggagion [7]:
K =2cvd
3

Here,c is the specific heay, is velocity of phonons, andis mean free path. Therefore,
decreasing the mean free path of the phononsaed sfrategy. It can be achieved by putting
a lot of obstacles in the way of phonons.
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These obstacles can take many forms. First, congoiestal structures have enough disorder
to scatter phonons, but still have crystallinitgttis needed for good electron transport [4].
There are complex bulk materials such as clathrakesterudites and Zintl phases. Distorted
lattices are also a way to scatter phonons [11Josd, point defects in general (vacancies,
substitutions, and interstitials) scatter phonams @ mass variation, especially short-
wavelength phonons. Phonons depend on the lattippopagate. Once something in the
lattice changes from the norm, a phonon with aifpdoequency and wavelength can be
prevented from propagating in that direction. Sehtlution alloying is therefore a good way
to limit . Unfortunately, solid solution alloying often t&ato deterioration of the electronic
properties of the material, such as charge camadility, which is the fundamental challenge
number three. Third, grain boundaries can alsdescpihonons, and nanostructuring is the

way to introduce a high grain boundary density.

Porous materials have lower thermal conductivitywal. They contain voids, which are
filled with air. Air is a very poor thermal condoct Because of this, many thermal insulators
are made of porous materials [7].

In the case of highly disordered material, a mimmualue for lattice thermal conductivity
was found for semiconductors and semimetals byliGatd Pohl [13]. It is around 0.25 —
0.50 W/mK. It is considered the lower limit. Wherisi reached, other ways of increas#ify
need to be utilized.

2.2 Nanostructured thermoelectric materials

In section 2.1.2 the fundamental challenges wextedt There are two potential solutions to
these challenges. It could be decoupling the pt@seby designing the material in a specific
way, so that it becomes possible to increase amaepty without decreasing the other.
Another method could be to optimize both properties example to find the charge carrier
concentratiom, at which the power factefs is the largest possible. Nanostructuring can
accomplish the problem of decoupling. When theesofthe system decreases, it is theorized
thata, o andx become possible to vary quasi-independently [8hdstructuring is also a

great way to decrease

To decouplex andn, the following things could be done: decrease itgn$ states (DOS),

perhaps by introducing resonant states, or by guacbnfinement to narrow the DOS [11].

11
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To decouple effective mass* and mobilityp, one can change the scattering mechanism
from normal acoustic phonon scattering (scattepagmeter = -1/2, andu o< (m*)™) to

ionized defect scattering € 3/2,u < m*).

Decouplingke ando might not be possible, but the Lorentz numbeheWiedemann-Franz
law could be made smaller than the normal valueh%u effect could be achieved by
shaping the electronic DOS either as a sharp bligion similar to a Dirac delta function, or a

rectangular one.

To overcome the last fundamental challenge, thel&igffect, one can enlarge the band gap.
It would prevent more major carriers from crossirgnd forming minor carriers. One could
try to increase the ratios m', andpe/pn for n-type, om w/m'e and /e for p-type

material. This could be done by introducing nankisions that scatter one type of carrier, but
not the other [11].

As said earlier, many of these decouplings carcheeged by nanostructuring. There are two
types of promising nanostructured materials: hcatennls containing nanosized inclusions
and nanocomposites made up of phases that havdineensionality [5]. Some of the latter

can also be called hybrid materials.

One potential beneficial effect of nanostructurimthe energy-filtering effect. This is due to
the ability of the increased number of interfacesap and filter out the low-energy charge
carriers. Interfaces act like barriers. Only cagiwith energy substantially more than the
Fermi energ)er will pass through. This may decouple the electitcoaductivity and Seebeck
coefficient [5,4]. Usually, this reduces electricahductivity somewhat, but increases the
Seebeck coefficient. That more than compensatdsgees inr and results in enhancéd.
This effect can happen in both nanocomposite pgdgaliine materials, and nanoinclusions

embedded in a matrix. Unfortunately, little is knmoabout the mechanism of this effect [11].

Another cause of enhanced ZT is that low dimendgitynaf grains causes quantum
confinement. This effect causes narrow, flat eteatr bands, which in turn leads to high
effective carrier masses and thus high Seebeckideets. Quantum confinement can also

help varya. ande somewhat independently.
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As stated earlier, nanostructuring decreagsg®nd can decrease the carrier mobility. To
restore mobility to its higher value, one must restauct electron transport channels. One way
is to align the randomly oriented grains insideofygrystalline nanocomposite. It is also
possible to use modulation doping. This technigquelves doping only one phase in a two-
phase composite [11]. The minor phase is ofterhéaily doped one. The undoped matrix
phase functions as a high-speed channel for carailesport. This allows the charge carriers

to pass through a material that imposes much megarity-electron scattering on them.

Another reason why nanostructuring impro¥dss that nanostructuring introduces many
interfaces. The challenge is to use the increaseadity of interfaces to scatter phonons more

than electrons, loweringwithout lowerings as much.

Incoherent nanoinclusions can serve as an endtgyfbr phonons, and lowefx.

Incoherent nanoinclusions are those which latterameter differs strongly from that of the
matrix phase. It also has a clear boundary betuiselfiand the matrix phase. Mismatched
phonon modes at this boundary leads to phonoresicegt Phonons with a wavelength longer
than the inclusion dimensions cannot pass throoglmiclusions, and are filtered out [11].
Coherent inclusions, on the other hand, have dasitaittice parameter to that of the matrix,
and show good lattice alignment with the matrixh@ent inclusions scatter phonons due to
mismatched lattice strain. Unlike incoherent inmus, the coherent ones don’t have a
negative effect on electronic transport, and giglérZT. In general, it's preferable for a
nanostructured material to have thermodynamicadligle, epitaxy-like interfaces between its
phases. This would prevent electrons from beingjexeal off grain-boundaries. It could be
done by making the precursor phase spontaneoug#lynép two thermodynamically stable

phases [4].

Introduction of resonant states is also a good wagycreas& T by decreasing. It is

typically a phenomenon that happens in filled skuidites. These materials contain heavy
atoms, rattling in the cages formed by the atontb®@host material. This produces local
phonons. When a lattice phonon encounters sucteaphonon, a small part of their energy
is absorbed. The local phonon then goes into aiteeikstate. After a while, it gives back the
energy, but only to the lattice phonons with waeeters incoherent with those of absorbed
phonons. The whole process can only happen betlweahphonons and lattice phonons of

similar energies [11].
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It would also be useful to induce an energy-filigreffect - preferential scattering of those
phonons that contribute to thermal conductivity tin@st [5]. It was found that a distribution
in sizes of nanoinclusions will scatter phonongweihergy and mean free path of a wider

range, than nanoinclusions of the same size clialenging however, because mean free

paths of phonons with a specific energy are notwknfor specific materials [11].

It was also found through calculations and expents§l2], that nanoinclusions with an
oblong shape give the material a lower thermal aotidity, than the inclusions with an
aspect ratio of 1. An aspect ratio of 2 or %2 igdrdhan 1, and an aspect ratio of 3 or 1/3 is
better than 2 or %.

There are two more effects that makes nanostragtwseful for enhancing the figure of
merit: carrier-pocket engineering and semimetalisentductor transition [5].

Semimetal-semiconductor transition is an effect taa help us use semimetals as good
thermoelectrics. Some semimetals, like bismuthelakigh Seebeck coefficient of electrons.
This beneficial effect is ruined by the fact thesrnbuth also has holes as carriers, which gives
a negative contribution to the total Seebeck cokeffit. Reducing dimensions of bismuth will
decrease the number of quantum states availali@imirection. It leads to energy bands
splitting: the bottom of the conduction band moupwards, and the top of the valence band
moves downwards, until a band gap appears. Ths thie semimetal into a semiconductor,
which can be doped to have one dominant carriax. tfaus, bismuth’s great electronic

properties become available for use.

Carrier-pocket engineering is a concept that isnmheaoccur in the following structure: a
superlattice structure, with one type of carriearfum confined to a quantum-well region,
and another type of carrier (of the same sign)ioedfto the barrier region. An example of
such material is GaAs/AlAs quantum-well superl&tiGaAs quantum wells are populated by

I'-point electrons, and AlAs barriers are populatgipoint electrons.

In general, the properties of a material changervthe material is reduced to nanoscale. A
semiconductor’s optical absorption spectra shifthiorter wavelength. This effect occurs,
because the band gap increases while particlalsmeases [14]. A nanoparticle will also

melt at a lower temperature, and have a lower §pdat.
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2.3 Effective-medium theory

Often it is useful to calculate effective propested composite systems. The composite
systems could be aerosols, dust, porous medialidrcomposites like wood or a
nanostructured thermoelectric. They all consishahy small phases with different
properties, which are mixed together in a spewifiy. Examples of effective properties are
effective dielectric constant, effective thermahdactivity and effective electrical

conductivity.

Effective medium theory (EMT) is one of the techraq that can help calculate the effective
physical properties of composite media. It is a eldidat averages properties at the
mesoscopic scale - an intermediate between comtimaacroscoping scale and atomic
scale[15]. Other techniques for finding these, esEMT, are other approximate methods,
rigorous bounding techniques, and numerical methdds/ever, EMT is considered to be the
most powerful approach [16]. The two most commonTEMre the Maxwell-Garnett relation
and the Bruggeman EMT. There can be, in fact, Anit@ number of EMTs. Many new
predictive equations have been developed baseaeosffiective medium theory since its

creation, and they help research in many fieldscance [16].

2.3.1 The Maxwell-Garnett relation

One of the oldest EMTs is the Maxwell-Garnett mixmile, published in 1904. It was
developed for optical properties. It was basedhenGlausius-Mossotti relation, which in turn
was based on the Lorenz local field relation [I&)ring the derivation, this EMT focuses on
an individual particle and how it is affected blpaal electric field, which is different from

the averaged electric field inside the materialsHEMT can describe many electromagnetic
effective properties, but here the effective digleconstant of a composite will be described.
Imagine a material where spherical inclusions witiectric constant; are embedded inside

a matrix with dielectric constant,,. Inclusions take up the volume fractipiof the material.

The effective dielectric constasy is then expressed in the following equation:
Eeff — €mat _ f (Ei B gmat)
eff T 2&mar M \e; + 2e0t

There are many issues with the model. It works &in applied to dilute composite

systems. It is best for describing phase A inclusimside phase B matrix, or phase B
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inclusions in a phase A matrix. It also doesn’tyide the critical volume fractiofy, which,

for example, shows at which point a conductor bezoan insulator. According to this
theory, a conductor remains a conductor until eedégynent of it is replaced by an insulator.
This is not realistic. There is also a third probld his formula can apply to a system where
inclusions of phase 1 are inside the matrix of pffasand they take up a volume fractior;of
It can also apply to a system where inclusionshafse 2 are inside a matrix of phase 1, and
they take up a volume fraction if The formula doesn’t yield the same resul¢g@ffor both

cases, when the systems can easily be considexetical. That is whefy +f; = 1

The fourth problem with the Maxwell-Garnett the@yhat it can’t be easily generalized to

more than two components.

2.3.2 The Bruggeman EMT

Another EMT is the Bruggeman approximation, puldsim 1935. It improves the Maxwell-
Garnett relation in many ways. Like the Maxwell-@ett EMT, it is derived by focusing on
one patrticle and the local electric field thasisubjected to. This EMT was developed from
the idea that the total polarization of the eledfield is zero throughout the homogenized
composite medium. Unlike the Maxwell-Garnett rulesan be applied to more than just
dilute composite media. It can be applied to arreggie structure, where phase A and phase
B are interdispersed and topologically equivaldl{]It treats the two components
symmetrically, so the third problem of the Maxw@l&rnett formula is avoided. It can even
provide us with the critical threshald It is also easily expandable to multicomponent
systems. It can apply to a system wittomponents, each taking up a volume fractiamd
having a dielectric constagt The effective dielectric constant is expresseithénfollowing

equation:
i — ceff
=0
Zfl (Sl + 283ff>
For a two-component system, the solution to thisaéign is

€= % (B + /B2 + 8e187),

wheref = (3f; — 1)1 + (3f2 — 1)e2. The critical poinf; can be predicted from this equation. It
is possible to find out when an insulator-metal posite changes from a metal to an
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insulator. In general, this equation is in agreetmath experiments and computer simulations
wheneg; = &;, For the case;>> ¢, the theory is in agreement with them only in two
dimensionsThat means the Bruggeman theory has a problenthéogy fails to predict

effective dielectric constant in three dimensiomsens;>> &.

The Bruggeman theory can be improved upon usingr@&sdunctions, and the threshold
value can be made independent of inclusion shapgen3 functions are a mathematical tool,
useful for dealing with boundary value problems.

Bruggeman and Maxwell-Garnett formulas can alsadwsal to find the effective thermal
conductivity and effective electrical conductivifyor spherical inclusions, Bruggeman theory

gives thermal and electrical conductivities:
i — Kery
Zfl <Kl + 2Keff>
o; — O,
zf‘ Oi7 %err Y _
o; + ZO'eff
There is also dynamic, or time-dependent effeatieelium theory. The time-independent
EMT described above is relevant for composites wltisorder can be considered quenched,
or fixed in place. Dynamic EMT is applicable to easvhere particles move over time, as in

colloidal suspensions, and cases where partictegeapties fluctuate due to thermal and

atmospheric fluctuations.

2.3.3 Applications

Traditionally, EMT was developed for electric andgnetic properties, and was useful for
development of materials with specific propertiethat nature. It could be materials such as
high-voltage insulation, magnetic recording materéand capacitor materials. The EMT
concept could also be applied to properties otteen electromagnetic, such as elastic

constants and viscosity.
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2.3.4 Drawbacks

There are, unfortunately, problems that reducev#tieity of most effective medium theories.
The Maxwell-Garnett relation doesn’t predict a #imeld value. The Bruggeman EMT does,

but its prediction of the critical value tends ®tobo large.

The critical threshold value the Bruggeman EMT pisds closely connected with the shape
of the inclusions. This violates the result of geecolation theory, which demands
universality, or independence from inclusion shdpes theory is about formation of long-
range connectivity in composite systems. The pritibabf a phase being connected in a
giant long-range cluster has a finite percolatlmeshold concentration which is independent
of the inclusion shape. 1f is below the percolation threshold, there is mgloange
connectivity. If it is above, then there is longrge connectivity. The critical threshdids
expected to be identical to the percolation thriesHmut EMT doesn’t always predict that.
However, it can predict the percolation threshgdraximately.

To make matters worse, the percolation theoryfitfedn doesn’t give precise values for
properties near the critical point. Critical traogpexponents for percolation properties don’t
satisfy universality, and can vary from one contimumodel to another. This adds another

difficulty to the process of creating a good EMT.

EMTs presented so far are derived by focusing anpanrticle. They focus on the one-body
problem, where the body is the single particler@urded by the effective medium.
Extending it to a two-body or arbody problem would make it a higher-order

approximation.

Often, the EMT alone is not enough to explain ressof experiments, and additional
hypotheses need to be made. Sometimes, one oftiipstheses is the basic model used to
describe the composite system. If empirical residist match the predictions created by
both the EMT and the basic model, either the modéie EMT could be blamed. It
complicates the decision of whether an EMT is goodot. It is also worth noting that the
properties of materials change as the materi@dsged to nanoscale. Thermal transfer is
different on the nanoscale, especially when graressmaller than the mean free path of the
phonons [ref21]. Both the Bruggeman and the Max@alinett EMTs say nothing about the
size of the particles, and only consider the tetdime fractions. It is up to the individual
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researcher to find out how many phases with distie@roperties the sample contains, and
which properties they have. A few real examplesuah problems will be described in

chapter 3.

Some sources state that the conventional effente@ium theory is valid for effective
transport properties when the inclusion size igdathan carrier mean free path and

wavelength [17].
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Chapter 3

Previous Research

A lot of research has been done to find good theteatric materials, and this chapter will
sum up what has been done. The focus will be onstaurcturing as a means of increasing
efficiency, and on the application of effective nued theories. Examples of effective
medium theories will be discussed, and popular Eki€gationed. The examples will show
the effective medium theories in action. It wilkalbe shown how determining the validity of
an EMT is not straightforward, and depends on laaic model one uses to describe a

specific system.

3.1 Finding effective thermoelectric materials

In 2011, the conversion efficiency of thermoelecéiectricity generators ranged from 8 to
16.4% [11]. Research on finding efficient thermagies tends to follow a simple formula:
first, models are made, predicting how a spectfigcture, processing conditions, doping
particle size and organization will affect the imgamt properties. Then, the materials are
synthesized. Their structure is characterized,raadlts of electric property measurements are
compared to the models. So far, the main focub®fésearchers has been on using low-
dimensionality to reduce the thermal conductiviipwever, it might not be enough to
produce marketable thermoelectric devices. It tegsary to increase the power factor

and decrease the thermal conductixiigt the same time. Fortunately, studies have shown

that it's possible.

Latest research has found dramatic increases ifgilve of merit by nanostructuring bulk
materials, and thus lowering the lattice thermaldrectivity. Nanostructuring can mean
forming nanosized inclusions (nanodots, wires)red phase inside a matrix of another phase.
It can also mean creating a nanocomposite polyatyst material, where all the grains are in
the nanorange (ca. 5 nm — 10um). A third type obs&ructured material is a thin-film
superlattice [4]. This third type can be made byaoalar beam epitaxy or chemical vapor
deposition. It is in general a costly and difficodethod, and this chapter will mostly focus on

the other nanostructured thermoelectrics that weetioned. It was also found, with both
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models and calculations, and experimentally, thaoparticles do not need to be organized

into orderly arrays or layers to achieve reducedrtal conductivity [5].

There are two main ways to nanostructure an egistiaterial in practice. One is based on
forming the material from a melt, and making theesrale inhomogenities self-form by the
processes of nucleation and growth, and phasegagre. This seems to be a good general
way to make a thermoelectric material where naresiens are encapsulated in a matrix

phase, but there are rules to make it work:

1. The minority phase should be soluble in the mathase while in the liquid state, but
not soluble in the matrix phase while it's solid.

2. The matrix phase should have an equal or highetimggdoint than the inclusion
phase — the matrix phase will then solidify firatlancapsulate the nanoinclusions.

It might also help to cause the melt to solidifgidly, which would limit grain growth [18],

although it might make the material less thermsible at higher temperatures.

The second method of making nanostructured buik ggind up the existing single
crystalline material into nanocrystals and theesithem into a bulk sample [6]. This is a
good general way to make a polycrystalline samplelly made up of nanoscale grains.

An example of bulk materials where the matrix escégtes nanoinclusions is the
AgPh.SbTe.n family, or LASTm (lead antimony silver telluride). It is, in turclassified as

a subgroup of PbTe- and PbSe-based materials. Bhesgienched from the melt or slowly
cooled, and can spontaneously form nanostructunesgithe cooling process. Whan<10,
slowly cooling the melt leads to phase segregdtiahis detectable by X-ray diffraction.
There phases are larger microscopic areas, andl luglp’ reduce the thermal conductivity [6].
However, whemm > 10, the X-ray diffraction patterns imply a sieglhase, but investigation
with TEM shows that the material is actually maflenore than one phase. These
nanoinclusions are on the nanoscale and redudbehmal conductivity. To increase the
material’s power factor, it can be made n-typergoiducing nonstoichiometry. Ag
«Pbn+yShi, Tesm has &T of 1.7 at ca. 700K. The LASiirmaterials are predicted to be
stable at temperatures below 900 K over long-tese In fact, the material can be annealed
at 870 K in a vacuum for months, and its electrazadductivity will increase, without

degradation of any other useful properties.
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Another material that has a higf is Na osPhoSbTe, from the material family SALTm
(sodium antimony lead telluride). It also has a tb@rmal conductivity due to
nanoinclusions. They are rich in Na and Sb. Itarkgof meritis 1 at 475 K and 1.7 at 650 K

[6].

In general, the PbTe-based nanocomposites showadtien in thermal conductivity, when
they contained nanoinclusions of phases such @BiSb, SrTe and others [11].
Chalcogenide compounds were tested, asdgwas for a long time known as the most
efficient thermoelectric material near room tempae13] . Nanostructured Bie; could
even be used in a flat-panel solar thermoeleceregtor, which achieved conversion
efficiency of 4.6 — 5.4% [11].

As said previously, the nanoinclusions could alsavires, rather than dots. An example is
the crystal pulled from the InSb-Sb eutectic alldlge material contains rods of Sb in an InSb

matrix. The thermal conductivity decreases withrdasing rod diameter.

To get an efficient “nanoinclusions in a matrixétmoelectric, the matrix needs to be an
already promising thermoelectric, while the inctusphase must be capable of scattering
phonons. For example, PbTe samples with <3% naticlgarof Sb show reduced thermal
conductivity compared to regular PbTe [Bpme studies have shown that the host material
can act as a barrier for grain growth of the iniclos, preserving the stability of the
thermoelectric material. It is believed these naalisions scatter acoustic phonons because
of mass contrast between them and the matrix. tBuiiiens in alloys can also scatter
phonons. They do it by introducing local latticeess, due to difference in atomic mass and
size [11].

An example of a nanocomposite polycrystalline makenade up of nanograins is the p-type
BiSbTe, prepared by ball-milling and hot-pressiitgZT values are 20% bigger at room
temperature (1.2), and 40% bigger at 373 K (1.4 tinose of the state-of-the-art ingot
BiSbTe alloy [6].

Another material is the p-type boron-doped Si/Gaogamposite. It has a higher power factor
than bulk SiGe alloys, due to enhanced Seebeckiceet and despite the slightly lower
electrical conductivity. The effect is due to theatron-filtering effects at the grain

boundaries.
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Half-Heusler alloys [11] is a group of bulk nanoqmosites that can be good thermoelectrics.
They have a general formula ABX, and they crystalln the cubic structure. They have high
thermal stability and they are abundant. Ofterglesctronic substitution at A-sites and B-sites
is used to increase alloying scattering of phonand,doping the X-site is used for carrier
concentration modification. The p-typeddZrosCoSh sSny 2 is a half-Heusler material with a
ZT of 0.8 at 1000K. The n-type bH=Zro 29NiSny 9eShy 01 is also a half-Heusler, and its figure
of merit is 1.0 at 600-700 °C. These can also beewdth the simple method of high energy

ball-milling the ingots, and dc-current assisted pr@ssing of the nanopowder.

Skutterudites have also been improved by nanostingt They have the formula MX

where M is usually Co, Rh or Ir, and X is oftenA8,or Sb. They are relevant for
thermoelectrics when heavy atoms are insertedi@io icosahedral nanocages, often called
“rattling atoms”, because they generate local \ibres. These vibrations scatter phonons by
introducing resonant states, as mentioned in ch@pfehe more cages are filled up with
rattling atoms, the lower the,; becomes. Some studies also show that there akenmgima

in ki @s a function of filler-to-host mass. Unfilled slenudites can have usefl as well:
nanoinclusion-containing CogtTey 25Sh o5 has aZT of 1.1 at 550°C [11].

There are a few other ways to make the nanopastibkt nhanocomposites contain: wet-

chemistry methods, molecular-beam epitaxy and-gastcondensation methods [5].

Knowledge about scattering mechanisms is usefuyftimizing thermoelectric performance
of such nanosystems [5]. As previously said, sdatjeof charge carriers and phonons can
increase the Seebeck coefficient and decreaséen@mal conductivity, respectively. Studies
have been conducted to find them. For example,suattering mechanisms were found
through property measurements in a PbTe-matrix maateith embedded metallic Pb or Ag
nanoparticles. Following temperature-dependentgtas were found: carrier concentration
(n or p), mobility p, effective massn and scattering parameterThis last parameter is
defined by carrier-scattering-relaxation parametery*E 12 The value of shows us what
kind of scattering mechanism is observed. Metalinoinclusions in PbTe-matrix gave a
scattering parameter greater than 3, a value nwkrsgattering mechanism had at the time. It
was concluded that the larger thehe more energy-filtering effect there is, anel ldrger the

gain in the Seebeck coefficient.
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Making a polycrystalline material with nanoscalaigs produces a lot more of grain
interfaces than in materials with bigger graing. &ample, the thermal conductivities of
Si/ZrO, and the SigGexl/ZrO, composites were measured at 1000K. Both had ZsQhe
host material. The lattice thermal conductivity g&sed as the inclusion dimensions
decreased [12].

Some very interesting results were obtained foenels wholly made up of nanosized
grains. Such a material is in the danger of graowth, especially if it's designed for use at
higher temperatures. Zhaegal. solved this problem for p-type &iSh, sTe; by adding some
oleic acid into the materials before the ball mgliprocess. This allowed them to reduce the

grain size from 2-3 pm to 200-500 nm [11].

To make thermoelectrics an option capable of comgetith less sustainable energy sources,
they must also be cheap and made of abundant alatd?bTe-based thermoelectrics have
high figures of merit, but they contain Te, whistrarer than Pt and Au in Earth’s crust [11].
Magnesium silicides, especially Mgj; «Sn, materials appear to be promising in that regard
[19]. They are made of abundant materials andadsdt have any toxic components. These
have high carrier mobility. M&i1 xS has some fascinating band structure featureshwhic
allow density of states to rise without decreaglegtron mobility. As a result, M§io.4sSrv.6
hasZT of about 1.1 at a temperature between 700 K a0dk8@r an averaggT of 0.83
between temperatures 400 K and 850 K ®8gSmn 4 has a lower averager in the same
interval (0.78), but it is more resilient under #féects of high temperature-induced

oxidization and vaporization.

There is also another method, by which researdtempted to make thermoelectrics cheap
and efficient enough for mass-production. The idg¢a combine inorganic semiconductor
thermoelectrics and polymeric thermoelectrics mttanocomposite [20]. Organic conducting
polymers have some great features. They are chrebpasy to synthesize, have low density
and low thermal conductivity. Unfortunately, mix¢srof polymers and inorganic
thermoelectrics tend to have I&T, often less than Hfor room temperature. However, low

cost might make them acceptably effective for use.

Examples of thin-film thermoelectrics are the Bk-SkyTes thin films, the PbTe-PbSe thin
films and thin films containing embedded quanturtsdfigure 3.1). In these, phonon

scattering can lead to minimal lattice thermal agtdities ( 0.2 — 0.5 W/mK) [4]. A B-
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doped superlattice of PbSe quantum dot arraysysehed between thin PbTe layers are
reported to hav&T of 1.6 at 300K and 3.5 at ca. 570K [5]. This quamdot superlattice is
said to have such highil values because of simultaneous increase in thempfastor and
decrease in thermal conductivig&T values higher than 2 have been reported for thmrsf

but it's hard to measure their properties, whictkesathe results difficult to reproduce [4]. In
fact, in the first studies the thermal conductestivere not directly measured, but deduced
from other measurements. Later measurementgale much higher values, which cast
doubt on the previous results [ref4]. Thin filmsahave another difficult problem: they are
expensive to make, are not stable at high tempesatand are delicate. Therefore the

researchers today choose to develop bulk nanostadtctnaterials instead.

B
AN\
A\
A\
A\
PbTe

A}
PbTe Buffer PbSeTe

-[ BaF2 Substrate ]—J'

Figure 3.1: An example of a quantum-dot superiattigDSL). That main structure consists of PbSeTe

as regular quantum dot arrays and PbTe as bafTieesstructure is built up on BaBubstrate and
PbTe buffer using Volmer-Weber island growth predés.

In general, nanostructuring a material tends toeise the figure of merit, compared to a bulk
material with the same composition. With embedd@abmclusions, things are more
complicated. If they are formed inside the hostamal through precipitation, they are likely
to nucleate heterogeneously at grain boundarieslafetts, which can in turn create an

interconnected network of inclusion material [IIMis can lead to parallel conduction, which
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is when heat and charge carriers don’t move adrossdaries between materials, but instead
through each material. This, in turn, greatly diisines the useful interfacial effects, such as
energy filtering and phonon scattering. It is adheito producing higlZT thermoelectrics

through precipitation of inclusions.

3.2 Effective medium theory applied to thermoelectric materials

Effective medium theory has been applied to eleaticonductivity, thermal conductivity and
Seebeck coefficient of a material. It is alreadgwn that nanostructuring can increase the
figure of merit. EMTs can provide quantitative arséd of how nanostructuring can increase
the figure of merit. The Bruggeman approximaticasvwguccessfully used to model the
dielectric constant of many composite materials.éx@mple, nanograins of PbTe,
micrograins of PbTe, and air inclusions. Anothanposite material was made of nano-SiC,

intergranular space, metallic inclusions and air.

Before moving onto descriptions of individual seslithe popular EMTs will be listed. They

show up in many studies which use EMTSs, althougly eire not the only ones.

C. W. Nanet al. created an EMT for effective thermal conductiofya two-phase system.
This EMT takes into account interfacial scatteriigghonons, as well as thermal boundary
resistance. The EMT was also prepared as an indepeparticle approximation. In the
context of thermal conductivity, such an approxioraassumes that no interparticle phonon
scattering takes place. Because of that, it applieystems with a small volume fraction of
the inclusions. It is written as follows [12]:

Ki(1+2a)+ 2Kkmart+ 2f (ki(1—a) — Kmat)
at ki(1+2a)+ 2Kkmae— f (i (1—a)— Kmat)

K= Kp

Here,xmat IS the lattice thermal conductivity of the hostteral, «; is the lattice thermal
conductivity of the inclusion materidljs the volume fraction of the particle inclusiarsda

is the thermal resistance parameter.

A second EMT that will be mentioned in the studgethe one made by J. J. Sonntag [13]. It
is the Bruggeman formula, complemented with theZBodnn transport equation for
composite materials. The original formula was f@rmal conductivity and Seebeck

coefficient:
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Ki _ Kesr
a; aeff
- =t 4 Zﬂ
t a; aeff

Here,xesf andx; are effective thermal conductivity and the thersmiductivity of component

I, while aef ande; are the Seebeck coefficientss the volume fraction of the component

The third important EMT is the one devised by Mdtlaaet al[17]. It is also called GEM,
the general effective medium theory. It applieslaxtrical conductivity, but can also apply
to k. It was developed by combining the percolatiorotii@and the effective media theory
[21]. The purpose of this EMT was originally for deding electrical conduction properties of

conductive inclusions inside polymer matrickss written as follows:

1/t pRv; g/t _ s1/t

G4 " %fr Geff~ %
fA 1/t 1/t (1 fA) 1/t+a 1/t
A0erf Teff

Here,fa is the volume fraction of component Ajs an electrical conductivity, the constant
a = (1 fc)/fc. The valudc is the percolation threshold, whichfisat the point when
precipitates of component A become interconnedtescha critical exponent, related to aspect

ratios and distributions of the inclusion phasaten has to be fitted to the experimental data.

The fourth EMT was created by Bergman and Levy.[ltfan find the effective Seebeck
coefficientoes based on thermal and electrical conductivitiea tfo-phase system. It often

needs other EMTSs to predicdis andoes, before it can be used.

(sect) )
(54)(72)- 1

Aerf=ap + (a4 — ag)

3.2.1 Study 1 [12]

This first study picked the EMT by C. W. Nahal. As stated earlier, it assumed no
interparticle phonon scattering takes place. T$wt true for a composite with a high
concentration of nanograins, and the EMT was medifiy S. J. Poon and K. Limtragool.
Their new version of the EMT accounted for intetjoéa scattering of phonons. It was

created as a tool for screening for prospectiva-i§j materials.
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S. J. Poon and K. Limtragool modified the equabgnncreasingd infinitesimally to much

higher than Nan’s formula allows. It led to a diffatial form ofx(f):

q _ 3Kk df ki (1-a(f))-«k _ 3k
T \\a@rzan)r2x) T ze(hvina

Here,a(f) is the thermal resistance parameteraf) = R()xmaff)/(2/2). R is the thermal

boundary resistance and a is the particle dimen€i@his the lattice specific heat an() is
the average phonon velocity. This new resulting BB derived with the assumption ttat
should be able to be anywhere between 0 and 1. Whénthe inclusions fill the space
completely. Spheres cannot do that, which is wieyatlithors of the paper approximated the
inclusions to be convex polyhedra. Therefore, ttigle dimension “a” was defined as’¥/
where V = (38°a%), and 3, &, a® are the sides of an orthorhombic polyhedron.

The validity of this EMT was tested by conductingperiments. First, monolithic
nanocomposites were tested. These are materiadstivetattice thermal conductivity of the
inclusions is equal tema; and phonon mean free paths are the same in ttiex iiad the
inclusion material. For these, the EMT by S. J.riPand K. Limtragool is in good agreement
with the experimental data, while the unchanged Hiy'Nan overestimates the effective
lattice thermal conductivity. It is a reasonablgule as the new EMT takes into account more

of the phonon scattering events, which sink

The EMT was also tested for two-phase non-monalitlainostructured materials. Good
agreement was found between calculated and expaiahZd andx for several
nanostructures alloys. Comparison with the sanogalbre-nanostructuring has shown that

ZT can increase 30 — 130% due to nanostructuringealon

This new EMT has a few drawbacks. The article nogistithat while the new formula
accounts for single and multiple-scattering proessthe multiple-scattering processes do not
backtrack. Phonons scattered by the added pardodesot rescattered by the preexisted
particles. Thus, this formula accounts for onlyacfion of all the multiple-scattering events.
In general, the fraction of r-th order scatterimggqesses represented s 1/r! . The second
problem is that lattice specific heaff) and average phonon velocit{f) are dependent on the
phonon frequency, and rigorous computations that require knowleafgghonon

dispersions are needed to solve the equation add fi
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3.2.2 Study 2

T. Kyratsi, E. Hatzikraniotis, M. loannou, D. Y. (g and I. Tsiaoussis used the effective
medium theory in their own study of the amorphoystalline5-K ,BisSe 3 nanocomposite
[13]. Their material was created by ball-millingdacold-pressing into pellets. The EMT they
used was a modification of the one devised by Sodntag.

This formula did not initially match with the expental data of T. Kyratst al. The
components initially taken into account were thestalline phase, the amorphous, and the air
inclusions. Later, the crystalline phase was digigeto nanocrystallites and microcrystallites.
It is known that nanosizing a material leads tongjeain its properties. This switch from a
three-component to a four-component system leadnhtoich better fit between hypothesis and
experiment, as shown in figure 3.2 [13]. Hdgegris the volume fraction of microcrystallites,
fo-cris the volume fraction of the nanocrystallithg, is that of the amorphous phase, &ngl

is that of air inclusions or pores. The dotteddisbow the three-component predictions,
while the solid line is the four-component prediati The spheres are the experimental data.
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Figure 3.2: Experimentally determined Seebeck @uefft (spheres) and theoretical Seebeck

coefficient (lines), vs ball milling time.

This study shows how choice of phases in the mdumhges if an EMT appears valid or not.
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3.2.3 Study 3

P.A. Sharma, J. D. Sugar, and D. L. Medlin stud@bg e; nanoinclusions in an AgSb7e
matrix [17]. The Shre; inclusions formed interconnected networks by pigaiing
preferentially at the grain boundaries and defetthe matrix. According to the effective
medium theoryZT of a composite can’'t become larger than thatsof@mponents, if the
interface effects are neglected. If the heat amdgehcurrents are allowed to move without
crossing grain boundaries, as happens in the ¢asterconnected network of the phases,
then nanostructuring can actually decred8eOne EMT used in this study was proposed by
McLachlanet al, and the other one by Bergman and Levy. Electaodl thermal
conductivities of the material were found thougé tinst EMT, while the latter was used for

finding the Seebeck coefficient.

The volume fractions of the matrix and the inclasiavere estimated by determining
precipitate area fraction, using optical microgmphhe EMT used fitted with the measured
data. This study showed that morphology of theusicns can play a major role in the
effective transport properties. Because the inchsprecipitated at the grain boundaries and
planar defects, they formed an interconnected mitvemd suppressed the beneficial

interfacial effects, thus loweringT.

3.2.4 Study 4 [22]

One study, conducted by G. Hurvital, focused on composite films of Al and Ge. These
were 2000A films deposited on glass slides. In shisly, the EMT by Bergman and Levy
was tested. It describes a two-component systethidrcase, phase M is the metallic phase,
aluminium. Phase | is the insulating phase, whscaimorphous Al-doped germaniuithen

the EMT looks like the following equation:

o
Oeff J\KM

(52

To test the validity of this theory, the researshesed another two EMTSs to find the thermal

Aerr=ay + (@) — ay)

conductivityxes Of their samples, as data was not available. Fetedne is a modified

Bruggeman asymmetric EMT, devised by Everwal, and is
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](1+2a)/(1—a) [Keff_ Ky (1—a)13/(1—)

Kkj— kpm(1-a)

(1—fw )3 = [i
Keff
Here,fy is the metallic volume fraction, aag/a, ais the radius of the dispersed metallic
particlesax is the Kapitza radiusy is defined ask = Rygic;, whereRyq is the boundary
resistance at the interface between the phasemn bbe written as a ratio between heat flux

and the temperature discontinuity across the iaterf

The second EMT used was the GEM equation, crdatddcLachlan. It is somewhat

rewritten in this study:

1 1 1 1
(1 - fM)(JIt - Jetff) fM(UAt/I - O-etff) _
T 1 T3 T =0
(of + Aaetff) (o, + Aaetff)

Electrical resistivity and Seebeck coefficient wareasured experimentally. Experimentally
measured values, and values calculated with the last two EMTs were iiteskinto the
EMT created by Bergman and Levy. This resultedvio predictivea(fy) graphs. They were

compared to experimentalvalues. A good fit was achieved, as seen in fi@uBe
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¢ (Vol. Frac. Al) ¢ (Vol. Frac. Al)

Figure 3.3: Experimental and theoretical Seebeelfictent (here S (UV/K)), vs. volume fraction of

Al (here,¢). Dots are the experimental values, while sohédi are the theoretical curves. Left: curve
made using the Bergman-Levy EMT and the Every ERight: curve made using the Bergman-Levy
EMT and the GEM equation.
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3.2.5 Study 5

Thomas Stoker, Anne Kdhler and Ralf Moos conduatstlidy on a PEDOT (poly(3,4-
ethylenedioxythiphen)) and PSS (poly(4-styreneesidfe) conducting composite [21].
Earlier, it was found that in terms of EMT, the REDPSS composite is better described as a
PEDOT-PSS/PSS composite. PEDOT-PSS complexesgly keonductive, while the PSS
matrix is not. The GEM equation was used to deednitwos changes when the PSS content
increases. The electrical conductivity decreaseh iwcreasing PSS content, until this
component dominated the property. PEDOT:PSS ratiel than 1:6 causes the decrease in
to slow down rapidly and then stop. This resullet that electrical conductivity of this
material has a critical percolation ratio. On o ©f this ratio, conduction is dominated by
the ionic PSS electrolyte. On the other side & thtio, it is dominated by the adjacent highly
conductive PEDOT-PSS particles. Figure 3.4 showsrthasured and the theoretical
calculated with the GEM equation. The percolati@ction of the highly conductive
inclusions is shown in the figure as Theory and data seems to achieve a relativelyg §joo
However, this material has a very |@w, and is therefore only useful for energy harvestin
where only low power densities are needed, whigethiermoelectric device is required to be
bendable.
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1P

Figure 3.4:Experimental (symbols) and theoreritiaé} electrical conductivity of the PEDOT/PSS
composite, vs. normalized PSS contegt (telative to PSR« = 20). The percolation fraction of the

conducting inclusions ig..
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3.2.6 Study 6 [23].

This study by F. Hao, D. Fang and Z. Xu investigdteermal conductivity of aligned Ge
nanowires inside a crystalline Si matrix. Here EAAT was applied not only to the two most
obvious phases, but also to a third one. It iedalhe thermal boundary phase (TBP). Half of
this phase is germanium, and another half is siliés implied, it is the area that consists of
the Si/Ge interfaces, and their immediate surraugeli This phase originates from the
mismatch of group velocities of phonomrg, on different sides of the interface. This misrhatc
leads to strong phonon scattering. The thermal wctngty of this phase is obtained from

molecular dynamics simulations.

The EMT used to predict the effectivavas the modified EMT (MEMT), devised by Nah
al. Since the material is likely anisotropic, two timat conductivities were predicted:

transverse («7) perpendicular to the Ge wires, and longitudinéd, ) along the wires:
K = (1 —Frmar + fxi

ki(1+ a)+ kmaet (1 (1—a)— Kmat)
ki(1+a)+ kmae— f(ki(1-a)— Kmat)

K7 = Kmat

In these equations,is the volume fraction of Ge nanowires, and R«3cmala, WhereRg+kmat
is the Kapitza radius, ardalis related to the cross-section of the wire. Fo Eiiaal. also used

the classical EMT:

KL = fsiksi + feekce + frepKTBP

L _ S, foe, frov
Kt Ksi Kge Krpp

Both models were compared to experimental resagtshown in figure 3.5.
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Figure 3.5: Experimental (MD) and theoretical (MEMIPM) thermal conductivity of a Si/Ge

composite, vs. Ge concentration.

Ky is best predicted by the second model, while MEMiiot even close to a good fit. While
both EMTs take the interface effects, MEMT conssdée interface thickness to be
infinitesimal. This assumption fails when the matieis nanostructured, and the interface

thickness is comparable to the inclusion size.

Kk, is not predicted well by either of the models. fogerestimate it. It could be because the
materials are in the nanoscale, and phonon mearmpéths are much smaller than in bulk

materials. Mean free paths are related toctimethe following manner:
Kk =% Civit

The sum is over all phonon mode€;is a specific heatj is a phonon group velocity, and
is a phonon lifetime. Mean free path of a phondr=igz. It is likely that lattice mismatch at
the boundaries partially causes the failure of blo#ories. To improve the EM%,of each

phase needs to be substituted with the effeativat contains these effects.

3.3 Previous measurements of thermoelectric properties of silicon

Silicon is an important material within the field semiconductor technologies. The material
is easy to handle and its electronic, thermal aadhanical properties are relatively easy to

vary according to need.
34



CHAPTER 3: Previous Research

As shown by many studies that used EMT, porousgogdyalline material can be thought of
as a composite system. The first phase involvélteisilicon crystals. The second phase is the
atmosphere found within the channels, or closedogresh pores that formed during sintering.

Some studies were conducted to find dependendeohbelectric properties on porosity. It
was found that changing the density by just a fevegnt can change the electrical
conductivity by orders of magnitude. Therefore,iagimg close to theoretical value for
density during sintering appears to be very impuartat the same time, higher porosity leads
to lower thermal conductivity. It is especiallyérwhen nanoscale pores are present [13].
Some reports show that nanoporous silicon hasae orders of magnitude smaller than that
of bulk silicon [23]. It occurs because of strom@tsering of phonons at the interface, and
depression of the long-wavelength phonons.
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Chapter 4

The General Experimental Methods

This chapter will describe the experimental methibds will be used in this thesis work. The
principles behind the methods will be explainecchEsubchapter also contains the

advantages and the limitations of each method.

4.1 Preparation of single crystal silicon samples

Six boron-doped silicon wafers were purchased.plae requires comparison between the
thermoelectric properties of single-crystalline grodlycrystalline silicon. The instruments that
measure these properties only accept specific sasges and shapes. Thermal conductivity
instrument has the most inflexible requirementsséimple holders are fit for 8mm x 8mm
square samples, 10mm x 10mm square samples, aoddaar samples with a diameter of
12.7mm. To create single-crystalline samples afail, the wafers are simply cut with a hard,
sharp diamond pen parallel to the crystallographages. It is enough to create a small
scratch. The crack it creates will propagate edbiigugh the thickness of the wafer when
some force is applied to break it. It happens beedle crystal is weaker between
crystallographic planes. It is recommended to hatitkd single-crystalline silicon bits with
tweezers and not one’s fingers — this protectsilien bits from contamination. One can
also use gloves. If the sample is slightly biggemnt L0mm x 20mm or 8mm x 8mm, then it
can be temporarily glued to a rod with those edaoensions, and its extending edges can be

polished away.

4.2 Synthesis of polycrystalline silicon

A polycrystalline sample can be made by crushiadj;rilling a single-crystalline wafer, and
then sintering the powder under pressure and @éwatmperature. Crushing isn't likely to
produce powders with a constant grain size, artihionilling is necessary. The result of
ball-milling is a fine powder. It is best to usenartar and a pestle of agate (9itor

crushing, and a cup and balls of the same maferidlall-milling. This minimizes

contamination of silicon.
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To prepare the powder for sintering, it's cold-pesinto a small cylinder. This cylinder is
then placed inside a sintering machine, wheréh'ated up and subjected to pressure over
many hours. Together, the grains of the powder ladaege surface area, and a large surface
energy. For elemental solids, minimization of the&face free energy is the driving force of
the sintering process [24]. Grains connect to edlcar and in the end of the process, we have
a solid, dense, polycrystalline material. This meéthwhen used to prepare nanocomposite
polycrystalline materials, has some limitations.abbieve good thermoelectric properties
(such as high carrier mobility), total removal lbétoxide layers is necessary. Whenever
organic binder is used under cold-pressing of theder, its removal is also necessary. It is
also challenging to obtain highly dense samples3gitering also has a disadvantage
compared to simply cooling a material from the radltproduces incoherent, rough
interfaces between the grains, which scatter @estmore than coherent, epitaxy-like
interfaces. Despite these drawbacks, the techriigeesome advantages. Powder technology
has low cost, it can be used for mass producti@ntaterial can be shaped into specific
shapes, and anisotropy is eliminated [13]. Alonthwechniques based on spinoidal
decomposition and precipitation, it is much eaarat less costly than epitaxial growth and

thin-film deposition techniques.

If the sintering machine is not available righeaftold-pressing the powder into a cylinder,
it's necessary to somehow shield that cylinder faygen. It is still made of silicon powder
that is loosely held together. Therefore, it hagtsurface area, and will easily be oxidized,
forming a lot of SiQ. A way to protect the silicon powder from oxygeratore it safely
overnight is to use an atmosphere of the inertraggs. Glove bags are made just for that
purpose. One can pump the oxygen out of the glagealnd fill it with argon. Then one can
handle the objects inside the glove bag, whichuihes the fine silicon powder, and it will be
safe from oxygen’s unwanted influence. Inside thg, the powder can be transferred into a
cold-press. The cold-press can be taken out dbdlgeand quickly used to compress the
powder into a cylinder, which is then quickly paside a desiccator. The desiccator, in turn,

will keep the sample in a vacuum.

After sintering, the solid polycrystalline sampteutd be cut and polished into the desired

shape.
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4.3 Density and porosity determination of the polycrystalline silicon sample

Once a sintered polycrystalline sample is madgatssity needs to be measured. To
measure the empty space or air content of the patailine material, two methods can be

employed.

4.3.1 The geometric method of porosity determination

One method of porosity determination is the singdemetrical method. The dimensions of
the sample are measured, and the voluiigecalculated. The massof the sample is also
measured. The density of the sample is found threlig equatiop = m/V. Then one can

look up the density of the single crystal silicpg, The volume of empty space in the sample
is then

m
Vpores =V-—
Psi

And porosity is defined in the following equation:

v,
. _ pores
PorOSIty Vsoliat Vpores

Here,Vsoiiq is the volume of the solid only, whilg,oresis the volume of the pores in the
sample. Together, these two values are equal thsuned volume of the samplg, This is a
very simple, but useful method. However, the acoyd this method is limited, if the sample
has uneven surfaces or geometry. It is also pradtient materials other than silicon are
present. They will have a different density. If egh is present, such a material will affect the

accuracy of the calculations.

4.3.2 The Archimedes method for porosity determination

The second method for measuring porosity is theigretric method, or the Archimedes
method [25]. It has better accuracy, if specifisuasptions are obeyed. It is based on the
Archimedes’s principle: when a body is partiallytotally immersed in fluid, the fluid exerts
an upwards force on the body, which is equal tontbigiht of the fluid that is displaced by the
body.

The sample is first weighed in air, which gives WaéueM,;;. This value can also be

expressed in the equati®fy = Vairpsi, WhereVy is the volume taken up by the solid
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material (expressed &qiq in subchapter 4.3.1), ampd; is the mass density of single-
crystalline material, in this case silicon. Thea gample is hung on a string and weighed
while fully submerged in water, yielding a valMg . It means the downwards force on the
string isF = Myater@. It is also subjected to two more forces: the upWmioyant force, equal
to the weight of displaced watan{-g), and gravity M.i-g). Figure 4.1 helps visualize all the
forces. Since the sample doesn’t move, the sunerical forces is zero. This fact leads to the
following equationM,i-g = My-g + Myater @ It is assumed that the water doesn’t penetrate
into the pores, because they are small. Timyss equal tqVair + Vpored-pw , Wherep,, is the

mass density of water.

Myaterg

myg

Figure 4.1: A schematic representation of the faeting on the porous sample, when it is weighed
in water. The sample is hung on a string, and sufpedein a glass of water. Forces are drawn as

arrows.

Porosity is defined as it was defined for the getnimenethod. From all the equations already
mentioned in the previous paragraph, it is possiblealculate this value:

Mgirpw

Porosity =1 —
orosity (M gir— Mwater)Psi

4.4 Microstructure characterization of the polycrystalline Si sample

The microstructure of the polycrystalline sampld e analyzed using the optical
microscope, the TEM and the SEM.
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4.4.1 Optical microscopy [26]

Reflection optical microscopy is the relevant tyywaen the sample is metallic or
semiconducting. Samples that contain conductioctrelies are opaque to visible light. In such
samples, contrast stems from surface topologyuertd difference in absorption of visible
light. Difference in light absorption is what makée material have color. Viewing the
sample under the optical microscope can sometime=al if the sample has several phases,
and if it contains bigger grains. Techniques ugialgrized light create contrast due to the
difference in orientations of crystalline phases] aan reveal if there is any amorphous glass
phases. It can’t detect an amorphous thin laygtasfs at the surface of a silicon sample,
however, but this layer is expected to form dumteractions with oxygen. Dark-field images

can help view topological details that aren’t réadiscernible in the bright-field setting.

4.4.2 TEM [26]

A TEM is a microscope that uses electrons instéatsdole light waves, and electromagnetic
lenses instead of optical glass lenses. The tlda ef the sample is irradiated with a beam of
high energy (100-400 keV) electrons. They can meegged by applying a high acceleration
voltage to a heated filament. Most of these elestigo right through a sample. The rest of the
electrons are scattered in various ways, and genseaondary signals in the sample. Forward
scattered electrons are used to obtain imagesifirattion patterns of the sample. These
electrons exit the sample and impinge on a flu@meisscreen, which is visible to the viewer.
Images are useful for studying the sample’s micuosiire and defects. A diffraction pattern
can tell us about the crystallographic characiessif the specimen and orientation of the
specimen relative to the electron beam. A TEM aBs®the added function of chemical
analysis: EDS (energy-dispersive spectrometer)EfidS (electron-energy loss

spectrometry).

The function of the TEM that is relevant in thigsls is imaging. It is useful to find grain size
and pore size in the sample. A TEM sample needs teery thin, or else the beam will not go
through it, and no useful image or diffraction pattwill be obtained. The images created by
TEM of thin samples show no depth sensitivity. AM Enage gives us a picture of the
surface, the bottom of the sample, and everythetgéen them. It is a two-dimensional
image. Because of this, finding pore size with TENMght be hard. However, TEM is perfect

for finding grain size. Using bright field of dafield imaging can create contrast due to
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orientation of individual grains. Dark field imagjpicks one diffraction spot, and uses it to
create the image. Only grains with the correcttatiegraphic orientation will appear bright
in the image. A bright field image picks only thenéral diffraction spot, which excludes the

strongly scattered electrons.

A thin sample must be prepared for TEM analysisc&ithe sample is porous, simply
thinning out a sample won’t work. It is likely talf apart. Another route can be used: first, a
relatively thin portion of the material will belgd with glue through its pores, and then the
sample will be thinned out. For thinning out, pbirey paper with small particle sizes can be
used. The last stage of thinning out can be dongskmg an ion milling instrument. It
accelerates atomic ions and sends them at ther adritee thin sample. If the ion beams have
a low incident angle (for example, 5°), then theemal will be removed slowly, without
inducing too much damage. It will also form a widkallow hole through the sample, rather

than a steep deep one.

4.4.3 SEM [26]

SEM, unlike TEM, can’t aid in finding grain sizeytt can instead aid in finding pore size.

The method allows the researcher to obtain imafjfeesurface topography.

A SEM scans a focused electron beam across thdesamgraster pattern. Beam energies are
around 3-30 keV. Samples can be thick, and muaebithan samples required for TEM.

The electron beam hits the surface, and generatasety of response signals, which

originate in a small volume near the surface. Hsponse signals are collected by detectors
surrounding the sample and amplified. Then theaigndisplayed on a monitor. It creates a
three-dimensional image of the surface with depiisgivity. Some of the signals coming

from the sample can be used for EDS, like in TEMwidver, since the signal comes from a

larger volume of material than in TEM, this EDS slo¢ have as good resolution.

To prepare the sample for SEM analysis, it is ugwalvered with a thin layer of conducting

material — carbon. It stops the electrons fromddg up on insulating samples.

4.5 Electric characterization of the Si samples

The following properties are to be measured on Hwtpolycrystalline and the single

crystalline samples: effective resistivity, effeetiHall mobility, carrier concentration,
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Seebeck coefficient and thermal conductivity. Aill \we measured in the temperature range
between 77 K and 650°C, if possible.

Three different setups will be necessary to meaallitbese properties. One setup is for
thermal conductivity, another is for the Seebeddffecient, and the third one is for

everything else.

After the measurements, these properties are geglas graphs, where temperature is the x-
axis. A computer program is used to plot them.

4.5.1 Resistivity, Hall mobility and carrier concentration

The Hall effect can be used to obtain resistivitg)l mobility and carrier concentration
measurements at the same time. This subchaptéiingtiltiescribe the Hall effect. Then it will
describe in simple terms what is measured durirsgetkperimental method, and how the
needed properties are calculated. Then the sulehaji briefly describe the practical setup
for the measurements, and describe the calculasipedfic for that setup. At the end,

advantages and disadvantages of this method wildzeissed.

The Hall effect is observable when a conducting@ans placed in a uniform magnetic field
that is perpendicular to the current direction. €hextric fieldE, is causing the charge
carriers to move in the x-direction. The movingrgjeacarriers are deflected by the magnetic
field with a forceF = qv x B, and collect at one side of the sample. This I¢a@dsbuildup of
charge on one side, which creates an electric Eglavhich is perpendicular to both the

current direction and the magnetic field.

The general expression for resistivity is

= Ex
P~
whereJy is the current density. Resistivity can thus basaeed without applying a magnetic
field. The Hall coefficient, however, depends qraitd is expressed with the following

equation:

RH:

JxBz '
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whereB; is the magnitude of the applied magnetic fieldwdwer, electric fields and current
densities can’t be measured directly. Instead,noeasures currents and voltages between
different contacts on the sample. Thus, resisti&itgl the Hall coefficient can be found.

Findingp andRy aids in finding carrier concentration and mobility

Hall theory states that for low magnetic fields thall coefficientR, is written as:

r(p—b?n)
q(p+bn)?

RH:

Here,r is a scattering factor, lying somewhere betweand 2, but usually assumed to be 1.
b = p/Hp, a ratio between electron and hole mobilities, maddn are hole and electron
concentrations, respectively. This equation wavkenB<<1/u, for p>>n, or whenB<<1/,

for p<<n.
ExperimentallyRy is found through this equation:

Ry = tf vV, Vi)
ByI

Here,t is the sample thickness\4 is a the Hall voltagef(V"1, V"> ,... ...Vg )isa
specific function of all the measured Hall voltagédsch will be described in the next few
paragraphsB; is the magnetic field, ands the current. Resistivity similarly depends oe th
measured voltages and the current. With the cortibmaf these two equationgor n could

be calculated.

The mobility can be found from the Hall coefficiearid the resistivity. There are actually
several carrier mobilities described in literatwed in it is the Hall mobility that is measured

in this master thesis work. It is defined with thowing equation:

L

")

The instrument suitable for all these measuremes¥s the four-contact probe arrangement,
or the Kelvin technique [27]. A sample is connedtefbur electrodes, either by simply
pressing them onto the sample, or by soldering theto the sample. Two electrodes measure

voltage, while the other two supply current.
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There are two variations of the Kelvin techniques four-point collinear probe method and
the van der Pauw method. The latter is the relewaatfor this thesis, but the four-point
collinear probe method deserves a short explandiianing the four-point collinear probe
method, the four electrodes are placed along time $@e, which goes through the center of

the material. The probe spacing is equal betweein pabe.

In the van der Pauw arrangement, contacts areinstxhd of electrodes. The four contacts
are soldered to the sample’s circumference. Thekais often either square or circular. In

theory, a flat sample of any shape can be usddngsas four conditions are met:

The contacts are attached at the circumferendeeasample.
Contacts are sufficiently small.
The thickness of the sample is uniform.

A

The sample is singly connected, meaning it containisolated holes.

When the van der Pauw arrangement is used, it giseso specific equations, which can be
used to find resistivity, Hall mobility and carrieoncentration. The resistivity is calculated

using the following equations:

_ tt Vl—Vz‘l' V3—V4_
Pa =1, @ fal ; ]

_ Tt V5—V6+ V7—V8
pA - In(2) fB [ 41 ]
Pat+ Pg
Pave= 5

Here,p.y¢is the average resistivitfy andfg are geometrical factors, also found through
measured voltages. [27]. So, eight measuremensliaige are needed to find resistivity at

each current and temperature. They are shown umefig.2:
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| <5 I oI®
, QL B8

Figure 4.2: The voltage measurements necessacgltulation of the resistivity of the sample in the

@EE@@E
NI

van der Pauw arrangement [27].

Hall mobility, carrier type and concentration cdsoabe derived from measuring voltages and
currents. However, this time the configurationsdifferent, as seen in figure 4.3. The Hall
voltage is measured in those configurations. Therdirection of the current is reversed, and
voltages are measured again. Then the directitimeafnagnetic field is reversed, without
changing its magnitude. Four more Hall voltagesnaeasured as previously. This way, eight

voltages are measured, which will be caNgd, Vi, ... ... Vs.
i ® —0
1 2 1 2
O ®
4 3 4 3
—® *— L ] T

Figure 4.3: Two of the voltage measurements nacgs$sr calculation of the Hall coefficient in the

van der Pauw arrangement [27]

Two Hall coefficients are then found:
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Ry t f(VH1.VH2,YH3.VH4)
€= B, I

Ry t f(Vys,VHe,VH7,VHS)
D= B, I

Here,B; is the magnetic field,is the thickness(Vyy,... ... Vi4) is a function of those
measured voltages, ahds the current. Average Hall coefficient is:

_ (Ruct Ryp)
Ru-Ave = —

And Hall m0b||lty IS}J. = |RH-AVG|/PAVG-

Often, the instrument allows the temperature tol@ged. Then one can maké&), u(T)
andp(T) (or n(T)) graphs.

Using four contacts instead of two has major achges. If only two electrodes are used,
voltage is measured not only over the semicondgaample itself, but also over a portion of
the current-carrying wire, and the current-carry@ogtacts that connect electrodes to the
sample. Two-point probe method depends on a loaldration. Using four electrodes
eliminates measurement errors due to probe resesi@esistance of the current-carrying
wire), spreading resistance under each electrode@amact resistance between each metal
probe and the semiconducting specimen [28].

Using the van der Pauw arrangement specificallyald@antages, too. The contacts or
electrodes take less space than four collineatrelis, which allows samples to be smaller.
Van der Pauw arrangement also eliminates the reseasure sample widths and distances
between the contacts. There are also some disadyentOne disadvantage is that the finite
contact size introduces errors into the measuresyj2ai.

The main topic of this subchapter - the Hall methbds several advantages. One is that it
provides average values of carrier concentratiahcamnrier mobility for non-uniformly doped
samples. This method also has some disadvantagessddrce of error in resistivity
measurements is carrier injection, from the metatisonductor contacts. This effect is non-
negligible at high currents and leads to enhanoaductivity readings. The second source of
error is pressure-induced band gap narrowing, wimic¢tirn enhances the carrier injection

effect. [28]. It could happen if metal electrodes pressed against the semiconductor sample.
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The third error source is due to temperature grasidhese can happen at high currents,
which will heat up the sample in a non-uniform mamm@and produce thermoelectric voltages.
Uneven temperature can also come from fluctuaiwdnemperature in the room. And last,
but not least, this method is slightly damagingeDa contact with the electrodes, it can

deform the surface or deposit some metal on it.

4.5.2 Thermal conductivity

The method relevant here is the laser flash methdiht sample is heated up with a short
laser pulse fox 1 msec. The heat propagates though the thickri¢se esample, which
causes the other side to become hotter. This chartgenperature is measured as a function
of time, using an infrared detector. The measurenseepeated many times. Thermal
diffusivity a and specific heat, can be determined from these measurements. Thermal

conductivity can then be found through the follogveguation [30,8]:

A(T) = a(T)-a(T)p(T),
wherep(T) is the mass density of the sample.

To measure the thermal diffusivity and the spediat of a sample in the manner described,
a certain type of instrument can be used [30]. feigu4 shows how a Netzsch instrument is
built up. The sample is placed inside a samplearaand inserted into the instrument. Inside
the instrument, the sample can be placed in a vacauan atmosphere of choice. It has a
laser that shines on the sample from below. Thekabecomes hotter on the upper side,
which is detected by the infrared detector abovEhe sample must often be sprayed with
carbon, to avoid back reflection of the laser ligfte signal detected by the detector can be
amplified and sent to the computer for analysisurace surrounds the sample, which can
allow measuring the sample’s properties at varteagperatures.
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Detector
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Sample carrier

Furnace hoist

Electronics

= Laser

Figure 4.4: A cross-section of the Netzsch instminier determination of thermal conductivity [30].

There are several good things about this methast, fiis not destructive. It is a non-contact
method, so no material is deposited on the samaple) the Hall measurements (the carbon
can be washed away). The second advantage ig thaasures thermal diffusivity absolutely,
which means the method needs no calibration tométe it. However, the method still has
2-3 percent inaccuracy, which it comes from fimitése time effects, heat losses, and the

effect of non-uniform heating.

4.5.3 Seebeck coefficient

The Seebeck coefficient of a material is the therexdric voltage that it produces per degree
temperature difference between the ends. But asoned in chapter 1, it is impractical to
determine the Seebeck coefficient directly. To meashe thermoelectric voltage, one needs
contacts, which connect a voltmeter to the sanipépire 1.1 from chapter 1 shows how it is
done. Material A is then the material whose Seeloeefficient we wish to find, while B is

the contact material with a known Seebeck coefiitaig. Material A is subjected to a
temperature gradiedfT by two heaters. These heaters can be programnsedbfect the
sample to a constant temperature difference.
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During one single measurement, the heaters heaathple to a specific temperature, with a
fixed AT between the sides (or ends) of the sample. Thiemthedectric voltage is measured.
Then the temperatures switch sides, although theeeature difference remains the same.
Another measurement of the voltage is taken. Theb&k coefficient of the two

measurements is

(leeasured,ll + |Vmeasured,2|)/2
AT

|aasp| =

The true Seebeck coefficient of the sampleais aag —ag (as is assumed to be negative in

this thesis). The truea will be positive for a p-type material and negatfer an n-type.

If the heaters can be programmed to create diffeesmperatures, then the experiment can

also give usia(T), the temperature dependence of the Seebeck deetffic
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Chapter 5

The Specific Experimental Methods

In this chapter, the actual performed experimerilisoe described. The specific instruments

and chemicals will be mentioned.

5.1 Initial preparation of the samples

It is necessary to produce single silicon crystahgles and polycrystalline silicon with the
same doping concentrations. The samples shoulditadke for measurement of
thermoelectric properties. The polycrystalline sesshould also be suitable for

microstructure characterization.

5.1.1 Preparation of single crystal silicon samples

Single crystal silicon wafers were bought frotip://www.universitywafer.com/The

following information was attached to the batch:

Name Prime Silicon wafers
Diameter 100 mm

Resistivity 0.01 — 0.022cm
Doping p-type, B-doped
Orientation (100)

Thickness 510 — 540 um
Polished 1 side is polished

Table 5.1: Information attached to the batch ofersmfBent. Some information is omitted, as it isn't

relevant to this master thesis (f. ex. batch nunber

To prepare the single crystal samples, a waferonawith a diamond pen into approximately
10mm x 10 mm squares. That is the shape and seeodf the sample holders in the
equipment that measures thermal conductivity. Teeewere used to pick up the silicon bits.
Afterwards, a square sample slightly larger thamm0x10 mm was glued to a metallic rod,

whose end was exactly 10mm x 10 mm. Crystalbone gias used. The edges of the silicon
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sample were ground with the #1200 grinding papeti| the sample fit neatly within the
edges of the metallic rod. The glue was washealff acetone. Then the sample was left on
a piece of paper to dry. The thickness was measuitbd digital micrometer.

5.1.2 Preparation of polycrystalline silicon samples

To prepare the polycrystalline samples, two sigystal wafers were crushed, milled and
sintered, one wafer at a time. In the following fearagraphs, | will describe how each wafer
was handled. For crushing, a mortar and a pestgate, and gloves were used. For ball-
milling, a steel cup and 25 steel balls were uSkile the original plan was to use balls and a
cup of agate, they were not easily available atithe. The settings for the ball-milling
machine were as follows. The time for milling wasedour. Speed was 400 rpm. The
machine was set to mill for five minutes, restdoe minute, and repeat the process until one

hour was over.

After the milling was over, the steel cup contaitieel 25 steel balls and the fine silicon
powder. Because sintering of the powder was to érappe next day, it was placed inside a
glove bag, along with a few other objects: somsugspaper (to protect the glove bag against
sharp metal edges of the steel cup), a cold press apatula. The closed glove bag was

connected to an argon gas source and an air pumepsétup is shown in figure 5.1.:

Birge

source
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Figure 5.1: The setup for using the glove bag. ddid press (1), the steel cup with the silicon pewd
(2), the spatula (3) and an amount of soft papean@ placed inside the plastic bag. The switclcéb)

be turned, to either let argon in, or pump theoair

Argon was let into the bag, and then all gas waspad out. This procedure was repeated

once more. Then the bag was filled with argon agad the glove bag setup was ready.

Inside the glove bag, | took the steel balls ouhefsteel cup, and carefully poured the
remaining powder from the cup into the cold pré@$s cold press was taken out of the bag,
and the powder inside it was pressed with the pressf one ton for a few seconds. The
result was a cylindrical, but very loose samplegakening to fall apart at any moment. It was
put inside a plastic container and then into aadbesor. The desiccator was connected to the
air pump, and evacuated. The sample was kept thietiethe sintering instrument was

available.

Both samples were sintered using the sinteringunstnt Degussa, which was situated in the
Chemistry building. It is unfortunately hard to ¢ the temperature in that machine
exactly. The first sample was planned to be heatenn temperature to 300°C using 25
minutes, then held at 300°C for five minutes, theated to 900°C using 40 minutes, held at
900°C for half an hour, cooled to 300°C using 40utes and then finally cooled to 0°C
using another 20 minutes. However, when temperatasesnear 900°C, we observed that the
sample was barely reduced in volume, which mea¢ishg wasn’'t going too well. We

made a quick decision to change the top temper&tut800°C, and hold it for 90 minutes.

The final plan is summed up in figure 5.2:
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Figure 5.2: The sintering plan for the first sample

The second sample was planned to be heated from teraperature to 300°C using 25
minutes, held at 300°C for 5 minutes, heated tdi1€Qsing 40 minutes, held at 1200°C at
30 minutes, cooled to 300°C using 40 minutes aed fimally cooled to zero using 20
minutes. However, when temperature reached 12008Gaw that the sample wasn’t
reducing in volume well enough, and we changedétengs — top temperature was 1300°C.
The final plan is summarized in figure 5.3.

(13, 759mV) (13,159mV)
1300 1300°c
tP :

30min

HOmin

11 4p/cm? 36 ko/em*

Figure 5.3: The sintering plan for the second samp

After this procedure, this second sample was takeof the sintering instrument. It looked
like a short cylinder. Its top and bottom sideseveolished with #500 grinding paper, which
made them flatter and more even. After grinding,2ample was rinsed in ethanol and left on
a paper to dry.

To be suitable for all the electrical measuremehtscylinder had to be cut into a flat 10mm
x 10mm square. First, the cylinder had to be moldemisome resin, to make cutting easier.
9 g Demotec 33 powder and 6 g Demotec 33 liquicewaixed in a plastic cup and stirred

with a wooden stick. It was quickly poured into filastic shape together with the silicon
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sample. The resin soon became solid. It was talienfdhe plastic shape and top and bottom
were ground with 220# grinding paper, to make tHiatter. Then the resin containing the
sample was placed in a sample holder for the AcotRcutter. It helped to pack the sample
between two pieces of soft brown fabric first pribtected the sample from fracturing under
the pressure from the sample holder. A StruersG&8aw was used. A square was first cut
out of the sample. This square was around 6 mrk,teacit could potentially be cut in two,
and give two 3 mm thick square samples. It wasraglded into a green Demotec 33 resin,
and cut with Accutom-2 as suggested. The resindiga®lved with acetone, which depending
on the size of the resin bit, can take more thanday. The samples were then rinsed in

acetone two more times, and at last, rinsed waprigpanol.

To create a polycrystalline sample for all the #leal measurements, a sample needed to
have uniform thickness and be 10mm x 10mm in d@e&. of the flat square samples was
glued onto a cylinder-shaped metallic piece witlistalbond glue. The metallic piece was
placed inside a ring-shaped holder. The sampleteaspolished with 1000# and 1200#
paper manually. The sample holder described alltsusser to create a uniformly thick

sample. It is shown in figure 5.4:

sample
ring-shaped. Crgs{:albond,
holder glue

metal|ic

c5hnder

Figure 5.4: The ring-like sample holder than alldie user to grind a sample to a uniform thickness,

manually.

Afterwards, the same was done to the other sidleso$quare sample.
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When the sample thickness was fairly uniform, e gle was glued onto the tip of a long
metallic rod. The tip was shaped as a 10mm x 10gumare. The sample was held against the
grinding paper (1000#), until its dimensions werduced to 10mm x 10mm. Then, the
sample was rinsed in acetone and left to dry. $ample was used for Seebeck and thermal

conductivity measurements.

For the rest of the electrical measurements, threessample was modified somewhat. It was
ground down in thickness, until it was about 0.5M200# and 4000# papers were used, as

well as the holder from figure 5.4.

5.2 Measuring the density and porosity of the samples

The sample that was sintered at 1000°C was notilugdfe sample sintered at 1300°C was
used for all the subsequent measurements. Porosigurements were done on this sample
both before and after it was cut into smaller psece

5.2.1 The geometric method

The single crystalline 10mm x 10mm sample was wagland its thickness was measured.

To measure the second polycrystalline sample’sityetise geometric method was used. The
sample was a short cylinder. The sample’s dimessama mass were measured. To measure
the thickness and diameter, a digital micrometes wsed. The mass of the sample was
measured with the Sartorius scale designed for unegsthe weight of small samples
precisely. Then, the sample’s volume and densitgwalculated with these equations:

V= 7frav2tav
_m
P=v
Here,r, is the average radius, is the average thickness, ands the mass.

The same method was later used on a smaller piebessample. It was a polycrystalline
sample, with all sides at right angles. Its volunaes therefore calculated with the equatibn

= 5193, Where thes are the side lengths.
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5.2.2 The Archimedes method

Four polycrystalline samples were used for thishoét The first one, which will be called
sample 1, is the short cylinder created by theesimj method alone. This sample was first
weighed on a regular scale, in air. Ole Bjgrn Karlsame up with a new idea for how to
measure the weight of the sample in water. Thepgstshown in figure 5.5. A glass was
filled with water, and held in room temperature dowhile. Then the water temperatufg |
was measured with several thermometers, as dexisitgter varies with temperature. The
density for watergd) at the specific temperature was looked up in@l{table 6-7 in CRC
Handbook of Chemistry and Physics™"&ition). Density of single crystalline silicops)
was looked up in a database [31]. A small tabléhoee legs was constructed. It also had a
small hook in the middle, from which a sample wolddhung. The sample was tied to a
copper thread. The table was put on the scale. ffreedry sample was hung on the hook, and
the whole construction (a mass which will be caNgtl,;;) was weighed. Later, the glass of
water was brought in from the side. Unfortunatélyas difficult to hold the glass with a
stand and a clamp, as depicted in figure 5.5. &ust®le Bjgrn or | held it, while | noted the
mass on the display. The first appearing mass wiemwdown, because the sample started
quickly soaking up the water and getting heaviéie mass will be signified with the symbol

M+ water.

|V
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Figure 5.5: The setup for the Archimedes methodio&den table (4) is placed on a scale. The sample
(1) is attached to a copper wire (2), which isckteal to thdhook. A glass filled with water (3) is
brought in, held by a stand (7) and a clamp (6§ Weight is read off the display (5).

Because the sample was so big, a lot of wire wad,wshich undoubtedly made a difference
and can’t be neglected. The mass of the copperthatevent underwater was also measured,

in air. This mass will be calledcy w

All the measurements were also repeated with tbmesdler samples, which were created by
cutting the big sample in figure 5.5 into piecelse¥ will be called sample 2, sample 3 and

sample 4 in chapter 6.

After all the measurements, the necessary calonksitvere made. To findyater, the

following equation was deduced from the availaldtad
Muwater = M+water — M+air + Mcyw + Mair — Mcuw if it was measured in water)

All the values in this equation are known, exceptthe last one. The part of the copper wire
that went underwater was not measured in waterntait. To find out what this wire would
weigh in water (a value | will caMc,ww, the Archimedes principle was again used. If the

wire piece is weighed underwater, the forces aatimg create this equation:

Mcuwvg@ = Myg + Mcuwd = Vpuwg + Mcuug

Also, the volume that the underwater wire takessip= Mcy wpcu, Wherenc, is the density

of copper. Using these equations, it's possiblintd that

Mwater = M+water — M+ + Mcyw + Mair — Mcuwif it was measured in water)

— Cuw
= M+water—M+4;r + MCU,W+ Mair — (M_pc Pyt |vlCu,w)
u

— MCu,w
- M+water— M+air + Mair -

Pw

Cu
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5.3 Characterization of microstructure of the polycrystalline samples
5.3.1 The polycrystalline samples under the optical microscope

The polycrystalline sample was observed under fitiea microscope both before and after
cutting it into smaller pieces. To make viewingiegshe samples were polished. Sometimes
grinding paper of up to #4000 was used. Sometimes Hiamond particles were also used.
After that, the samples were taken to the RechertrtMeF3 optical microscope, which is
found in the research park. Pictures were takemgusdx, 20x, 100x and 50x lenses.
Sometimes the Multifocus function was used. It'9@ol that improves blurriness pictures
might have due to height differences in the sanmphdlows the user to take pictures at
various levels, and puts them together. It was pdssible to use the optical microscope to

estimate the depth of holes in the surface of &mepdes, by using the focus screw.

5.3.2 The polycrystalline samples under the scanning electron microscope

Two SEM instruments were used. The first one wa8000. A small piece of the
polycrystalline sample was placed on some condegutty, which was placed on a sample
holder. The sample was not covered with a layeadion. The sample holder was placed

inside the SEM. Pictures were taken at 5 and 1ad¢d¢leration voltage.

The TM3000 SEM was also used to observe a smaeméthe unsuccessful sample, which

was sintered at 1000°C. The piece was not coveittdaxconducting layer of carbon.

The second SEM instrument was used to look atfardiit sample. It was a much better
polished polycrystalline sample. Low vacuum wasdygecause of concerns that the sample
wouldn’t be conductive enough. Several picturessviaken at various magnifications. EDS
was used for qualitative and quantitative elemeatysis.

5.3.3 Transmission electron microscopy of the polycrystalline sample

TEM analysis requires a very thin sample. To preathin polycrystalline silicon sample, a
small flat square was sawed off, using a diamomdasad Accutom-2. Later, the square was
glued to a piece of microscope glass with Crystadbglue, and the glass was glued onto a
piece of metal. The square sample was then plaweer the Ultrasonic Disc Cultter drill.
Some SiC powder and water was put between theathdlithe sample. SiC is the material that
gives the drill the ability to penetrate the sampldreathing mask is important to use during
drilling, to avoid breathing in the powder. Thelldrias switched on for a few seconds. After
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drilling, the glass was separated from the metglikce, and the sample was separated from

the glass. The result was a circular sample, ar@umah in diameter and 1 mm in thickness.

This circular sample was rinsed in acetone, taigatf Crystalbond. Then it was dried on a
heater, to eliminate acetone from the pores. Tmendoop of Hardener G1 and ten drops
Resin G1 were mixed in a Teflon cup. The sampleplased in the mixture, and the cup was
placed on a heater. After a minute, the mixturel&aed and changed color from transparent
yellow to dark red. The excess glue was polisheayawanually, leaving only the small

circular sample, which hopefully soaked up the gitse it was still a liquid.

One side of the sample was glued to a long gldgsdey using Crystalbond glue. The
exposed side was polished with #1200 and #4008lpof paper, plus 1 pm diamond
particles. The sample was detached from the gldssler. A copper ring with a big hole was
glued onto the polished side, using the same G4. dlnis glue needs heat to fulfill its

function as glue. It also needs to spread relatiualformly between the copper ring and the
sample, so application of pressure is necessapreidre, a specific setup was used, shown in
figure 5.6. As shown, pieces of paper surroundstraple at both sides, and a metallic clamp
is pressing the sample at both sides. The clampjaced on the heater, where it is warmed up

to ca. 100°C (around the 2 mark on the heater saat&held there for ten minutes.
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Figure 5.6: The setup for gluing the copper ringhe sample. The figure to the left illustrates the
clamp (1). The sample (4) is surrounded by twogsenf paper (3), and pressed together with the
screw (2) of the clamp. The figure to the righisirates the same clamp, placed on a heater.

After this, the glue was solid. It held the coppeg and the sample together. Paper residue

was manually polished away.

The sample was still ca. 1 mm thick. To thin it a¢oiw around 20 um, the Multiprep

polishing instrument was used. It allows the ueesee how much of the thickness has been
polished away. The plan is to reduce the thickt@d4$0 pum using the 30 pm particle paper,
then reduce it to 60 um using 9 um patrticle pagpen reduce it to 33 um using 3 um particle
paper. At last, the thickness must be reduced tor2@vith 0.5 um paper. The copper ring
side of the sample was glued onto a special sahgbker with CrystalbondTo know how
thick the sample is, its edge was lightly polislaed flattened. It is visible under the optical
microscope and is shown in figure 5.7. The ProgBRasturePro 2.7 program also allows one

to measure how thick an object on the screen is.

Figure 5.7: The polished edge of the TEM sample Opper yellow strip is the copper ring. The

green lowed strip is the sample edge. The samplmisnd 150um thick in this picture.
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The thickness was reduced to 150um with 30um-peupaper, as planned. Then 9um-
particle paper was used. Unfortunately it was gy and polishing away only 5um per 30
minutes, so a brand new one replaced it. Unforaipait was too new, and ground down the
sample to 40um thickness in a matter of second=n Tiie sample was polished with 0.5um
paper for a few seconds. Then the sample was detdobm the Multiprep sample holder,

and held in acetone for a few minutes.

Then it was prepared for ion polishing. The PIP&¢Rion lon Polishing System) instrument
was used. It shoots the sample with argon ions.séhgle was mounted in the sample holder
with its copper ring up. The ion beams were sé&cimbard the sample from both sides, at the
incident angle of 6°.The rotation speed was chésdr@ S5rpm, and the acceleration voltage
for the ions was 5 keV. The option “Double” was s#o, so that both ion beams are off,
when they pass the two clamps that hold the sampgikce. This is to avoid grinding down
the clamps. The camera was held above the sampkeitwvas milled, which helps monitor

the hole-formation. It took five hours and five mias to form a small hole.

The sample was then ready to be inserted into THM.TEM used in this work was the Jeol
JEM-2000EX. This microscope doesn’t allow the usasbtain digital images of the sample
directly. One has to take several photos, devdlemt and then scan them with a regular

scanner.

First, some liquid nitrogen was poured into ceépt This cools the rods around the sample,
which allows them to trap moisture evaporating fribka sample, and preserve a good vacuum
inside the microscope column. It is important teercthe microscope screen with a lid, while
pouring the nitrogen. Then the sample was placedethe sample holder pole, and held in
place with a small ring-like screw. The sample leolpole was inserted into the microscope
column according to the manual. Then some moregetr was poured into the cold trap.
When the pressure inside the column reached tidaGscale on the pressure-meter, the CRT
Intensity screw was used to turn on one of thelaysp The display showed that the
acceleration voltage for electrons was set at 100k red “HT” button was pushed to turn
on the acceleration voltage, which went straight@0kV. Then the voltage was increased to
180kV with the rate of 1kV per 5 seconds. It waanthaised to 200kV with the rate of 1kV
per 15 seconds. The screw that increases thediiiatamperature was slowly turned from

zero to four with the rate of one step per minate] then to six with the rate of half a step per
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minute. The beam was found at low magnificationyasying the brightness and using

diffraction mode.
Then, certain alignments were made:

1. Gun tilt and shift correction. This procedure pils electron beam along the z-axis of
the column.

2. Condenser lens: centering of the condenser apeatuleorrection of the astigmatism
of the lens.

3. The sample was brought into the eucentric heigtt@bbjective lens.

Attempts were made to correct the objective letigmsitism, but it did not work. All this
work took many hours, so the liquid nitrogen waaiagefilled. After that the microscope
was finally ready for observations of the samptebdlight field images were taken. To shut
down the TEM, the filament temperature screw wased to zero, and the acceleration
voltage was decreased back to 100kV. This timeag not necessary to do it slowly. The red
“HT” button was pushed to shut off the acceleratioltage completely. The lid was put back

onto the screen.

The drawer containing the picture slides was opeh@ntained two boxes: one with the
remaining 35 unused photo papers, and one witletbostaining the pictures of the sample.
The two boxes were taken out, and were replacdd/bdyther boxes: one with 50 unused
photo papers, and another completely empty. Thggnadi two boxes were taken to the photo-
developing room. The box with 35 unused papersrefited with 15 extra unused papers.
The 15 pictures of the sample were put in firstedeper liquid for five minutes, rinsed, held
in second developer liquid for 10 minutes, and theld in rinsing liquid for half an hour.
Then they were taken out and left to dry on a paqeaper.

5.4 Electrical characterization of the samples

Electrical characterization was done on both sicgystal silicon and on the polycrystalline
sample.

5.4.1 Measurements of thermal conductivity

Thermal conductivity of the single crystalline sdenwas measured first. The 10mm x 10mm
x 550 um square sample was taken to MiNa-Lab, wiher&letzsch LFA 45KlicroFlash
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instrument is found. It measures thermal diffugiwiith +2-4 % margin of error. The manual
for its use was followed, and is always found amtdible nearby. The sample was sprayed
with carbon, and put into the third sample seateRR&ce sample (Pyroceram) was placed in
the first sample seat. The second sample seatavased with a dummy sample. Program
Netzsch LFA457 was used. The first measurementevas done at 30°C. The next
measurement temperatures were programmed to be 5003C, 150°C, and the following
temperatures with the interval of 50°C, until 6505Ceached. Until 100°C, the temperature
was programmed to increase by 2 K/min. Between @@0fd 650°C, the temperature was
programmed to increase by 3 K/min. Once everythiag set up, the measurements were
commenced, and they took a day. Next day, they fugished, and the sample was taken out.
It was still covered in carbon, so it was cleamedaetone, inside an ultrasonic cleaner. The
data collected overnight were used in the prograsisted calculation of specific heat
capacity, and thermal conductivity. Unfortunateig reference sample and the experimental
sample were covered with different lids. The lidsl ldifferent holes on them. The program

warned of the possibility that calculation of sifiedneat would be less accurate.

The polycrystalline sample later went though thee@rocedure. Its dimensions were
10.5mm x 10.75mm x 2.765mm.

5.4.2 Measurements of effective resistivity, charge carrier concentration and Hall
mobility.

To measure these properties, a Temperature DepeddBifTDH) instrument was used. It is
found in the cleanroom in the MiNa-Lab. It is namedkeShore 7604, and can find all the
properties listed in the title while varying temaemre from 10 K to 350 K [32]. Magnetic
fields it can produce are 1.0 to 1.3 T. It's suialor measuring carrier concentrations
between 10to 10° cmi®, and mobilities between 1 and®k?/Vs. It uses the van der Pauw

four-point probe method.

The single crystalline sample was tested first. ptogedure was done according to the
manual. The first sample was a square piece ddilicen wafer, not used in any other tests. It
was smaller than 10mm x 10mm, and its thickness5#8sim. The sample was placed on the
sample holder rod with some double-sided tape.fdtwethin wires of the rod were soldered
onto the corners of the sample with Indium. Afteldering, each wire was gently pulled with

tweezers, to check if they were firmly attachethi sample. Then resistance between each
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pair was measured. If resistance between a cqréirwas higher than all the others, that pair
was resoldered to the sample, until the resistageeyywhere were approximately the same.
Then the sample holder rod was lowered into theptaechamber. The LakeShore instrument
was then used to test the resistances once metdojmake sure. For actual resistivity,
mobility and carrier concentration measurementsyigiht current needed to be used. There
are certain limits: the voltage must not exceed @wrent must not exceed 20 mA, and the
effect must not be larger than 1 mW. A current@hiA was chosen. Then the sample
chamber was cooled to 10 K. The LakeShore prograsused to program the system to do

this list of tasks:

1. Warm up the sample to 70 K with the heater.

2. Create arv vs.| curve at 70 K. This step does the same as th&taase checks done
two times earlier. It also shows if the behavioolenic or not.

3. Perform the measurements of mobility, carrier dgresid resistivity, as functions of
temperature. It should happen between temperaf@r&sand 340 K. The temperature
step between measurements was chosen to be 10knddreetic field was 10 kG and
-10 kG.

4. Shut down the heater.

After these steps, the sample chamber was warmeal 800 K again, data were saved and
collected, and the sample was taken out and detdobr the thin wires.

The same procedure was done with a polycrystadlameple, except different steps were
programmed. The sample was 10.5cm x 10.75cm, andidkness was 520um. The

following steps were done:

1. Go to temperature 10 K.

2. Create &/ vs.| curve at that temperature.

3. Perform measurements of mobility, carrier densitg gesistivity as functions of
temperature, until 70 K

4. Reach 70 K.

5. Create &/ vs.| curve again.

6. Perform all the measurements again, as in steptB,330 K is reached.
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5.4.3 Measurements of the Seebeck coefficients

The polycrystalline sample was the first one toargd this experiment. It was taken to the
Seebeck instrument in the MiNaLab. The sample Masegd between two thin carbon plates,
which were in turn placed between two copper piethe copper pieces were placed
between glass plates, which were in turn placeddst two heating elements. The setup is

shown in figure 5.8.

Figure 5.8: The Seebeck setup. The sample (6atedlbetween carbon plates (5), copper pieces (4),
glass plates (3) and heating elements (1). Scrgscfew the heating elements together, and held th
sample firmly pressed between them. The wholesstto be placed inside the chamber.

These layers were pressed together and fixed witws. Then they were placed inside a
chamber. It is important to place them in such g that they don’t touch the inner walls of
the chamber too much. The chamber was coveredangtass dome. Air was pumped out for
a few minutes. Then the nitrogen was let in, amdpilimp was turned off. After a minute,
nitrogen flow was set to 0.5 L/min. The heatingmedats were plugged in: one into a regular
socket, another into the UPS. One can check thhthemating elements are on, by checking
that both green lights are blinking. Then the Jolafater cooler was switched on, and the
light blue valve was opened. This allows the caplivater to be cooled with yet another
source of water. It helps avoid overheating, iftaerel of water is not enough. Then the
Seebeck-Resist program was opened. Data were.dutsrsummarized in table 5.2. The
measurements of the Seebeck coefficient are tbat80°C, and to end at 350°C.

Temperature will increase in steps of 50 K, whiakams measurements will be made around
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50°C, then 100°C, 150°C, etc. The sample shouldattaach temperature for 120 minutes,
and the temperature difference between the sidggecfample will be 6 K.

Starting temperature 50°C
Maximum temperature 350°C

Step duration (how long to stay at a specificl20 min.

temperature)
Temperaure step 50K
Temperature difference 6K

Table 5.2: Important data entered into the progi@mmeasurement of the Seebeck coefficient of the

polycrystalline material.

Then the “Run” button was pressed, and the measmsnook a day. After they were done,
two more measurements were attempted. The firstivgasame as the previous, only starting
temperature was 350°C and the maximum temperatased@0°C. The second was also the
same, except starting and maximum temperatureshetine50°C, temperature step was zero,

and the carbon plates were taken out.

The single crystalline silicon sample was alsoei@stith the same instrument. The setup is
identical to the one in figure 5.8, except the oarplates were not used. The sample was so
thin that there were concerns about the accurattyeofiata, in case of carbon use. It was only
550 um thick. The thinness of the sample also niaeleopper pieces touch each other,
which is an undesirable effect. Therefore, thresrlgedentical single crystal silicon samples
were placed between them, for stability. It is oluse many, as the geometry of the sample is

not important [ref20]. Table 5.3 shows the date&esd into the program.
Starting temperature 50°C
Maximum temperature 300°C

Step duration (how long to stay at a specific120 min.

temperature)
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Temperaure step 50K

Temperature difference 6K

Table 5.3: Important data entered into the progi@measurement of the Seebeck coefficient of the

single crystalline material.
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Chapter 6

Results

This chapter will describe the results of all tkperiments from chapter 5.

6.1 Results of the synthesis

The single crystalline sample had the area 10m®@nxm. Its thickness was not uniform.
Measured in three places, it was 0.548 mm, 0.550amidn0.552 mm, making 0.550 mm the

average thickness.

The first sample prepared by sintering a fine pavedesilicon was not solid. It fell apart as
soon as it was taken out of the sintering instrutriBimere was a lot of powder, and some bits

were solid, but they were not good enough to cdt@epare for electric measurements.

The second sintered sample was solid, and didaticgart. It has some metallic shine, unlike
the previous sintered sample. The various sampéeieraut of it were successfully prepared

as well — none broke.

6.2 Density and porosity of the polycrystalline sample

6.2.1 Results of the geometric method

The successful polycrystalline sample was unev&shawn in the tables 6.1 (thickness
measurements) and 6.2 (diameter measurementsitdindard deviations are written with the

symbol s.

Largest thickness found 6.448 mm

Smallest thickness found 5.846 mm

The average value 6.147 mm (s = 0.4257)

Table 6.1: Results of the measurement of the cyiinlsample’s thickness, and their average value.

The thickest and the thinnest parts of the sampleWound, and the average calculated.

Diameters 25.811 mm

25.836 mm
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25.858 mm

25.894 mm

25.760 mm

25.821 mm

The average value 25.830 mm (s = 0.045295)

Table 6.2: Results of the measurements of thedtial sample’s diameter, and their average value.

Measurements of the mass were done right aftesaimple was polished with grinding paper,
which soaks the sample and the grinding paper terwh was also rinsed in ethanol. When

the sample was put on the scale, it showed arouting.6However, the mass on the scale was
decreasing about 0.0001g per second. It couldylikeldue to the fact that the sample soaked
up liquid, and it was evaporating. The sample wagked the next day. The mass of the dry

sample was 6.3435 g, and stable.

The volume was calculated to be 3.221F amd density 1.969 g/cinPorosity was found to
be 15,46%.

Later, this sample was cut into bits, and the ssnathmple was measured. Its sides were
10.75 mm, 10.50 mm and 2.765 mm. Its mass was 9.§6ks density was therefore 1.804
g/cnt, and porosity 22.56%.

6.2.2 Results of the Archimedes method

Several measurements were made during this medinddyill first be summed up in table
6.3, before the results of porosity calculatioshewn. Some properties in the table were
looked up in tables, rather than measured (den$iyater, density of copper and single

crystalline silicon [31]).

Property Symbol  Value Value Value Value
(sample 1) (sample 2) (sample 3) (sample 4)
Weight of Mair 6.3402 g 0.5618 g 0.9242 g 1.1994 g

sample in air
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Temperature of Ty

water

Mass density of py,

water

Mass of (table + M+4;
copper wire +

sample), in air

Apparent mass M+ yater
(table + copper
wire halfway in
water + sample

in water)

Mass density of pcy
copper at room
T

Mass of copper Mcyw
wire that went
underwater (in

air)

Density of pure ps;
single crystal
silicon at 25°C

23.4°C

0.9974456
glent

62.5534 g

59.75 g

8.94 g/cm

0.0264 g

2.329002
glent

21.5°C

0.9978852
glent

55.573 g

55.31 g

8.94 g/cm

0.0106 g

2.329002
glent

Table 6.3: Results of the Archimedes method measemts.

21.5°C

0.9978852
glent

55.934 g

55.47 g

8.94 g/cm

0.0145 g

2.329002
glent

21.5°C

0.9978852
glent

56.216 g

55.64 g

8.94 g/cm

0.0164 g

2.329002
glent

The temperature of the water for sample 1 was medswith four thermometers, which
yielded temperatures 23.2°C, 26.5°C, 23.6°C an8°22.The two of the thermometers
seemed to show temperatures that were either ooiddoo high, so | decided not to trust
them. | picked 23.4°C as the temperature of watkich is (23.2°C + 23.6°C )/2. When
M+ater Was measured for sample 1, the last two decimate fluctuating too much to be
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determined correctly. The number quickly rose tacéy0.02g, which was probably due to

sample soaking up water.

Using the equations constructed in chapter 5, piyross found to be 3.24% for samgdle
8.89% for sample 2, 15.0% for sample 3 and 11.196dmple 4.

6.3 Microstructure of the polycrystalline sample
6.3.1 Results of optical microscopy

Pictures were taken of various samples at diffestages of polishing. All the pictures are of
the polycrystalline sample sintered at 1300°C. fF@g.1 and 6.2 show a sample surface,
which was polished with #1200 and #4000 grindinggraThe upper parts of these figures
show a less polished sample, while the lower srtsv a more polished one. The pictures
show some scratches, which come from the polispingess. They also show what appear to

be holes in the surface.
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Figure 6.1: Sample surfaces of the polycrystaliample, at different stages of polishing. Scal€: 20
pum.
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Figure 6.2: Surfaces of the polycrystalline samateajifferent stages of polishing. Scale: 100

pm.
The hole size is on average 1-2 um in diameternvdeeluced from the pictures alone.

6.3.2 Results of scanning electron microscopy

The first SEM used was the TM3000. It was usedbk lat the successful sample. The image
did appear, but it was somewhat blurry. The sarsgument was used to look at the

unsuccessful sample, but that produced no imagk. at

The sample polished with #1200 and #4000 grindagep was used for the second SEM. It

produced good images. Figure 6.3 shows the polishdédce of the sample.
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——100.0pm——

Figure 6.3: SEM images of the polished surfacénefolycrystalline sample. Upper:
secondary electrons (SE) image; lower: back-s@ttelectrons (BSE) image.

The upper image was created by using the secoetizrtrons (SE), which mainly create
contrast due to topography. The lower image waatedeusing the back-scattered electrons

(BSE), which create a lot of its contrast due féedeénce in atom number.

As in the optical images, holes in the surface seebe present. Figure 6.4 takes a closer

look at the holes.
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Pressure| 5/6/2013 —50.0pm—

Figure 6.4: A SEM image of the surface of the polgtalline sample, created using SE.
The holes are on average around 3um in diametiging from the SEM images.

The SEM was also used to analyze which elementgdlyerystalline sample contained. EDS
was used on many spots on the sample. Most ofrtige bnly the silicon peak showed up.
Sometimes, iron showed up as well, as shown indigbs. The figure shows several peaks,
but the program only recognizes two of them. Theecognized peaks are small. Quantitative
analysis of that spot suggested that it contain@®at% silicon, and 8.95 at% iron.
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Figure 6.5: Qualitative analysis of element conterihe sample, using EDS.

6.3.3 Results of transmission electron microscopy

The images were taken of the edge of the holearsémple (figure 6.6 and 6.7).

Figure 6.6: A bright field image, showing an ardzeve small holes are visible to the left, and large
holes to the right.

76



CHAPTER 6: Results

Figure 6.7: A brightfieldmage, showing an area where bigger holes (middid)bigger grains to tt
left) are visible.

Unfortunately, many images lack a visible scale bad turned out too brig

6.4 Results of electrical characterization
6.4.1 Thermal conductivity

Figure 6.8displays results of thermal conductivity measuretsmienhboth the polycrystallin
and the single crystalline samp Figure 6.displays results of measuremenf thermal
diffusivities. Figure 6.1@hows the specific heat capacities, estimated &W#zsch LFA

457 MicroFlashinstrument.
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—e— polycrystalline Si
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Figure 6.8 Measured thermal conductivities of the polycrifista and the single crystalline-doped

silicon.
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Figure 6.9 Measured thermal diffusivities of the polycry$tad and the single crystalline-doped Si.
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Figure 6.10Estimated specific heats of the polycrystalline #edsingle crystalline -doped silicon.
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6.4.2 Effective resistivity, charge carrier concentration and Hall mobility.

Figure 6.11 shows the resistivities of the polytalfme and the single crystalline samples.
Figure 6.12 shows the Hall mobilities, and figuré¥shows the charge carrier

concentrations. Both samples were classified aygp* conductors by the program.

—a&— polycrystalline Si
—— single crystalline Si
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Figure 6.11: The resistivities of the polycrystadliand the single crystalline silicon samples
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Figure 6.12: The Hall mobilities of the single dafine and the polycrystalline silicon samples.
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Figure 6.13: The carrier concentrations of the pylstalline and the single crystalline silicon
samples.

The properties of the polycrystalline sample waertei@ly measured starting from the
temperature of 10 K. However, between 10 K and Z@ekHall coefficient was changing its
sign, depending on the sign of the magnetic fi€lte V() curves were rather non-linear, as
seen in figure 6.14. Both these factors got betteund 70 K. The Hall coefficient stopped
changing its sign, and the IV-curves got slightlgrelinear.
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Figure 6.14: A typical IV-curve at temperature 10K.

6.4.3 Seebeck coefficient

The Seebeck voltage of the single crystalline sarnsgpplotted in figure 6.15. The
measurement points are rather large, and make dphglook thick. The first minimum and
maximum correspond to measurements at 50°C. Tlmdeninimum and maximum
correspond to measurements at 100°C. Using theomgttoposed in chapter 4, The Seebeck

coefficient vs.T graphs were found (figure 6.16).

m  single crystal Si

0,004

0,002 4

0,000

Seebeck voltage (V)

-0,002

-0,004

T T T T T T 1
20000 40000 60000 80000

o -

Row Numbers

Figure 6.15: Seebeck voltage of single crystaltitieon sample, vs. numbers

81



CHAPTER 6: Results

—=a— single crystal
450 - —e— polycrystalline

400 -
350 -
300 -
250 -

200 +

150 M

T T T T T T
0 100 200 300

Seebeck coefficient (UV/K)

Temperature (C)

Figure 6.16: The Seebeck coefficients of the pgistailine and single crystalline samples.
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Chapter 7

Discussion

In this chapter, results are combined and discudsgabrtant details are emphasized.

7.1 Synthesis of polycrystalline silicon

The rule of thumb is that sintering temperatureaiorelement should be around two thirds of
its melting temperature. For silicon, melting temgtere is 1414C, which would make its
sintering temperature around 943 However, the failure of the sintering synthegid 000C
contradicted the expectations. It is possible thieesng temperature was much higher than
expected, because the fine powder became oxidefedebsintering, and got covered with
silicon dioxide. However, EDS results did not detety oxygen. It did, however, detect a
little iron. It could come from the various polisliand cutting instruments. But it could also

mean that using a steel cup and steel balls féminding introduced contamination.

As predicted by the literature, it was hard to obtadense sample with the sintering
technique[ref4]. The density of the sintered sanmplE. 15-22% lower than of the single

crystalline silicon.

7.2 Density and porosity determination of the polycrystalline Si sample

Results of porosity determination varied widelyeTdeometric method gave larger porosities,
while the Archimedes method gave smaller porositfesne looks at the equations that give
the Archimedes porosity, several factors could b&ing the porosity smaller than expected.
Density of water used in the calculatignsandMater cOuld be too large. Density of silicon

psi could be too smalh,, used in calculations could be too large, if thragerature of water
was incorrectly found to be lower than it was. Dnsf silicon psiwas imagined to be the
density of the solid part of the sample, minusgbees. However, if the sample contains a big
amount of silicon dioxide, the density could beytar The density of silicone dioxide is 2.648

g/cnt, while the density of pure single crystal silider2.329 g/cri

However, none of these things would make as mifdgrehce as the phenomenon of the

samples quickly soaking up water. The fact thatstmaples soak up water can be easily
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observed. When placed on the scale after prolongethct with water, a sample seems to

lose mass. It also seems to gain mass rather guitién weighed in water.

If the difference in porosity is due to the soakupgof water, then the pores must be
extending deep into the sample, most likely coregeaito channels. Superficial pores would
not take up any water that would make such a diffee. If this assumption is right, then it is
also reasonable to assume that when the samplécldygimmersed in water, the water will
enter the channels. Capillary forces would pullaeper into the sample from all its sides,
until it was stopped by the air, trapped in thedifecof the sample. It would have nowhere to
go. However, if the sample is slowly immersed irtewathe water will enter from the bottom
side only, and force out the air from the top sibleus, a smaller calculated porosity could
mean the sample was immersed slower, and highewlatdd porosity could mean the sample

was immersed quicker.

Since EDS didn't detect any oxygen at any spd,utilikely that silicon dioxide is the cause

of the disparity between results of the geometiacal the Archimedes methods.

7.3 Characterization of the microstructure

Both optical and scanning electron microscopy shibtliat a polished flat surface is covered
with small holes. Coupled with the results of pasomeasurements, it indicates that the
sample is most likely porous. There are, of counfiggr possibilities. It is possible the sample
is relatively brittle, and small chunks of matef@l off when the surface is polished.
However, the holes appear not only along the pdis, but also in the middle of otherwise

smooth areas.

The size of the holes in the surface varies. Mamyagew pm in diameter, while others are
smaller. The optical microscopy has shown that gassible to look inside some of these
holes, and estimate the depth. They were often gri2%leep, which helped support the

hypothesis that the pores reach deep into the saamgl perhaps are connected into channels.

Characterization with TEM has shown that the grainke sample tend to exceed the
nanoscale. Many are several um in diameter. Thermmabproduced is therefore not a hybrid
material. Its pores and air inclusions also appeae rather large. The TEM sample also had
many holes in it. It is hard to determine if thésdes are the original pores, formed during

sintering, or formed during the ion milling proceBsoles in the TEM sample represent the
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original pores, it is hard to determine if the sizeen on the TEM pictures are original. lon
milling could have modified the pores and made th&ok bigger. lon milling also tends to
mill away material at the grain boundaries firdtei a grain can eventually fall out, and form

a false pore.

7.4 Thermoelectric properties

7.4.1 Resistivity

Resistivity of the polycrystalline sample is somewhigher than that of the single crystalline
sample. It is an expected result, as conductivity thermoelectric often tends to decrease
with introduction of grain boundaries. Grain bounes, especially incoherent ones, scatter
charge carriers. Another possible reason for tdaaton in conductivity is the introduction
of air-filled pores. Air is a poor electrical coradar.

Both resistivities also decrease with temperatame, become constant somewhere between
260K and 0°C. It is an expected result as welloAl semiconductor is often said to be a
useless conductor. The low temperature impliesvath@rmal energy supplied to the charge
carriers. Very few electrons can jump from the makeband to the conduction band. And at
very low temperatures, the holes can’t even juromfthe acceptor levels created by the
dopant, to the valence band. With increasing teatpeg, charge carriers receive more

thermal energy, and therefore more of them pasdteiin conduction.

7.4.2 Carrier concentration

Carrier concentration of the polycrystalline sampleoughly cut in two, compared to that of
the single crystalline sample. One explanatiohas the energy filtering effect has worked,

and stopped the carriers with lowest energies.

For both, the carrier concentration drops, and #tarts to rise again, at 100K for
polycrystalline and around 150K for single crystadlsample. The rising carrier
concentration was already explained in part 7 Riging temperature gives more energy to
the carriers, and more of them can overcome theggimundary that is stopping them from
participating in conduction.
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7.4.3 Hall mobility

The Hall mobility of the polycrystalline sample wasver than that of the single crystalline
silicon sample. As mentioned in chapter 4, completeoval of oxide layers is necessary for
producing a good polycrystalline thermoelectriotigh the sintering method. However, no
oxygen was detected in the polycrystalline samglEDS, and it is not likely to be the reason

for the reduced mobility.

Another possible reason the mobility has been redlisthe rough, incoherent interfaces
between the grains. It is known that the sintepraress creates such interfaces, and that they
are strong scatterers of electrons.

Another possibility is the presence of amorpholiscsi. Could the ball milling process create
amorphous material in the polycrystalline sampl3].[Some studies indicate that even ball-
milling for 30 minutes can broaden the diffractipgaks of an X-ray diffraction pattern of a
powder sample. That could mean amorphous phaseppearing. Broadening of peaks also
means the grains are becoming smaller. Amorphotsriakis not the easiest material for a

charge carrier to move through.

Both graphs on figure... also increase with tempeeatoefore starting to decline around
225K (-48°C). The temperature-dependence of myglifin be written ag < T', wherer is a
scattering parameter. It takes different valuepedding on scattering mechanisms. It is
possible that the change in the slope oftfiE) graph means scattering mechanism has

changed at that specific temperature.

7.4.4 Thermal conductivity

The thermal conductivity of the polycrystalline gaewas slightly lower than that of the
single crystal sample at almost all temperatutdgsiwith the knowledge that the sample
was porous, and air is a poor thermal conductorth@rother hand, the grains of the
polycrystalline sample were not generally on theasaale, which could have made the
reduction ink less than it could have been. Smaller grains wmédn shorter phonon mean
free path.

Both thermal conductivities are reduced with terapee.
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7.4.5Seebeck coefficient

A positive Seebeck coefficient is expected, asstraples are all made of a p-type
semiconductor. It is also expected that it woulddpger for the polycrystalline material, in
consistency with the carrier concentration measargs However, this is not so. The
Seebeck coefficient of the polycrystalline samplemaller than that of the single crystal
sample. It is possible air inclusions played tipairt. It appears unlikely that air would be
able to produce a useful thermoelectric voltages & poor conductor. It is also possible the
instrument was not able to measure the Seebeckgedtof the single crystal Si correctly.

The sample was, after all, very thin.
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Chapter 8

Conclusion

This work has shown that two thirds of the meltiegiperature was not enough to sinter a
silicon powder into a solid material. However, 1300only 114°C away from the melting
point, achieved that task. The synthesis methdzhlifmilling and sintering induces
surprisingly little oxidation of the silicon, evérboth are not done under vacuum or
specialized inert atmosphere. However, the methddat produce a very dense sample. The
porosity was likely between 15 and 22%. The poresevnost likely interconnected and had
an average diameter of 1-3 um. The grains weredlasimilar size on average, which

means the material can’t be considered a hybrignaof silicon and air-filled pores.

Introduction of polycrystallinity and pores havenmganetative effects on the boron-doped
silicon. The resistivity increased likely both dweintroduction of air inclusions, and due to
increased amount of grain boundaries. The latsgr @écreased carrier mobility as expected.
The carrier concentration was also decreased, lgpdsi the energy-filtering effect.
Surprisingly, the Seebeck coefficient was also eleed. The only positive effect was the

slight reduction in thermal conductivity, likely euo increased phonon scattering.

The effective medium theories are many, and easfafcertain range of criteria. Each
requires good microstructural characterization ather important knowledge about the
material. Most often, the model chosen to desdtieematerial will mean either apparent

failure or success of the EMT.
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Chapter 9

Suggestions for further work

Many things could have been done differently iis thiesis work, to obtain better results.

The polycrystalline material was not a nanocompgos8bme articles suggest ball-milling the
materials for up to 92 hours to achieve nanocrystalder. Perhaps that would have helped

achieve nanocrystallinity, and possibly better ti@electric properties.

Perhaps the material could have been tested foitistaDuring the measurements of
electrical properties, the material was heateddgb temperatures, such as 300°C and 650°C.
It could have changed the grain sizes, allowinggoains to grow at the expense of the small

ones.

Measuring the volume of the sample was challengiagt was very porous and the
Archimedes method yielded many different resultgia& pycnometer could perhaps be a
better choice. One could also synthesize many samwglth the exact same method, and
measure their porosities with the geometric metitaglould give a range of porosities, from
which an average could be found. Perhaps then & moce precise value for porosity could

have been found.

It would have been interesting to see how an EMTld/predict the effective thermoelectric
properties as a function of air inclusion contédmény other studies have done this, and it
shows a good picture of whether an EMT is valis@. An EMT, per definition, is a function
for an effective property, which varies with indlus volume fraction. Thus, it would be a
good study to measure effective thermoelectric @rigs as functions of phase content, ball

milling time and perhaps other synthesis paraméhbatsaffect phase content.
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Appendix

A.1 List of selected symbols

vT
AT
a
Vv
0AB
L7

TAB

Temperature gradient
Temperature difference
Seebeck coefficient

Voltage

Relative Seebeck coefficient, materialand B

Seebeck coefficient of material A

Relative Peltier coefficient, materidlend B

Electric current

Electrical current density

Figure of merit
Electrical conductivity
Thermal conductivity

Power factor

Lattice thermal conductivity
Electric thermal conductivity
Resistivity, or mass density
Charge carrier concentration (n-typsterial)
Charge carrier concentration (p-typsterial)

Charge carrier mobility

Electron mobility

Hole mobility

Hall mobility

Effective carrier mass
Boltzmann’s constant
Lorentz number
Phonon velocity
Phonon mean free path
Specific heat capacity

Scattering parameter
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€ Dielectric constant

& Dielectric constant of the inclusionsphase

Emat Dielectric constant of the matrix phase

fi Volume fraction of phaseor of the inclusions

fe Critical threshold

oi Electrical conductivity of phageor of inclusions
Ki Thermal conductivity of phaser of inclusions
0i Seebeck coefficient of phas@r inclusions

Oeft Effective electrical conductivity

Keff Effective thermal conductivity

Oleff Effective Seebeck coefficient

Ex Electric field in the x-direction

Ry Hall coefficient

B, Magnitude of the magnetic field in thdirection
Mair Weight of sample in air

Tw Temperature of water

Pw Mass density of water

M+ 4ir Mass of (table + copper wire + sample),iin a

M+uater Apparent mass (table + copper wire halfwayater + sample in water)

pcu Mass density of copper at room tenipeea
Mecuw Mass of copper wire that went underwétesir)
psi Density of pure single crystal silicat 25°C
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