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Abstract

This thesis focuses on the construction and application of a ground based radar
for monitoring slowly moving target surfaces such as unstable rock slopes. The
radar is given the name GinSAR (Ground INterferometric Synthetic Aperture
Radar). We first describe situations where usage of this kind of radar technology
is appropriate. Given this situation description, a review of other possible sensors
are given. All sensors are compared with respect to what kind of information
they provide, update frequency, accuracy and limitations. The main identified
disadvantage with the ground radar is found to be rather poor horizontal cross-
range resolution.

The design objectives for GinSAR were therefore specified to include usage of
much longer synthetic aperture than used by existing ground radars. Since it is
difficult to realise a rigid and linear long synthetic aperture where the position of
the radar antennas are known at any time, we instead decided to mount the radar
on a wagon and let it roll on rails. The uncertainties in the radar position when
the wagon is rolling on rails, requires usage of autofocus algorithms. Hence, the
investigation and development of a suitable autofocus algorithm was also specified
as an important target. We also wanted to investigate the possibility of generating
digital elevation models using two receiver antennas vertically aligned.

We describe the working principle of the radar and schematic design of the
electronics. The electronics can be divided into a frequency synthesis and up-
conversion part, a receiver and demodulation part and a digital processor part.
It is shown that repeat-pass interferometric processing requires a very accurate
reference oscillator. High gain parabolic reflector antennas are used for making
it possible to operate the radar on more than 3 kilo-meters range. To suppress
the direct wave from the transmitter- to the receiver-antenna and avoid saturation
of the receiver amplifiers, cylinders of radar absorbing material are mounted on
the antenna rims. Calculations of the signal to noise ratio shows that the chosen
radar design parameters meets the requirement for interferometric processing. The
radar transmits a linear frequency modulated signal which is demodulated in the
receiver, digitised and stored for later post-processing. The bandwidth of the radar
is almost 140 MHz.

The SAR processing is done using an optimal matched filter implemented as a
time-domain correlation operation for each point in the SAR image. By forming
an interferogram between the complex SAR images from the two vertically aligned
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receiver antennas, the vertical position of the image point can be calculated from
the interferogram phase. In this way a digital elevation model is constructed. By
forming an interferogram between two SAR images measured at different times,
the temporal range displacement can be calculated. Both these calculations are
deduced.

To test the radar electronics in isolation we have conducted measurements
where the antennas were disconnected. Instead the transmitter was connected to
the receiver using a 280 meter long coax-cable. Into this cable we added attenuators
of varying value. The measured relationship between the signal to noise ratio and
the phase noise variance, is shown to be in agreement with theory. The system
noise temperature is measured to be 1598 Kelvin, corresponding to a noise factor
of 5.5.

At the start of the construction phase the design with the radar moving on
rails was considered to be too ambitious. The main concern was the the need
for autofocus. As a first configuration we therefore decided to put GinSAR on
a rigid linear guide of less than 3 meters length, and accept a large reduction in
cross-range resolution. With GinSAR in this first configuration, we conducted
measurements on a target area located at 2 kilo-meters range. In the target area
3 reflectors were placed out. One of the reflectors were attached to a solid mast
using a threaded iron. By screwing the reflector complete turns on the threaded
iron the reflector range could be adjusted with sub milli-meter accuracy.

The measured SAR images shows as expected poor cross-range resolution due
to the short synthetic aperture length, but the reflectors can easily be identified.
By conducting repeated SAR images the temporal range displacement of the re-
flectors were calculated. The measured displacements, ideally zero, are small and
can be explained with changes in the state of the atmosphere during the meas-
urement period. The enforced displacement of the adjustable reflector were meas-
ured with approximately 10 % error which can be explained by the measurement
setup. We also calculated a digital elevation model using the interferogram formed
between the SAR images from the two vertically aligned receivers. The calculated
relative altitude between the reflectors are fairly correct compared to accurate
reference data, but other parts of the model has significant errors compared to a
reference map.

Based on the results from these measurements using the short linear guide, we
concluded that the ground radar would benefit significantly if the cross-range res-
olution is improved. We also experienced that the radar was difficult to handle and
vulnerable to wind induced vibrations beacuse of it’s size. We therefore decided
to mount the radar on a wagon and let it roll on rails as in the original design,
but also to use only one receiver antenna and omitting the possibility to generate
digital elevation modells.

In this configuration an autofocus algorithm was required. The development of
a suitable algorithm for a ground radar has been an important part of this thesis.
Initially, the causes of defocus and their effects are discussed and examples are
given. We also discuss necessary assumptions taken by most existing autofocus
algorithms. In most SAR applications the processing is done in the frequency do-
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main taking advantage of the fast Fourier transform algorithm. A majority of the
existing autofocus algorithms assumes SAR processing in the frequency domain.
The review of existing algorithms therefore starts with an short introduction to
frequency domain SAR processing and the connection with autofocus. The main
principle of the phase gradient, weighted least squares and the image contrast
algorithms are given. Their applicability to GinSAR is discussed.

The ideas behind the scatter modelling autofocus algorithm is identified as be-
ing best suited for GinSAR, it can estimate a phase error function of any order, and
it is not inherently connected to frequency domain SAR processing. In its original
form the algorithm is formulated by assuming frequency domain SAR processing
using a relaxation optimising procedure for estimating scatter magnitude, posi-
tion and phase. It is shown how the different algorithm steps can be formulated
if the SAR processing is conducted in the time-domain. In this formulation it is
computationally much more efficient to calculate the SAR image points on a polar
grid instead of the more normal rectangular grid. The accuracy of the algorithm
is depending on the ability to identify all significant scatterers. This is a difficult
task if the image is strongly defocused. We therefore introduce the concept of a
threshold-function to improve the robustness of the algorithm. We also extend the
identification and impulse response subtraction to two dimensions to reduce the
number of false scatter identifications. The final estimation of one common phase
error function combines the estimates from the independent range-arcs using con-
cepts from robust statistics. The estimates from the independent range-arcs that
are very different from the others are rejected.

The algorithm has been evaluated by many simulated examples. It is capable
of etimating the true phase error function with small errors even in difficult cases.
We have also analysed the impact of errors in the estimation of the scatterers
(position and magnitude).

The configuration of the radar that rolls on rails and the measurement site is
described in detail. The position along the rails was measured using a distance
wheel connected to an optical encoder. Since the radar was placed on the roof of a
building, the length of the synthetic aperture was limited to 12 meters. The target
area “Vettakollen” consists of a rather densly vegitated hill where we were able to
find only two openings suitable for mounting reflectors. This hill is geological
stable. Ideally our measurements should therefore indicate zero movement. In
total 175 measurements were conducted during approximately 24 hours.

The SAR magnitude images processed without any autofocus estimation shows
that the reflectivity of the natural terrain is rather low, and that the response of
the reflectors appears blurred indicating significant phase errors. When using our
autofocus algorithm to estimate the phase error functions from all SAR images,
the functions resembles each other. This is as expected since we observe that
the radar wagon sidewise movement on the rails are mostly repeated between the
measurements. When using the estimated phase error functions in a second SAR
processing, the response of the reflectors resembles the theoretical point scatter
impluse response very well.

Interferometric range processing of the reflectors show that changes in the
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propagation speed due to changes in the atmosphere is the main error source for
the interferometric ground SAR. It is shown how the propagation speed is a func-
tion of temperature, pressure and partial water vapour pressure. The sensitivity
of the measured interferometric range as a function of these state variables is cal-
culated. By modelling these state variables the changes in propagation speed can
be compensated. Our efforts to make a model by using available meterological
data were only partly sucessful. Still, we believe this procedure can be successful
if the measurements are taken closer to the radar propagation path and at the
same time as when the radar measurements are conducted.

Using a reflector in the target area that is in a static or known posistion is an
alternative to modelling the atmosphere. The variations in the measured interfer-
ometric range of the reference reflector can be used to calculate the variations in
the propagation speed. In this way very accurate measurements can be achieved.
All error sources that are common between the reference reflector and other scat-
terers are canceled. The only remaining are propagation speed differences because
of slightly different propagation paths and electronic measurement noise. When
using one of our reflectors as a reference, the standard deviation of the measured
interferometric range to the other is less than 1 milli-meter. The main draw-back
using a reference reflector is the practical problem of finding or establishing a ref-
erence reflector in a static or known position. In most situations the whole area
illuminated by the radar is subject to movement. Hence, the most practical solu-
tion is to measure the movement of the reference by other means, optical surveying
or by usage of a geodetic GPS receiver. Of course, such instrumentation adds to
the complexity and cost of the measurement setup.

Our main conclusion is that we have build a functional ground SAR with
improved horizontal cross-range resolution suitable for monitoring slowly moving
surfaces. Since the required long synthetic aperture makes it impractical with a
rigid linear guide, we have instead relied on accurate autofocus as a part of the SAR
processing. We have therefore developed an accurate autofocus algorithm suitable
for a ground SAR with time domain SAR processing. Measurements prove that
the radar can measure surface movements with milli-meter accuracy.



Acknowledgements

During this work I have received valuable help and support from many individuals
and institutions who I would like to thank. In particular:

e My supervisors Svein-Erik Hamran and Trygve Sparr at Norwegian Defence
Research Establishment (FFI)

e Jan Gundersen and Gudmund Havstad at Norwegian Geotechnical Institute
(NGI) for helping me with all mechanical constructions

e Leiv Gelius at NGI for valuable discussions on SAR processing
e Colleges and friends at NGI for proof reading

e NGI which has supported my work financially

Oslo, March 2012
Harald Iwe

11



Chapter 1
Introduction

This thesis deals with ground based radar technology for monitoring slowly mov-
ing targets such as unstable rock slopes, mountain blocks and dams. As a part of
the work a complete functional radar has been built, it has been given the name
"ground interferometric synthetic aperture radar" (GinSAR). The main focus is on
this radar itself, principle of operation, radar design, special properties, propaga-
tion and scattering, signal processing and achievable performance. But to prepare
the reader for the radar technical part, this introduction will start by describing
situations where usage of this kind of radar technology is appropriate. Given this
situation description, a review of other possible kinds of sensors are given includ-
ing principle of operation and an evaluation. Also in this context, we will in more
detail evaluate the ground radar, ie. specify what kind of information the radar
can contribute with, what are the limitations and which properties of the radar
one should try to optimize.
Finally an outline of the rest of the thesis is given in section 1.2.

1.1 Monitoring slowly moving target areas

In many parts of the world there have been land slides that have caused loss of lives
and large damage to human property and infrastructure [2]. There are also a num-
ber of ageing dams which stability has been questioned by construction engineers
[1]. The task to reduce the impact of land slides and avoid dam failures typically
starts with a geotechnical investigation to assess the risk. These investigations
normally include drilling and other subsurface remote sensing investigations such
as refraction seismic, ground penetrating radar (GPR) and resistivity profiling.
Measurements of any surface movements using optical instruments, Global Nav-
igation Satellite Systems (GNSS) receivers and radar (both satellite and ground
based), can help in understanding the problem.

After the initial investigation and risk assessment and after any possible mitig-
ating actions, it is often necessary to monitor the unstable area or construction as
a part of an early warning strategy. Typically there will be some small accelerating

12



1.1. MONITORING SLOWLY MOVING TARGET AREAS 13

movement preceding a slide or failure a few days or hours in advance. Accurate
and reliable detection and measurement of such small accelerating movements are
therefore of high importance in deciding when to start emergency procedures.

As an example we will describe the situation at Aknes, located in Synnylvs-
fjorden, Norway. Figure 1.1.1 shows a photo of the unstable slope and a map of
the area. The unstable part of the slope is marked in red on the photo and in grey
on the map. It covers approximately 1km?, and the amount of unstable mass is
estimated to be more than 40 x 10° m?
vicinity of the unstable area, the danger lays in the tsunami that will be generated
when such huge amount of mass falls into the fjord. In the top of the unstable

. There is no infrastructure in the close

area there is a more than 10 meters deep crack. Extensiometer measurements
show a steady increasing opening of this crack of approximately 20 - 50 milli-
meters annually. The measured movement in the lower area is approximately 5 -
30 milli-meters annually.

Many different approaches have been used in order to understand the geo-
technical processes such as core drilling including core sample analysis, refraction
seismic, georadar and resistivity profiling. The boreholes have been instrumented
with inclinometers and pressure sensors measuring the ground water level. The
surface movement has also been measured by satellite navigation receivers, optical
instruments and ground based radars as described in sections 1.1.1, 1.1.2 and 1.1.3.
For more information on the situation at Aknes including the instrumentation, see
[15].

The main conclusion can be summarised in the following points:

e Some time in the future a part of the unstable area will release and initiate
a land slides, mainly consisting of rocks.

e The movement velocity is a function of position in the slope and season. The
velocity is largest at times with heavy rain and snow melting.

e In the months and weeks before a release it is likely that the slope movement
speed will increase.

e In the hours before a release there will almost certainly be micro seismic
activity (very small earth quakes).

A reliable early warning system requires constant monitoring of the slope speed.
The following sections gives a general introduction to different sensors that can be
used for that task.

1.1.1 Satellite navigation receivers

In a network of geodetic satellite navigation receivers each receiver that is placed
out in the unstable slope will measure the 3 dimensional displacement vector from
one measurement to the next. The achievable accuracy is normally 5 milli-meters
or better relative to one or more reference receivers. For a general introduction
to geodetic measurements using satellite navigation systems, see [89]. Since one
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1.1. MONITORING SLOWLY MOVING TARGET AREAS 15

receiver will measure the movement of only one point, many receivers will be
needed to monitor all parts of an unstable slope. The measured data from each
receiver must somehow be collected before calculation of the displacement vectors
are possible, adding to the complexity of the installation. In north-facing slopes at
high latitudes, satellite visibility may also be a problem. Snow and ice accumulated
on the antennas may disturb the measurements.

In summary, a network of satellite navigation receivers can give accurate meas-
urements of the displacement vector in 3 dimensions but the number of points will
be limited by the number of receivers.

1.1.2 Optical instruments

A laser distance measurement instrument and a theodolite (in combination nor-
mally called a total-station) are able to measure the 3 dimensional position of
reflecting prisms. The range and angular accuracy is claimed to be approximately
3 milli-meters and 2 arc-seconds respectively in benign conditions by several pro-
ducers®. One total-station can measure the position of many prisms within sight.
The need for prisms comes mainly from the theodolite. On ranges up to some
hundred meters laser distance scanners can measure the distance to thousands of
points on a bare rock wall due to its very high cross-range resolution [111].

The accuracy of the distance measurements are limited by uncertainties in the
propagation speed due to changes in the state of the atmosphere. The usable range
will be limited in conditions with reduced optical sight. Since the theodolite has
a given angular accuracy the associated (cross-range) position error will increase
with range. As most optical equipment these instruments including the reflecting
prisms are very sensitive to fog, rain, snow and pollen.

1.1.3 Radars
1.1.3.1 Satellite radars

SEASAT was the first civilian SAR satellite to be launched in 1978 [3]. But the
launch of European ERS-1 satellite in 1991 marks the beginning of continuous SAR
monitoring. At that time sufficient digital processing power had become available
for pure digital SAR processing. Since then satellite based radars using interfer-
ometric processing have demonstrated a capability to measure displacements in
the milli-meter region [36]. After the launch of ERS-1 [8] followed the Japanese
JERS-1 [73] in 1992, ERS-2 in 1995, the Canadian RADARSAT-1 [85] in 1995,
the European ENVISAT [24] in 2002, RADARSAT-2 in 2007, Italian COSMO-
SkyMed [56] in 2007 and the German TerraSAR-X [104] in 2007, just to mention
the most important. There has been a remarkable development in data quality
provided by these satellite SARs during the last two decades.

Since the launch of the ERS-1 in 1991 the recorded data from most of these
satellites are available, and can be processed to find the movement speed during

Topcon Europe B. V. (http://www.topconeurope.com), Leica Geosystems AG.
(http://www.leica-geosystems.com/en/index.htm)
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this period. This possibility of processing historic data from the last two decades
is unique for this sensor.

The main disadvantage is a relative low update frequency. The update period
for one satellite is typically one month. Even if data from many satellites are
available, the period will be some days. The only displacement component that is
measured is the line of sight to the satellite. Typically this is 20 degrees off the
vertical but there are variations. The cross-range resolution for the early satellites
were approximately 20 meters, in spotlight mode TerraSAR-X shall approach 1.5
square-meters [105]. The correlation between measurements (made at different
times) are difficult in vegetated and snow covered areas. Finally, changes in the
state of the atmosphere changes the propagation speed and represents a significant
error source.

1.1.3.2 Ground radars

Since ground based radars using interferometric processing and a synthetic aper-
ture is the subject for this thesis, an extensive description will follow later. In this
summary we will limit to state the main properties.

The sensor has demonstrated a capability to measure displacements as small as
1 milli-meter [6, 78, 4]. The time for one measurement including data processing
is typically 5 - 20 minutes. The horizontal cross-range resolution are given by the
length of the synthetic aperture, the wavelength and the range to the target area.
Longer aperture gives better horizontal cross-range resolution.

The actual true vertical cross-range resolution is given by the vertical size
of the antenna and the wavelength which, when calculated, gives essentially no
practicable vertical cross-range resolution at all. However, the target area and the
radar location is normally such that the radar "looks up into a slope". Seen from
the radar, as the range to the scatterers increases, the vertical cross-range position
of the scatterers increases, too. In this way the vertical cross-range resolution is
given by the range resolution and the slope angle relative to the radar’s line of sight
line. The range resolution is given by the bandwidth of the radar. For GinSAR
the bandwidth is 140 MHz giving a range resolution of approximately 1 meter.

The only velocity movement component that is measured is the line of sight to
the radar. In contrast to the satellite radar, this is normally close to the full velocity
vector. If a resolution cell is vegetated or covered with snow, the measurements
will include changes in the soil water content and snow thickness. Only resolution
cells mainly consisting of rocks and bare mountain will give accurate measurements
of the movement. In steep slopes and high mountain areas there will usually be
a large number of such cells making it possible to produce deformation maps and
not only point-wise measurements.

Changes in the state of the atmosphere will change the propagation speed, and
is a significant error-source in the measurements. The impact increases with the
range to the target area.

As previously said, a long synthetic aperture will give high horizontally cross-
range resolution. But finding a suitable place for a long synthetic aperture might
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be difficult at some sites.

1.1.4 Evaluating ground radars

There are advantages and disadvantages with all sensors described in sections 1.1.1
to 1.1.3. If possible the most reliable and accurate instrumentation would be to
use several of the systems as they are to some extent complementary. As a part
of an early warning system satellite radars are not suited, the update period is
too long. On short ranges laser distance scanners work very well. Both ground
radars and optical instruments measure the position of some target point relative
to the position of the sensor. This can be a problem if it is difficult to find a sensor
placement position which with certainty is know not to be moving, and has a clear
view to the unstable area. GPS receivers do not have this problem. However, it
is required that they are placed out into the unstable area which, in some cases,
can be difficult or dangerous to access. To summarise, the choice of a sensor
configuration must be made by a careful consideration of the local conditions. We
do not make the claim that the ground radar in general is superior.

A major part of this thesis deals with improving properties of the ground radar.
More specifically, decreasing the size of the resolution cells will be an advantage.
By itself higher spatial resolution is an advantage, but it will also increase the area
containing resolution cells that give accurate information on the movement of the
mountain surface. With a given poor resolution, one resolution cell may contain
some part of bare mountain and some part of vegetated soil. The measurements
for this cell can be completely deteriorated by the vegetated part. With higher
resolution, however, one resolution cell may contain only the bare mountain part,
and provide accurate measurements of the movement.

Decreasing the size of the resolution cell can be divided into the different di-
mensions. As stated in section 1.1.3.2 the ground radar has virtually none practical
vertical cross-range resolution. In most situations a high range resolution is suffi-
cient. But vertically cross-range resolution can sometimes resolve ambiguities, and
provides the possibility to construct digital elevation maps (DEM). In an effort
to achieve practical true vertical cross-range resolution we have as a part of this
work, tried to use two receiver antennas mounted on each side of the transmitter
antenna vertically aligned.

The horizontal cross-range resolution is given by the length of the synthetic
aperture and the wavelength. As an example let us assume an aperture length
of L = 2.63 meters and a centre frequency f. = 5790 MHz. At a range R =
2000 meters the horizontal cross-range resolution (half power) becomes 7. = 35
meters. Such large resolution cells has clear disadvantages. These numbers are
taken from GinSAR in the first configuration. The cross-range resolution for the
radar parameters used in [78] (f. = 5850 MHz, L = 1.80 meters) becomes 7., = 51
meters. For the radar parameters in [81] (f. = 9650 MHz, L = 2.00 meters)
rer = 28 meters. To decrease the size of the horizontal cross-range resolution,
we have (in the second GinSAR configuration) made a railway where the radar
is mounted on a wagon. The length of the synthetic aperture can in this case be
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almost as long as the rails. Using rails of length L = 30 meters, the cross-range
resolution will in GinSAR’s case be reduce to r.. = 3 meters.

Most existing ground radars move on a rigid linear guide where the position of
the radar unit is measured accurately along the guide and can be assumed to be
known. Mechanically these designs are rigid, preventing any sidewise motion which
ensures a straight line movement. But constructing and setting up a rigid linear
guide longer than a few meters is impractical. It becomes difficult to maintain the
rigidness.

Since we strongly want a long synthetic aperture we investigate using arrange-
ments such as putting GinSAR on a wagon rolling on rails. In this case the position
of the radar cannot assumed to be exactly known. The rails can very well have
small curves and heaves because of uneven ground support. In addition, wind
gusts may move the antennas, both because of mechanical flexibility in the wagon,
and because the wheels have some freedom to move sideways on the rails. As a
result, the position of the radar antennas is not known with sufficient accuracy.
Our approach has been to develop an autofocus algorithm to estimate the position
of the antennas. To our knowledge using autofocus in a ground radar such as
described is a step in a new direction. Autofocus has successfully been applied in
aircraft and satellite SARs. But these algorithms are not optimal for the ground
SAR. The development and testing of an algorithm optimised for this application
is a major part of this thesis.

1.2 Thesis outline

GinSAR design (chapter 2) A significant part of this work has been to design
and build a radar optimised for monitoring slowly moving targets. In this section
the block schematic design is described, the design choices are given and the prin-
ciple of operation is explained.

Signal processing (chapter 3) First the fundamental SAR processing is out-
lined. It is followed by calculation of digital elevation models (DEM) and interfer-
ometric maps.

Cable measurement tests (chapter 4) We have conducted tests where the
antennas are disconnected and instead the transmitter is connected to the receiver
by a long cable. The purpose is not only to check if the radar functions as intended,
but also to determine the radar performance.

Linear guide measurements (chapter 5) In the first configuration GinSAR
consisted of three antennas vertically aligned, where the transmitter was mounted
in the middle and the two receiver antennas was mounted above and below. The
antenna unit moved on a rather short linear guide. This section describes the
measurement tests conducted in this configuration.
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Introduction to Autofocus (chapter 6) In the second GinSAR configuration
one of the receiver antennas was removed, and the radar unit including the two
remaining antennas was put on a wagon rolling on rails. Because of mechanical
flexibility the sidewise position of the antennas were uncertain and autofocus were
needed as a part of the SAR processing. This section gives a general introduction
to SAR autofocus and evaluates existing autofocus algorithms applicability to

GinSAR.

SMAA with frequency domain SAR processing (chapter 7) The ideas
behind the scatter modelling autofocus algorithm (SMAA) is considered to be best
suited for GinSAR. It can estimate a phase error function of any order, and it is
not inherently connected to frequency domain SAR processing. In this section the
algorithm is described, and the essential steps of the algorithm is identified and
analysed.

SMAA with time domain SAR processing (chapter 8) With the analysis
from chapter 7 as background the SMAA is formulated to be used with time do-
main SAR processing. The algorithm is analysed and tested by many simulations,
and the impact of scatter estimation errors are evaluated.

Radar on rails measurements (chapter 10) First we describe the measure-
ment site and railway setup. Then we continue with autofocus and SAR processing.

The last part is devoted interferometric range measurements.

Conclusion (chapter 11) This final chapter addresses the conclusions.



Chapter 2

GinSAR design

2.1 Review of similar radars

Several ground-based SAR (GB-SAR) have been described in the past. [81] There
are many similarities between these but also some significant differences. In the
following we have tried to summarise the main characteristics and include the
reported applications.

The Linear SAR system (LiSA) (88, 6] is a GB-SAR developed at the Joint
Research Centre of the European Commission. There are many versions of this
system which essentially differs in the frequency band they operate and on the
length of the synthetic aperture. The frequency-bands' are L, C and Ku, the
aperture length is between 1 and 5 meters. It is a step frequency radar using a
vector network analyser as a signal generator and detection circuit. The main
applications are landslides and man-made structures monitoring [51, 7, 21].

The vector network analyser has been used in ground penetrating radars (GPS)
for more than 20 years [49]. It is a very sensitive and accurate laboratory instru-
ment, but it uses relative long time to step through all frequencies and complete
one measurement. A GB-SAR that uses a network analyser must therefore move
very slowly on the aperture, ideally the antenna unit should be in complete stop
when a measurement is taken, and then move to a new position before the next
measurement starts.

The Universitat Politécnica de Catalunya (UPC) in Spain has developed a
GB-SAR using a frequency modulated continues wave (FMCW) signal [4]. By
changing the microwave front-end and antennas the radar may operate in L, C,
X and Ku-band. The whole radar is mounted on a linear guide of length 5.5
meters and includes an optional polar-metric capability. The radar has been used
for monitoring mining induced subsidence [81, 57, 82|. It has also been used

Letter band  Frequency (GHz)

L 1-2
1 S 2-4
¢ 4-8
X 8- 12
Ku 12-18

20
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to analyse measurement artefacts introduced by changing atmospheric conditions
[83].

The University of Sheflield, United Kingdom, has made an experimental GB-
SAR using a network analyser [11]. The main application is to understand better
the microwave backscatter characteristics of vegetation and soils. It is mainly
operated in the X-band, it uses an aperture length of 4 meters and has polar-
metric capabilities.

Zhou, Boerner and Sato has made a GB-SAR designed for ground-truth val-
idation in environmental studies of terrestrial vegetation cover, and especially in
biomass estimation [110]. It is based on a vector network analyser using a fre-
quency band from 400 MHz to 6 GHz and includes polar-metric capabilities. The
antenna unit can be moved up to 20 meters horizontally and 1.5 vertically. The
radar has also been used to find detailed scattering mechanisms and detect de-
formations [35]. In both reported applications the target range was less than 15
meters.

Gamma Remote Sensing, Swiss, has made an interferometric ground-radar de-
signed for monitoring landslides, glaciers and dams using a real aperture antenna[103|.
There are 3 antennas, the transmitter antenna is placed above the 2 receiver an-
tennas. They are all designed as slotted wave-guides approximately 3 meters wide.
The azimuth beam-width (3 dB) is 0.43 degrees. The whole antenna unit is turned
around the vertical to scan the target area. The centre frequency is 17.2 GHz and
the bandwidth is 200 MHz. The usage of FMCW modulation should make it pos-
sible to scan the whole scene in less than a minute enabling the radar to monitor
rapidly moving targets.

The Usikov Institute for Radio-physics and Electronics, Ukraine, has made a
GB-SAR that operates at a centre frequency of 36.5 GHz and has a bandwidth of
450 MHz [59][60]. This radar uses noise modulation and has a synthetic aperture
length of 0.7 meters. The antenna is made as a wave-guide where the position
of a radiating slot is slide along the guide. The radar has been used for indoor
monitoring of ceilings, roofs of big halls and hangars [58|.

The FGAN Research Institute for High Frequency Physics and Radar Tech-
niques and Fraunhofer Institute for Applied Solid State Physics have developed
an experimental radar operating simultaneously at 10, 35, 94 and 220 GHz [28].
It is used in two measurement configurations. In the first configuration the target
object is placed on a turn-table and rotated while the radar is in a fixed position
(inverse SAR). In the second configuration the radar is put on a wagon rolling on
rails. The radar uses FMCW modulation and has a bandwidth of 4 GHz at 94
GHz. It’s main application is to determine the scattering centre distributions of
targets.

The Korean Institute of Geoscience and Mineral Resources and Kangwon Na-
tional University, Korea, have made a GB-SAR using a network analyser [50]. The
radar uses a frequency band from 5.0 - 5.6 GHz and moves on a 5 meters long aper-
ture (wagon on rails). A trihedral corner reflector was placed out at 160 meters
range, and moved some milli-meters towards the radar for each acquisition. When
studying the phase stability of the measurements, it is concluded that applying
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atmospheric corrections to the SAR processing reduces the range error to less than
1 milli-meter.

A somewhat similar evaluation of the atmospheric disturbances on GB-SAR
measurements has also been investigated in [76]. It is concluded that without any
compensation for the changes in the state of the atmosphere, the induced phase
errors can completely mask the actual point-scatter displacements.

There have been conducted a number of measurement campaigns demonstrat-
ing the capability of the GB-SAR to measure slow slopes movements during periods
of months [61][78] and even years [94]. It has also been investigated if the GB-SAR
can be used to monitor the snow depth in mountain areas [62].

Some GB-SARs have been designed to have sufficient vertical cross-range res-
olution for DEM calculation. One possible design where the vertical position of
the aperture can be adjusted is proposed in [80]. A sensitivity analysis is carried
out in [74]. Theoretical expressions for the calculation of elevation given a num-
ber of SAR images acquired from spatially separated apertures, and supporting
measurement results, are given in [75, 77, 86].

The development of SAR started with using aircrafts as a carrier platform
[32]. This development has continued, there are many aircraft SARs reported
in the literature and new sensors keep being designed and constructed [96, 66,
25, 108, 102, 79, 17, 87]. Some of the radars described in these references are
physically small and light sensors that may be carried by unmanned air vehicles
(UAV). There are also a significant interest in using aircraft-SARs for military
reconnaissance and surveillance applications. It is, however, beyond the scope of
this text to give a fair review of all these sensors. Instead we have chosen to state
some general properties as a comparison with the GB-SAR.

As with GB-SARs there are aircraft-SARs that operate in all parts of the mi-
crowave spectrum. They typically transmit short FMCW pulses. Step-frequency
modulation as used by the network analyser, will not work because the radar moves
with high speed. Compared to GB-SAR, aircraft-SARs typically achieve very high
cross-range resolution because the length of the synthetic aperture is much longer.
If the beam pointing direction can be steered, the cross-range resolution becomes
even higher. Since the radar is carried by an aircraft, it is possible to illuminate
large areas in short time. However, continuous monitoring many times each day
for long periods is demanding.

Accurate focusing in the SAR processing is a significant challenge because of
uncertainty in the position of the aircraft for each transmitted pulse. In contrast to
satellite SARs which flies in almost predicable orbits, aircrafts are subject to wind
gusts. One possible mitigating action is to use a navigation system. The most
accurate aircraft navigation systems typically consists of a differential satellite-
navigation receiver tightly integrated with an inertial navigation unit. Such integ-
rated navigation systems are able to estimate the position of the aircraft with an
uncertainty of some centimetres [37]. But accurate SAR focusing requires phase
errors less than a fraction of a wave-length. For repeat pass interferometry the
position-error tolerance is even smaller, [23] specifies 0.25 rad. Hence, usage of
autofocus algorithms are often paramount. For GB-SARs moving on a rigid linear
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guide autofocus is normally not needed. GinSAR in the second configuration will,
however, benefit from autofocus processing.

2.2 Design objectives

The overall design objective has been to develop a radar including post-processing
software capable of measuring sub milli-meter movement of surfaces such as rock
slopes. The radar should be able to operate on relative long ranges such as across
fjords, and it should have high cross range resolution, both vertically and hori-
zontally, even if only poor quality digital elevation maps of the target area are
available.

The requirement for high horizontal cross-range resolution makes a synthetic
aperture in excess of 10 meters necessary. This is practically difficult to achieve
using a rigid linear guide where the radar position is always known. Instead we
decided that the radar should be mounted on a wagon which were rolling on a
pair of rails. Since this construction introduces flexibility in the position of the
antennas, we planned to use autofocus algorithms. As an aid to the autofocus pro-
cedure and to compensate for errors induced by changing atmospheric conditions,
some reflectors could be placed out in the illuminated area at positions known to
be fixed. To achieve vertical cross-range resolution making it possible to construct
DEMs, we decided to make two complete receiver channels, each with its own re-
ceiver antenna. The transmitter and the two receiver antennas should be aligned
vertically with the transmitter antenna in centre.

At the start of the construction phase we felt this design was too ambitious, the
need for autofocus was the main concern. We felt it would be better to start with
a configuration closer to what others had done, and what we evaluated to have
higher chances of being successful. Hence, as a first configuration we decided to put
GinSAR on a rigid linear guide and accept a reduction in cross-range resolution
because of practical limitations in the length of the linear guide. The concept of
using the 3 vertically aligned antennas were kept.

2.3 Schematic design and working principle

Figure 2.3.1 shows a block schematic diagram of the most important parts of the
radar. Note that for simplicity only one receiver channel is shown, both chan-
nels are identical. The basic principle of operation is to transmit a linear fre-
quency sweep pulse where the received reflected and delayed signal is mixed with
the transmitted signal before analogue-to-digital conversion. Since the frequency
sweep pulse duration ¢, is much longer than the propagation delay ¢4, transmis-
sion and reception occur simultaneously. Hence, separate transmitter and receiver
antennas are required. In all following expressions the amplitude factor has been
suppressed for clarity since the vital information is contained in the phase.

The direct-digital-synthesis (DDS) chip generates a t. = 15.358 milli-seconds
linear frequency sweep "chirp" signal from 20 MHz to 160 MHz:
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Figure 2.3.1: Block schematic diagram.
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Spps(t) =cos | Bt + §at (2.3.1)

Here 8 = 27 x 20 x 10° rad/s is the DDS chip starting angular frequency,
a =271 x 9.11 x 10° rad/s? is the angular frequency acceleration and ¢ is running
time in seconds limited to the interval 0 < ¢ < t.. This signal is mixed with the
stable local oscillator signal given by so(t) = cos(wt), where w = 27 x 5700 rad/s.
The mixing is done in a single-side-band (SSB) mixer where the lower side-band
is suppressed. The resulting signal which is amplified and transmitted becomes

sTx(t) = cos ((w + B)t + %aﬁ) (2.3.2)

For a single point scatter the received signal is a time delayed version of the
transmitted signal where the time delay t; is equal to the two-way propagation
time

srx(t) = cos <(w + B)(t —ta) + %a(t - td)2> (2.3.3)

This received signal is mixed with the the local oscillator signal in the mi-
crowave (MW) mixer. The low frequency component output becomes

spr(t) = cos <Bt —(w+B)ta+ %a(t - td)2> (2.3.4)

This signal is again mixed with the signal from the DDS chip in the radio-
frequency (RF) mixer. The low frequency component output is

sapc(t) = cos (atdt - %atft + (w+ ﬂ)td> (2.3.5)
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where t4 < t < t.. The final step is to convert s4pc(¢) into digital form using
an analogue-to-digital converter (ADC). The converted signal is given by

s[n] = cos (atd nAt — %ati + (w+ ,B)td) = cos (wqg nAt + ¢q) (2.3.6)

The sample period is At = 2 micro-seconds and the sample number n is defined
in the range n € [0, N — 1] where N = 7679. After conversion s[n] is stored for
post-processing.

The design parameters t., 8, a, w, At and N are all software programmable
within limits. The choice of pulse length ¢, = 15.358 milli-seconds makes it possible
for the radar to move continuously along the aperture while measuring. If the
speed on the aperture is 0.1 m/s, the movement during one measurement will
be 1.53 milli-meters. This is mostly a sidewise motion (depending on the squint
angle) and generally acceptable. A high speed radar-carrier like an aircraft would
require a much shorter pulse length. The advantage of using such relative long
pulse length is lower frequency on the ADC input signal (equation 2.3.5), lessening
the hardware requirements. In both GinSAR configurations the movement speed
is actually much slower than 0.1 m/s.

The start of a new linear frequency sweep, and a new sequence of N ADC
samples, is initiated by a pulse-edge from the optical encoder mounted on the
same axis as the distance wheel, see figure 2.3.1. In this way measurements are
taken at uniform separated positions along the linear guide.

Both the phase ¢4 and the frequency wy of the cosine argument in equation
2.3.6 are functions of the propagation delay t;. The suppressed amplitude factor
will be proportional to the magnitude of the point scatter. The optimal way to
estimate the amplitude factor is to use the matched filter [97]. It is optimal in the
sense it maximises the signal to noise ratio. More on matched filtering as a part
of the SAR processing follows in section 3.2.

2.4 Hardware design

2.4.1 Signal synthesis and the transmitter chain

Figure 2.4.1 shows the function blocks of the frequency synthesis circuits and the
transmitter chain.

2.4.1.1 Signal synthesis

There are two DDS chips which are designed to work in synchronization, one
generating a cosine- (DDS1) and the other a sine-signal (DDS2). Both chips are
clocked by a very stable oven controlled crystal oscillator (OCXO). The output
digital-to-analogue converters (DAC) inside the DDS chips are clocked at 400
MHz. Due to the inherent sin(z)/z roll-off in DACs and practical limitations in
the design of sharp edge low-pass filters, the highest output frequency at the end
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Figure 2.4.1: Frequency-synthesis.

of the frequency sweep has been programmed to 160 MHz. The lowest frequency
at the beginning of the sweep has been programmed to 20 MHz. The low-pass
filters have their 3 dB attenuation frequency at 195 MHz. The sine- and the cosine
signal paths have been made exactly equal to preserve the magnitude- and phase
balance.

2.4.1.2 Reference oscillator

The oven controlled crystal oscillator (OCXO) is the origin clock source for all
circuits that requires a clock for operation. The phased locked loop (PLL) uses
the OCXO output signal directly to synthesise a stable local oscillator signal at
5700 MHz. The digital signal processor (DSP) and the DDS circuits also uses the
OCXO clock signal directly. The DDS circuit has an integrated PLL that generate
the 400 MHz DDS clock used by the internal DAC. This DDS clock, which is
synchronous to the start of the frequency sweep, is divided down to 500 kHz and
used to trigger the ADCs. In this way all digital signal sequencing, including
ADC sampling, which takes place during one measurement-sweep is completely
deterministic. This is a necessary property of an accurate coherent radar like

GinSAR.

2.4.1.3 Frequency up-conversion

The SSB mixer converts the I and Q (cosine and sinus) quadrant signals from the
two DACs (20 - 160 MHz) into the output frequency band (5720 - 5860 MHz).
The suppression of the local oscillator (LO) carrier (5700 MHz) and the first lower
side-band (5540 - 5680 MHz) is more than 22 dB and 20 dB, respectively, relative
to the first upper side-band. The power amplifier’s output power is very close to
2 Watt (+33 dBmW) for the whole output frequency band.
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Figure 2.4.2: Receiver and demodulator.

Figure 2.4.2 shows the function blocks of one of the two receiver and demodu-
lator chains. The first low noise amplifier (LNA) is connected directly to the
antenna terminal without any intermediate cable. By changing the value of the
coaxial attenuator between the LNAs the signal level entering the second LNA can
be adjusted to avoid saturation. Increasing the attenuation can become necessary
if the antenna side-lobe happens to illuminate a strong closely located scatterer.

The MW mixer is an ordinary double-balanced diode-ring mixer. It does not
reject the image frequency band (5540 - 5680 MHz). Noise and disturbances in
this frequency band will therefore mix directly into the signal band which is a
clear disadvantage. We decided to accept the resulting increase in the noise and
disturbance levels since implementing proper image rejection would significantly
add to the complexity of the design. The MW mixer output is low-pass filtered to
180 MHz bandwidth.

The RF mixer demodulates the received and down-converted signal. It is an
active mixer with a buffer amplifier integrated on the local oscillator (LO) port
which is connected to the output signal from the DDS chip. The advantage is that
the mixer output amplitude is almost insensitive to variations in the DDS signal
amplitude.

As a part of the ADC input circuitry there is a transformer for changing the
DC level to comply with the ADC specified input range. This transformer has the
effect of a high pass filter and reduces the amplitude of low frequency components
generated by closely located scatterers. Hence, closely located scatterers will not
saturate the ADC. Even for long range scatterers generating high frequency com-
ponents at the ADC’s input, the ADC will only saturate if the antenna input is
seriously over-driven. The second LNA will start to compress at a slightly smaller
signal level than the ADC saturation limit. The LNA compression/saturation is
however fairly soft compared to the ADC’s hard clipping.

At the input of the ADC there is a low pass filter (not shown in figure 2.4.2)
which eliminates folding of high frequency components. The ADC sample clocking
is in phase-lock synchronization with the DDS chips signal generation. The ADC
has a resolution of 16 bits and samples the input signal at 500 kHz. The digital
samples are stored in the DSP memory.



28 CHAPTER 2. GINSAR DESIGN

2.4.3 Microprocessor, motor and power supply

The main controlling unit in GinSAR is a general purpose micro-processor system.
It initialises the DSP and receive the data which may be stored in non-volatile
memory. It is also in control of the motor that moves the antenna unit on the
guide or on the rails. As it runs the Linux operating system, the radar can be
controlled remotely if it is connected to a network. The radar also includes a power
supply unit that generates all the needed voltage levels from on external 12 Volt
supply. Figure 2.4.3 shows a schematic diagram of these units.

I DDs
Network Miroc- Freq. synth
| processor |High speed psP

databus
ADC
Receiver
12 Volt
e——— | Power _
] supply Non-volatile
memory

Figure 2.4.3: Microprocessor and power supply.

2.4.4 Antennas

Since the radar is simultaneously transmitting and receiving separate transmit
and receive antennas were used. The antennas were mounted on a light and
rigid aluminium structure. In the first GinSAR configuration the transmitter
antenna was placed in the middle with the two receiver antennas below and above
in line. In the second configuration the two antennas were placed next to each
other horizontally. The separation in all cases was 0.85 meters. All antennas
were standard back-haul telecommunication parabolic dish antennas designed for
operation in the 5800 MHz band with a diameter of 0.60 meters. The specified
gain was 27 dBi. In the first GinSAR configuration the polarisation was vertical, in
the second horizontal. The polarisation could be changed by twisting the antenna
feed horn 90 degrees. It was also possible to adjust the pointing direction both
vertically and horizontally.

To reduce the direct cross-talk from the transmitter antenna to the receiver
antenna, cylinders of radar absorbing material (RAM) were mounted around the
dishes. The cylinders extended approximately 0.5 meters outwards from the dish
rim. The RAM had 28 dB of specified return-loss for normal incident waves at 5800
MHz. The RAM sheets included metal backing. The direct cross-talk suppression
from the transmitter to the receiver antenna has been measured to be better than
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Figure 2.4.4: GinSAR antennas in the first configuration.

90 dB. This was more than sufficient to avoid the direct wave to saturate the
receiver. Indirect measurements indicated that the RAM cylinders reduced the
antenna gain to 25 dBi. Figures 2.4.4 and 2.4.5 show pictures of the antennas in
the two configurations.

2.5 Choice of frequency

The centre frequency of GinSAR is f. = (w + 8 + at./2) /27 = 5790 MHz, corres-
ponding to a wave-length A = ¢/ f. = 51.8 milli-meters where c is the propagation
speed of electro-magnetic waves. It has been chosen as a compromise between at-
tainable accuracy, atmospheric attenuation, ease of construction and radio energy
emission regulations.

Accuracy In a coherent radar system the range accuracy of a point scatterer is
proportional to the phase accuracy of the measurement

- 2.5.1
OR= 5 o0 (2.5.1)

where o and oy are the standard deviation of the range and the phase, re-
spectively. The phase standard deviation oy is related to the signal to noise ratio
SNR
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1
0p = ———o
v N -SNR
where N is number of samples in one measurement. See appendix A for a de-

rivation of equation 2.5.2. The attainable SNR will normally only decrease slowly
with increasing frequency. Consequently, increasing the frequency will improve

(2.5.2)

the range accuracy.

The cross-range accuracy will also improve with increasing frequency. The
broadside cross-range angular diffraction limited resolution (angel between first
zeros) is

c 2c

A¢er = 2arcsin ——

N — 2.5.
Mdf. Mdf. (2:53)

where M is the number of measurements on the aperture and d is the distance
between each measurement.

Atmospheric attenuation In a clear atmosphere the attenuation of electro-
magnetic (EM) waves for frequencies lower than 18 GHz is less than 0.1 dB/km,
two-way [10, pp. 278-279]. It is smallest for the lowest frequencies. In heavy rain
the attenuation can increase many times, and the increase factor is largest for high
frequencies. For frequencies above the Ku-band, heavy rain will also noticeably
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reduce the coherence of the wave due to Rayleigh scattering. At those target
distances the ground-radar typically operates, we may conclude that there is a
small advantage of using a low frequency. But for frequencies lower than 12 GHz
the advantage is almost insignificant.

Ease of construction As the frequency increases the construction becomes
more difficult. The tolerances become smaller, and the amount of available com-
ponents decreases. But for frequencies less than 18 GHz component availability is
not a big issue.

Radio emission regulations The chosen frequency band of GinSAR is within
the one of the ISM bands. These ISM-bands are used for license-free error-tolerant
communications like cord-less phones, local-area computer networks and radio
controlled model aircrafts. The disturbance level is generally higher in the ISM-
bands than in other licensed frequency bands. Choosing a frequency band outside
the ISM-bands will in most nations require an EM-emission license.

2.6 Oscillator stability

In a repeat pass radar interferometry the phase difference between the two meas-
urements is calculated. Normally it is assumed that any change in the measured
phase for a given point scatterer is because of scatterer movement. But any change
in the radar frequency between the two measurements will also generate an inter-
ferometric phase difference, and therefore represents a source of error. This phase
difference can be expressed

2R 2R 4TR 47R
A¢p = 2w <)\71_)\72> :T(fl —f2):TAf (26.1)

where A1 2 and f; o are the wave lengths and frequencies at the time for the
two measurements. The phase and frequency differences can be replaced with the
standard deviation of the same quantities

4R
O¢p =

ptl (2.6.2)

Oscillator long term stability ¢ is normally defined as the relative change in
frequency. It is a dimension-less number usually expressed in parts-per-million
(ppm)

¢= ‘TTf -10° (2.6.3)

Here f is the oscillator’s nominal frequency and oy is the standard deviation
of the frequency measured over some specified time period. By solving equation
2.6.3 for oy and inserting into equation 2.6.2 we get

4R
op=—fC-107° (2.6.4)
¢
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Using the relationship between interferometric phase A¢ and the change in
range AR
c

AR = 2500 (2.6.5)

the standard deviation of the range or becomes

oR = ﬁ% =R(-107¢ (2.6.6)
The oscillator used in GinSAR has a specified long term stability of {( =
0.3 ppm. per year. If we assume R = 3000m the range standard deviation be-
comes oar = 0.9 milli-meters per year. In most applications this is acceptable but
it shows the importance of an accurate oscillator.
In GinSAR the oscillator frequency can also be slightly adjusted by an external
input voltage. Hence, if an order of magnitude more accurate reference oscillator
is available, the frequency drift may be removed by synchronising to the reference.

2.7 Signal to noise ratio

The ability of the radar to accurately measure the magnitude and phase of a
scatterer depends on the signal to noise ratio SNR. The signal power received by
the receiver antenna P, is given by the radar equation [10, pp. 9-11|

A2 o

P, = PGGp e —
T (43 RA

(2.7.1)
where P; is the transmitted power, G; and G, are the transmit and receiver
antenna gains, o is the radar cross-section of a scatterer and R is the range. In
GinSAR G; and G, are equal.
The noise power referred to the receiver antenna terminal is given by [10, pp.
13-16]

P, = kT, Bw (2.7.2)

where k is Boltzmann’s constant, T is the system’s noise temperature and
By is the effective noise bandwidth. Since the receiver signal processing is an
implementation of a matched filter, it is not necessary to estimate By,. The theory
of the matched filter [97] states that the maximum attainable output SNR = P,/ P,
is equal to the ratio of total received energy P,t. to the noise spectral density k7.
In practice the SNR will be reduced by a filter mismatch factor L,,

2
Prte L, = P.G.G, Aot

NR = g fe
SNR =T, (Am)3 RYKT, ™

(2.7.3)

In order to calculate the SNR for GinSAR we need numerical values for all
factors in equation 2.7.3, P, = 2W (section 2.4.1.3), Gy = G, = 316 (section
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2.4.4), X = 51.8 milli-meters (section 2.5), t. = 15.358 milli-seconds (section 2.3).
The filter mismatch factor is estimated to L,, = 0.63 (2 dB).

The o and R-values are target dependent. The radar back-scatterer coefficient
per unit area for natural terrain depends on incidence angle, surface roughness,
vegetation, polarisation and frequency [98]. Here we will use ¢ = 0.025m? and
R = 4km as a challenging example.

The system noise temperature 7 is calculated by

Ty =Ta + To(Np — 1) (2.7.4)

where T4 is the antenna noise temperature, Ty = 290 K is the reference noise
temperature and Ng is the receiver’s noise factor. Since the radar is illuminating
the terrain it is reasonable to assume Ty = Tp. If Np = 5 is used as an estimate,
the system noise temperature becomes T = 1450 K.

Inserting into equation 2.7.3 gives SNR = 12.8. By using equations 2.5.2,
setting N = 1 since the SNR calculated from equation 2.7.3 is for the whole
measurement time t., we find op = 0.28rad. Using equation 2.5.1 the range
standard deviations becomes o = 2.3 milli-meter. Even in this rather difficult
example the range standard deviation o is in most cases still acceptable.

This is the effect of the noise on one single measurement on the aperture
given a single point scatterer. Since we have M measurements on the aperture
available, theory says the standard deviation will be reduced by a factor 1/ VM if
all measurements are added in phase. In practice there will be phase-errors among
the terms and the improvement will be smaller but still important. We therefore
conclude that the GInSAR design has sufficient SNR.



Chapter 3

Signal processing

3.1 System model

Figure 3.1.1 shows the coordinate system where the radar’s position is used as
reference. The origin is taken to be the position of the sledge/wagon on the linear
guide/rails for the first measurement. The z-axis is parallel to the guide and
ideally horizontal. The y- and the z-axis are both perpendicular to the z-axis and
ideally horizontal and vertical, respectively. The w-axis is found by tilting the y-
and z-axes an angle ¢ around the z-axis. The ¢-angle is the pitch angle of the
antenna’s pointing direction.

Figure 3.1.1: Coordinate system.

We will use (Zat, Yats Zat) and (Zar, Yar, Zar) for the position of the transmitter-
and one of the receiver antennas, respectively and we will use (¢, y¢, 2¢) for the
target position.

A linear single scatterer system model of the received signal is then given by

34
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srx(f) = / / / o (@0, or 2) srx(t — ta) day dypdz, (3.11)
Tt JYt vzt

where o (z, yi, 1) is the target area reflectivity function. spx (t) is the trans-
mitted signal and ¢4 is the two way propagation delay.

The integration limits are given by the illuminated area. In a medium with
constant propagation speed ¢, the propagation delay t4 becomes

ta = % <\/('Tt - 'Tat)2 + (yt - yat)2 + (zt - Zat)Z
+ V(@ — 2ar)? + (Y — Yar)? + (2 — zar)2) (3.1.2)

Consequently sgx(t) is also a function of (Zat, Yats Zat) and (Zar, Yar, Zar)-
Since the antennas move on the linear guide/rails the positions of the antennas
(Tats Yats 2zat) and (Tar, Yar, Zar) are functions of time. We will however approxim-
ate that the guide do not move during the measurement-sweep time t., see section
2.4.4. Hence, (Tat, Yat, zat) a0d (Zar, Yar, Zar) become functions of the integer
sweep-number m. The stored measurement-sweep samples are denoted s[n, m]
where n € [0, N — 1] is the ADC sample number and m € [0, M — 1] is the pos-
ition number along the linear guide, the sweep-number. Using equation 2.3.5 the
model for the stored samples becomes

sn,m] = /ij /m /z.tU(iKt, Yt, 2t)

1
X COS (a tqnAt — 5@153 +(w+P) td) dzydyidzy  (3.1.3)

where tg = ta(m, x4, yt, 2t).
The same model applies to the samples stored by the second receiver channel in
the first GinSAR configuration except for a different receiver position (Zar, Yar, Zar)-

3.2 SAR processing

The matched filter [97] is optimal in the sense that it maximizes the signal to
noise ratio. Our approach is to implement the matched filter by correlating the
measured signal §[n, m| with the analytical signal function [31] found from the
system model in equation 3.1.3. We assume only one point scatter located in the

position (Tts, Yrs, Zts)

o (e, Yts 2t) = 6(Tt — Tts, Yt — Ytsy 2t — Zts) (3.2.1)

where §(-) is the spatial Dirac-impulse function.

The analytical signal is defined § = s; + s where s; and sg are defined by
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1
sr|n, m] = cos (()4 tanAt — 5(12&3 + (w+0B) td> (3.2.2)

sgln, m] = sin <a tanAt — %atﬁ +(w+B) td> (3.2.3)

The complex correlation product ¢, (Zts, Yts, 2ts) can now be calculated

N—-1M-1
ol yros 1) = S 3 &l m(ssn, m]+ j sqn, ml) s, m]  (3.2.4)

n=0 m=0

where k[n, m] is a two-dimensional Kaiser window function [47]. In the nu-
merical SAR processing the Kaiser window function argument is set to axg = 5
which reduces the side-lobe level to 36 dB relative to the main lobe at the cost of
less spatial resolution. By repeating the calculation of ¢p(z¢s, Yis, 2ts) for a grid
of uniform distributed target points in a plane defined by the 2- and a w-axis (see
figure 3.1.1) a complex SAR image is produced. We will use the following notation
to denote the correlation product for the grid-points in the xz-w plane

cplk, U] = cp( Xy + kAzy, Y, + 1Aw; cos ¢, Z; — IAw, sin ¢) (3.2.5)

Here k € [0, K — 1] and ! € [0, L — 1] are the target point sample numbers
in the z- and w-dimensions respectively, Az; and Aw; are the associated inter-
point distances and Xy, Y;, Z; are the target area origin coordinates. Normally
calculation of target points outside the xz-w plane is not done because the poor
vertical cross-range resolution.

The SAR magnitude image is found by the absolute value of the correlation
product, |cp[k, {]]. The SAR phase image is found by

B Sm{e (k. 1)}
0(k, 1) arctan { Rele, (k. D)} } (3.2.6)

The time domain SAR processing procedure outlined here is computationally
intensive. For each target position the double sum in equation 3.2.4 must be
evaluated. But using modern computers we have found that the processing time
needed to do the SAR processing this way is in the order of minutes and therefore
acceptable.

Frequency domain processing represents an alternative. A matched filter ap-
proach (Q — k migration) is described in [65] (see appendix D), a tomographic
approach is described in [43] (see appendix C). These procedures utilises the
fast-fourier-transform (FFT) which may give orders of magnitude reduction in
computation time. The main disadvantages are a required interpolation step in
the procedure which will to some degree reduce the accuracy, and constrains in
the radar positioning and target-point grid. In chapter 6 - Autofocus, the impact
of these procedures with respect to autofocus will be discussed.
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3.3 Interferometric processing

Interferometric processing of SAR images is an established technique for both air-
and space-born and ground-based radars [64], [18], [51]. The application is twofold,
to estimate the three-dimensional position of scatterers (generate DEM) and to
estimate temporal range displacement of scatterers (terrain deformation, slope
monitoring). In what follows only the fundamental processing steps are explained.

By definition an interferogram is calculated from two complex SAR images ca
and cp [36]

gaplk, ] = cpalk, 1] cpplk, 1"
lepalk, 1] - sk, 1 - exp j(Lepalk, | — Zepll, 1) (3:3.1)

The phase of the interferogram 6o, is proportional to the difference in propaga-
tion time Aty between the two SAR images:

Oanll, 1] = Zepalk, 1] — Zepplk, 1] = Atglk, ] 2 f mod 27 (3.3.2)

The mod 27 operation gives a wrapping of the phase into [—m, 7] which has
to be unwrapped before further processing. There are many reported unwrapping
algorithms [33]. In this work we have first unwrapped the interferograms relative
to coarse gradients and then manually unwrapped all finer details. The unwrapped
phase is related to the wrapped phase by

Olk, 1) = Oar [k, [] +mlk, 1] 27 (3.3.3)

Here mlk, [] is the integer found by the unwrapping procedure.

3.3.1 Three dimensional scatter positioning

In the horizontal cross-range and radial-range dimensions the synthetic aperture
length and the signal bandwidth determine the resolution. If only one transmitter-
receiver pair is available, however, there is essentially no resolution in the vertical
cross-range dimension. To achieve some vertical cross-range resolution two receiver
antennas placed above and below the transmitter antenna are used. This is the
first GiInSAR configuration, see figure 2.4.4 and the right part of figure 3.1.1.

The interferometric phase of a scatter calculated from the two receiver’'s SAR
images is as described in equation 3.3.2 wrapped into a 27 interval

Oor = 2%(% —m) (3.3.4)

where m is the unknown integer sought by the unwrapping algorithm that bounds
—7 < for < m, and Ar is the range difference defined by

Ar = rps + TRe1 — (P72 + "Re2) = TRal — TRa2 (3.3.5)
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Here rp;, rre1and rreo are the distances from the scatter to the transmitter and
receiver antennas, respectively. Se figure 3.3.1.

@® Ambiguous

Antennas TRz2 scatter
positions
B T Yd o
B \ TRzl Y
Ar
z

Figure 3.3.1: Ambiguous scatterers and distances to the antennas.

Since Ar is defined to be a range difference, holding Ar constant limits the
scatter position to be on a hyperbola. The 3-dimensional scatter position can then
be determined in combination with the range and horizontal cross-range scatter
position.

Solving equation 3.3.4 for Ar gives

Ar =2\ (63 + m> (3.3.6)
27

Hence, a given measurement of 5, limits the scatter to be located on one
of a family of hyperbolas given by the m-value. The associated scatter position
ambiguity cannot be resolved by the radar itself. At practical target ranges the
angle between two neighbouring ambiguous scatter positions can be approximated
by 74 defined to be the angle between their hyperbola asymptotes. See figure 3.3.1.
The angle between one ambiguous scatter position and the y-axis ~,, is related to
Ar by

Oar .
Ar,, =\ (% —+ m) = 2Bsinv,, (3.3.7)
T

Similarly, the angle to the neighbouring ambiguous scatter is related to Ar by

6
ATy = A <% +m+ 1) = 2B sinymi1 (3.3.8)
m

Since the v4-angles are small we approximate siny4 ~ 74. By subtracting equation
3.3.8 from 3.3.7 and arranging we find

A
Yd = Ym — Ym+1 = E (339)

Inserting B = 0.85 meter and A = 51.8 milli-meter into equation 3.3.9 we find
Y4 = 30.5 milli-rad.
If the radar looks up into a slope without any large overhangs, then within the
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same azimuth resolution cell, the scatter elevation angle ~,, must always increase
with increasing scatter range. The scatter separation in range and terrain slope
must be used to determine if the interferometric phase 6 difference between two
neighbour scatterers exceeds 2mw. In most practical situations vy = 30.5 milli-
rad makes it possible to correctly determine the unknown integer m (unwrap the
phase) relative to other scatterers.

The vertical scatter positioning accuracy can be found expressing ~v,, as a
function of 5, using equation 3.3.7 and setting m =0

~ A 927r
Tm ™ 9B o

The vertical scatter positioning variance can therefore be found from the vari-
ance of fa, inserted into equation 3.3.10 and multiplied with the range.

(3.3.10)

There are many pixels in the interferogram which have large uncertainties
in their phase values. A possible approach is to mask out these pixels in the
construction of the DEM and instead calculate the elevation value at their positions
by linear interpolation. We have chosen to identify the pixels with sufficiently
certain phase values by a three part acceptance criteria. Those pixels that do not
meet all three parts are masked out.

First criteria Only pixels with a coherency value larger than 0.8 are accepted.
The coherency value is defined [30]

E {CpA[iv j}C;B[iv ]]}
VE {enali lepalis 1} B {cunli el 1}

The expectation operator E {-} is implemented as the spatial average of all pixels
inside a small circle with the pixel 7, j in centre. In [36], section 4.3 there is given
some support for using spatial averaging instead of ensemble averaging.

peli, j] = (3.3.11)

Second criteria The phase standard deviation of a 7 times 7 pixels (3.5 meters
times 3.5 meters) patch of the interferogram, with the pixel in question in centre,
has to be smaller than /5 radians. The pixels removed by this second criteria
are typically found on both sides next to strong scatterers in the cross range
dimension. We believe the phase of the pixels in these positions are wrong because
of some remaining uncompensated antenna trajectory movement. The zeros in the
magnitude response of the two SAR images are not exactly at the same positions
in the cross-range dimension, giving abrupt phase jumps in the interferogram.

Third criteria The average interferogram is found as the average of 7 sub-
sequent measurements (the nominator in equation 3.3.11). Within this average
only pixels with a magnitude larger than -40 dB relative to the overall maximum
are accepted.
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3.3.2 Temporal range displacement

If we assume constant propagation speed c the range difference between two SAR
images is proportional to the phase of the interferogram

Arlk, 1] = ﬁfﬂ[k, I = %ﬁ[k, 1] (3.3.12)

For equation 3.3.12 to be valid the two SAR images must be calculated from
measurements where the radar antennas follow exactly the same path. In practice
many measurements are taken during a campaign. For all subsequent SAR image
pairs an unique interferogram is calculated. Throughout these interferograms some
scatterers have sufficient high coherence for reliable range displacement estima-
tion. The estimated range displacement of these scatterers is typically reported
as colour-coded dots overloaded a digital elevation map or a photo of the target
area, see [51] as an example.

The variance of the Ar-estimate due to additive noise (equation A.0.1) is found
from the variance of the f-estimate (equation A.0.9)

A2 K
=l =) = 3.1
7ar <47r) NMSNR (8.3.13)

Here k, is a Kaiser windowing weight factor. Using the values for N, M
and ax given above k,, = 1.85. In practice the variance of the Ar-estimate will
be larger. The additional error sources are anomalies in the propagation speed
due to changing atmospheric conditions, temporal changes of the scatterers and
aperture focusing errors. These additional error sources are often dominating the
measurement noise.



Chapter 4
Cable measurements

When doing tests with the complete radar to determine the accuracy, the results
will depend on a number of factors such as internal electronic noise both in the
transmitter and in the receiver, external noise and disturbances picked up by the
receiver antenna, changes in the state of the atmosphere and instabilities in the
positions of the antennas. In an effort to isolate the accuracy of the radar electron-
ics we have conducted measurements where the antennas have been removed, and
the transmitter amplifier has been connected directly to the receiver amplifiers by
a long coaxial cable. The idea was to make a controlled environment without any
free radiation suitable to determine the accuracy of the radar electronics itself.

The length of the coaxial cable was approximately 280 meters, the attenu-
ation was specified to be 0.443 dB/meter for GinSAR’s centre frequency and the
propagation speed factor was 0.81 relative to free space. The total cable atten-
uation was therefore close to L.q, = 124 dB. At the receiver side the signal was
split equally into both receivers, adding an additional L, = 4 dB attenuation
(1 dB excess splitter loss). Since the transmitted power was P, = +33 dBmW
(2 Watt), the signal power entering the receiver amplifier should therefore be
P, = —95 dBmW (0.316 x 10712 Watt). This estimate was confirmed by direct
measurements using a spectrum analyser. To avoid cross-talk between different
cable sections the cable was rolled out on the ground outdoors with more than
2 meter separation at all points. In total 721 measurement-sweeps were recorded
during a period of 155 seconds giving 4.7 measurements per second. The down-
converted and digitised data were processed by the matched filter as described in
section 3.2.

Magnitude Figure 4.0.1 shows the normalised magnitude of the response.

The range is scaled as if the propagation was in free air. Three curves are actu-
ally shown though almost identical. The middle red curve shows the measurement-
sweep which is closest (in the mean square sense) to the average of all sweeps. The
upper and lower blue curves shows the maximum and minimum response values
for each range point. As can be seen the variation through all 721 measurement-
sweeps were small. The recorded raw signals were not multiplied with any window-

41
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function prior to the matched-filter processing.

Figure 4.0.2 shows the same measured normalised magnitude response as in
figure 4.0.1 (red curve) and the theoretical response (blue curve) we would have
had if there were no disturbances and noise.

The range between the first two minima for the real measurement response is
approximately 2.27 meters, corresponding to an effective bandwidth of 132 MHz.
The corresponding numbers for the theoretical response are 2.14 meters and 140
MHz. The deviation from the theoretical response is mainly due to declining
transmitter power with increasing frequencies because of the inherent DDS output
response (zero order hold) and subsequent low-pass filter roll-off.

Phase The accuracy of an interferometric SAR is determined by the system
phase noise. In order to estimate the phase noise generated by the radar hardware
itself we have used the phase value for all 721 measurement-sweeps at the maximum
of the magnitude response, R = 173.2 meters. The ideal response would be a
constant phase for all measurements. The red curve in Figure 4.0.3 shows an
example of the measured phase value as a function of measurement-sweep number.
The blue curve shows the filtered low frequency drift.

As can be seen, there has been a rather large unexpected low frequency drift
in these phase measurements in addition to the expected high frequency noise.
We believe this drift can be explained by thermal expansion of the cable. A phase
change of 0.09 rad as shown corresponds to only 0.16 C degrees temperature change
of the 280 meter cable-centre copper conductor!. Such small temperature changes
can very well occur within 155 seconds considering that the cable was laying on the
ground outdoor exposed to wind, sunshine and shadow. Additionally the electro-
magnetic power injected into the cable by the transmitter amplifier will mainly be
converted to heat. And there will also be some direct heat conduction from the
amplifier to the connected cable end.

In an effort to remove the contribution from thermal expansion and to be able
to estimate the high frequency electronic noise magnitude, the calculated phase
values were high-pass filtered. We used a finite impulse response (FIR) filter with
64 coefficients and a corner frequency of 0.28 Hz. In effect the blue curve in figure
4.0.3 has been subtracted from the red. The filter parameters were chosen as far
as possible to keep the high frequency noise but at the same time remove low
frequency drift. The resulting high frequency filtered phase is shown in figure
4.0.4. Because of FIR filtering end-effects, 32 samples have been removed in both
ends .

The phase noise standard deviation in this figure is oy = 2.8 x 1072 rad,
corresponding to 0.012 milli-meters in range. By adding coaxial attenuators to
the cable we were effectively reducing the signal-to-noise-ratio (SNR). The phase
noise standard deviation oy is related to the SNR by

1
VN -SNR

LCopper has a linear thermal expansion coefficient of 16.8 - 10~6 %

00 = (4.0.1)
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Added Raw data SNR Raw oy [rad] SNR SNR
attenuation SNR data Calculated relative
L relative from oy reduction
reduction
0dB 13.7002 0.0 dB 0.0028 16.9353 0.0 dB
10 dB 1.3319 10.1 dB 0.0087 1.7165 9.9 dB
20 dB 0.1408 19.9 dB 0.0267 0.1862 19.6 dB
28 dB 0.0231 27.7 dB 0.0708 0.0269 28.0 dB
35 dB 0.0071 32.9dB 0.1410 0.0067 34.0 dB
40 dB 0.0030 36.7 dB 0.2669 0.0018 39.6 dB

Table 4.0.1: Cable measurement results.

where N = 7679 is the number of samples in one trace. Equation 4.0.1 is derived
in appendix A. By calculating oy from the measurements such as shown in figure
4.0.4 the corresponding SNR is found from equation 4.0.1.

The SNR can also be calculated from the raw data directly. If there are M
measurements available, each with N samples (si,[n], n € [1, N], m € [1, M]),
the noise power can be estimated by

1 N
P, =+ ; var (s, [n]) (4.0.2)

The variance is calculated between the M measurements for each sample n.
The signal power can be estimated by

| | M 2 P,
P, = N n; (Mmzl sm[n]> N (4.0.3)

Table 4.0.1 summarizes the measurement results. The first column shows the
extra attenuation added to the cable. Column 2 and 3 show the SNR calculated
from raw measurement data and the corresponding SNR reduction (in dB) relative
to the first measurement where no attenuation was added. Column 4 shows the
phase noise standard deviation gy. Column 5 shows the SNR calculated from oy
using equation 4.0.1. Column 6 shows the relative reduction in SNR (in dB) of
column 5.

For 10, 20 and 28 dB added attenuations the calculated relative reductions
in SNR of the raw data are almost equal to the added attenuations. For 35 and
40 dB added attenuations, it is lower than expected. This can be explained by
the calculated signal power being too high because the noise due to the thermal
expansion is correlated between the measurements.

The SNR calculated from oy corresponds rather well with all the added atten-
uation values. Since oy and the corresponding SNR is calculated from high-pass
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Added Received power SNR System noise
attenuation L, P, Calculated from temperature T
g9
0dB -95 dBmW 16.9353 1708 K
10 dB -105 dBmW 1.7165 1685 K
20 dB -115 dBmW 0.1862 1553 K
28 dB -123 dBmW 0.0269 1705 K
35 dB -130 dBmW 0.0067 1368 K
40 dB -135 dBmW 0.0018 1571 K

Table 4.0.2: Calculated system noise temperature.

filtered phase measurements, the effect of the correlated thermal noise is removed.
When comparing the SNR calculated from the raw data and from oy, the later is
larger for added attenuation values except 35 and 40 dB. Ideally these two SNR
calculations should be equal. In practice this is difficult to achieve because the
SNR calculated from oy depends on the corner-frequency used in the high-pass
filtering. Since the frequency spectrum for the phase noise and thermal expan-
sion noise partly overlap, there is no perfect corner frequency. In general a higher
corner frequency removes more of the total noise and gives higher SNR.

The received signal level P, can be calculated as a function of added attenuation
La:

P. =P — Leay — Lsplit — Laut [dB] (404)

The calculated P, values and the associated SNR values calculated from oy
in table 4.0.1 can be inserted into equation 2.7.3 and solved for the system noise
temperature T

The mean system noise temperature 7, = 1598 K indicating a noise figure
Np = 5.5. This is close to the estimate used in section 2.7. These cable measure-
ments therefore confirm the calculations in that section.
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Chapter 5

Linear guide measurements

5.1 Measurement description

Using GinSAR in the first configuration we have conducted measurements where
the range from the radar to the target area was close to 2 km. The radar was
placed on an open field in the bottom of a valley illuminating the top part of an
alpine skiing slope. Three reflectors were set out in the target area , see table
5.1.1.

Reflector 1 was attached to a snow-cannon pipe using a threaded iron that poin-
ted towards the radar. By screwing the reflector complete turns on the threaded
iron the range could be adjusted with sub milli-meter accuracy. One complete
turn corresponded to 1.75 milli-meters. Reflector 2 and 3 were of identical con-
struction and they were not intentionally moved during the measurements. The
stated radar cross sections (RCS) in table 5.1.1 are the theoretical maxima for the
constructions and dimensions. The relative accuracy of the reflector positions is
approximately 1 meters.

Totally 18 measurements were conducted. The first 4 measurements were con-

Refl. No.  RCS Altitude Range Cross- Construction
[m? [m] position range
[m)] position
[m]
1 826 287 1922 -9 Flat plate reflector,
adjustable

2 104 296 1973 -24 Dihedral corner

reflector, fixed
3 104 298 1983 -18 Dihedral corner

reflector, fixed

Table 5.1.1: Reflector position and construction used in target area.
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ducted before the reflectors were set out. The next 7 measurements were conducted
with all reflectors in their initial constant positions. Before the last 7 measure-
ments reflector 1 was adjusted 14 milli-meter towards the radar (8 complete turns).
All measurements were conducted during a 12 hour period.

The linear guide design was intentionally meant to be rigid and linear. How-
ever, due to the weight of the antenna unit, the beam showed some bending and
torsion. By using some simple measurement arrangements the bending and tor-
sion were investigated as the antenna unit travelled along the guide. We concluded
that the deviation of the antennas away from a straight line was very repeatable
from one measurement to the next, and that the bending and torsion could be
modelled by low order polynomials. Given the estimated bending and torsion the
3 dimensional deviation for each antenna were calculated. Finally, the deviations
were compensated for in the SAR processing.

5.2 SAR magnitude image

Figure 5.2.1 shows an example of a processed SAR image (magnitude) measured
after the reflectors had been set out. The colour scaling is in Decibel relative to
the receiver saturation limit. If the resolution is measured as the distance between
the first zeros, the cross-range resolution is approximately 70 meters and the range
resolution is 4 meters. The SAR processing included a two-dimensional Kaiser-
window with parameter 5, both these resolutions are therefore as expected given
the bandwidth and synthetic aperture length.

Figure 5.2.2 shows a zoomed version around the reflectors. In addition to the
reflectors a strong scatter at the coordinates (1967, -10) meters can be seen. This
is most certainly a ski-lift mast in that position. Except for the reflectors and
one or two other obvious scatterers the rather poor cross-range resolution makes
it difficult to identify other scatterers with confidence. Figure 5.2.1 indicates that
the open fields of the down-hill track have higher reflectivity than the surrounding
forests.

5.3 Interferometric range

Figure 5.3.1 shows the interferometric calculated range R at the 3 reflector posi-
tions as a function of measurement number.

The enforced movement of reflector 1 between measurement 7 and 8 is very
clear. The close to parallel movement shown by all reflectors are due to changing
atmospheric conditions. Appendix B derives the propagation time as a function
of the state of the atmosphere (pressure, temperature and partial water vapour
pressure).

As can be seen in figure 5.3.1 the total measured range span for reflector 2 and
3 is 5.9 milli-meters. Using the results from appendix B this positive span can be
explained by only 2.5 K temperature drop, 0.65 hPa partial water vapour pressure
increase or a 21.9 hPa total pressure increase. Official weather data measured
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Figure 5.2.2: Zoomed SAR image around the reflectors.
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Figure 5.3.1: Interferometric range to the reflectors for all 14 measurements.

1 km. from the target area shows that the temperature did decrease with 2-3 K
during the measurement period. The same data shows insignificant changes in
vapour pressure and total pressure.

The calculated sensitivities in appendix B and these measurements show that
changes in the state of the atmosphere is a major source of measurement error
if not compensated. One possible remedial action is to define one reflector close
to the target area as reference and measure the relative movement of the other
scatterers. If reflector 3 is used as a reference the movement of the other reflectors
are shown in figure 5.3.2.

The standard deviation of the relative range to reflector 2 is 0.10 milli-meter.
The standard deviation of the relative range to reflector 1 before and after the
adjustment is 0.08 and 0.28 milli-meter, respectively.

The measured adjustment of reflector 1 (difference between measurement num-
ber 7 and 8) is -12.4 milli-meter. This is considerably shorter than the actual ad-
justment of -14 milli-meter. The difference can be explained by the reflector being
mounted on a snow-cannon which represents a significant fixed scatter by its own.
We should therefore expect the measured adjustment to be a weighted average
between the moved reflector and not-moved snow-cannon. The weights should be
proportional to the magnitude of the scatterers. By comparing the scatter mag-
nitude in this position before and after the reflector was set out the magnitude
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Figure 5.3.2: Interferometric range relative reflector 3 for all 14 measurements.

ratio is 7.5. Using this ratio the expected adjustment measurement becomes -12.1
milli-meter which is in good agreement with the measurement.

There are however, significant uncertainties with this estimate. When mounted
the reflector hides part of the snow-cannon structure adding to the uncertainty of
the 7.5 magnitude ratio. Any coupling between the reflector and cannon structure
is also ignored. The contributions from the reflector and the cannon structure are
added as vectors. The phase difference between these contributions before and
after the adjustment will influence the total phase change. Although the exper-
iment setup limits very accurate verification, the measured reflector movement
agrees fairly well with the actual adjustment.

5.4 Digital elevation model

Figure 5.4.1 shows the unwrapped interferogram phase. By comparing with the
SAR magnitude image in figure 5.2.1 the phase values at some patches on both
sides of the strong scatterers in the cross range dimension have abrupt jumps.
We believe, as explained in section 3.3.1, that the phase values in these positions
are wrong and therefore must be removed before calculation of a digital elevation
model. This is the purpose of the second criteria in section 3.3.1. Figure 5.4.2
shows the pixel mask calculated by all three criteria combined. The pixels in the
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Figure 5.4.1: Interferogram phase in radians after unwrapping.

light areas are removed, as can be seen the majority of the pixels are removed.

Figure 5.4.3 shows a DEM map of all the pixels within the mask. The colour-
bar scale is in meters above the radar.

In the construction of figure 5.4.3 the ¢-angle in figure 3.1.1 (the pitch of the
antenna structure) has been included. To calculate the ¢-angle reflector 3 has been
used as reference. The angle from reflector 3 seen from the radar to the w-axis
can be found from the measured phase difference A6

A6

~r3 = arcsin 22 (5.4.1)

Since the angle sum ¢ + 7,3 can be found directly from the position of the
reflector (see table 5.1.1) the antenna pitch angle ¢ can be found by

h
¢ = arcsin == — 4,3 (5.4.2)

3

where h,3 and w,3 is the altitude and range to reflector 3.

The measured elevation of the reflector positions are given in table 5.4.1 to-
gether with their actual positions.

In the calculation of the pitch angle ¢, the altitude of reflector 3 was used as
reference. Hence, the measured altitude for this reflector will be absolutely correct.
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Figure 5.4.2: Pixel-mask for removing low quality pixels.

‘When comparing the measured altitude for reflector 1 and 2, they correspond fairly
well to the correct altitude. It seems to be possible to determine the altitude of
strong scatterers rather well.

Figure 5.4.4 shows the DEM where the masked out areas have been bi-linearly
interpolated (2 dimensional quasi linear interpolation).

For some general position away from the reflectors we do not have accurate
altitude references available, and are therefore forced to compare with available
topographic maps and photos. The measured overall hill slope corresponds to the
topographic maps. But there are smaller areas that are clearly wrong. At range
1460 and cross-range -10 meters, there appears to be a depression which is not there
is reality. The peaks at 1922, -40 and 1922, +17 are also not correct. These peaks
are on both sides of reflector 1 close to the first zeros in the cross-range response.
Most of the pixels in these areas are removed by criteria 2 but apparently not all.
In general there are significant differences between the measured DEM and the
general map.

There are at least two explanations for the discouraging results. In section 5.1
we described how the linear guide beam showed some bending and torsion due to
the weight of the antenna unit and the compensation procedure applied. Since the
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Figure 5.4.3: Digital elevation model.
Refl. no Range Cross-range  Altitude [m] Measured
position [m|  position [m] altitude [m]|
1 1922 -9 287 285
2 1973 -24 296 295
3 1983 -18 298 298

Table 5.4.1: Reflector elevations

measurements used in the estimation have limited accuracy, there will be some
uncompensated antenna deviations from straight and parallel lines. In particular,
any uncompensated torsion will affect DEM calculations directly. The magnitude
of these uncompensated deviations are difficult to assess directly from the estim-
ation procedure but even small deviations are significant. At 2 km. range an
uncompensated torsion deviation of 1 milli-meter at the antennas give an altitude
error of almost 1.2 meters.

The cross-range resolution of GinSAR in this first configuration is approxim-
ately 70 meters (distance between the first zeros in the response when a window
function is included in the processing). The calculated elevation will be a weighted
average of the resolution cell removing finer details. To improve the DEM use-
fulness higher cross-range resolution is clearly needed. In addition accurate SAR
image focusing prior to interferogram calculation, and the selection of low quality
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Figure 5.4.4: Interpolated digital elevation model.

pixels to be masked out, needs careful attention.



Chapter 6
Introduction to Autofocus

If it is assumed that there is only one point scatterer in the scene, the signal
received by a SAR on each position on the synthetic aperture is a time-delayed
version of the transmitted signal. The delay is proportional to the distance from
the position on the synthetic aperture to the scatterer and inversely proportional to
the propagation speed. The basic idea of the SAR processing is to add a calculated
time-delay to the received signal at each position on the synthetic aperture, such
that they all get a common uniform delay. The signals are then added together.
This procedure requires that the time-delay at each position on the synthetic
aperture can be accurately calculated. Thus, the assumed positions along the
aperture and the assumed propagation speed must be correct. If there are varying
errors in these assumptions, the signals added will not be in phase resulting in a
defocused image. Autofocus procedures take a SAR image, which to some extent
is defocused, and estimates the errors in the time-delay along the aperture. The
estimated errors can then be applied in a new SAR processing to generate a better
focused image.

6.1 Causes of defocus

The most important cause of phase errors are uncompensated movement of the
radar antenna along the synthetic aperture. A second cause is errors in the as-
sumed EM-wave propagation speed.

Satellite SAR Satellites orbiting the earth follow tracks that can be calculated
rather well by Kepler’s equations. Deviations are mainly due to the flattening of
the earth, uneven mass distribution within the earth, gravity attraction by the
moon, air resistance and solar radiation pressure. The resulting orbit anomalies
have very low frequency. Normally the orbit anomalies are so accurately measured
by other sensors that autofocus is not needed. Since the time a point on the
surface is illuminated by a satellite SAR is typically less than 1 second, there
are practically no contemporary changes in the propagation speed through the

56
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atmosphere. The spatial changes in propagation speed from all positions along
the aperture are also almost always negligible since the lines from a scatterer to
the end-positions on the synthetic aperture are almost parallel.

Aircraft SAR Even if the pilot tries to fly in a straight line the deviations
will typically be in the range of meters due to wind and turbulence. Some of the
deviation can be measured. The most accurate instruments for this purpose are
satellite navigation receivers tightly integrated with inertial navigation systems.
Even after the measured deviation is compensated, significant residual position
error remains. Hence, the aircraft SAR normally depends on autofocus algorithms
to produce high quality SAR images. The target point exposure time varies from
10 to 200 seconds depending on range and aircraft speed. The synthetic aperture
length can be many kilo-meters. Changes in the propagation speed as a function
of position on the synthetic aperture must therefore be expected, adding to the
need for autofocus procedures.

Ground SAR The position of a ground SAR moving on a rigid linear guide is
normally known very accurately. The time needed to complete all measurements
along the synthetic aperture may be as long as 10 minutes. Some changes in
the propagation speed may occur during this time interval, and the ground radar
may benefit from autofocus algorithms in this case. But normally the changes are
insignificant and autofocus is therefore not needed.

As described in section 1.1.4 the position of the ground radar moving on rails
is not very accurately known and therefore depends on autofocus to produce high
quality SAR images. In this respect it resembles the aircraft SAR although the
residual error is usually much smaller. The measurement time can be up to 10
minutes which adds to the need for autofocus.

6.2 Defocus effects

In the most general case the position error at one position on the synthetic aper-
ture is a 3-dimensional vector from the nominal position to the actual position.
By including the error in the assumed propagation speed a resulting 3-dimensional
time-delay error vector can be defined. For a fixed target point the time delay error
will be the time-delay error vector projected into the line-of-sight (LOS) vector.
Ideally all 3 components of the time-delay error vector should be estimated since
the LOS direction varies over the target area and with position on the synthetic
aperture. But normally the antenna lobe width is so small that the defocus sensit-
ivity for more than one dimension is small. Hence, almost all autofocus algorithms
limits the estimation of the error vector to a scalar time-delay error common to all
target points. Estimating more than one dimension may be justified if the LOS
direction varies much over the target area. This may be the case in some low
altitude strip-map mode SARs [95].
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Since most SARs have a small relative bandwidth the scalar time-delay error
At may be replaced by a phase error

Ape = 2m fAte (6.2.1)

But adding the phase error A¢, to the phase of the analytical signal defined
in equation 3.2.2 and 3.2.3 instead of adding the time-delay error At to the time
variable is only justified within limits. The range error corresponding to the time-
delay error AR, = ¢At./2 must be much smaller than the range resolution. If
AR.is equal or larger than the range resolution the analytical signal § will not
correlate with the measured signal § in equation 3.2.4. The range resolution is
given by

C CcT

R, = =
2 % By, ate

(6.2.2)

In the second part of equation 6.2.2 the bandwidth expressed by the chirp
parameters « and ¢, has been substituted, B,, = at./(2m). By expressing the range
resolution as the corresponding interferometric phase 47 R, /A, we must demand
that

AR, 4% f,
A at,
for equation 6.2.1 to be valid. For GinSAR the range resolution is R, = 1.07
meters while the uncertainty of the radar position is at most only some tens of
mili-meters. Using the phase error A¢, instead of the time-delay error At. is

Age < (6.2.3)

therefore justified.

Constant equal phase errors As previously described the single point scat-
terer signal from all positions on the synthetic aperture must have a common
uniform delay before summation to produce a correctly focused image. If the
phase errors are equal along the synthetic aperture, we still have a common uni-
form delay and we will get a correctly focused image. Only the image phase will be
different. The constant phase error cannot be estimated by any autofocus proced-
ure which uses the image alone. Any constant phase error will therefore propagate
unnoticed to the interferometric processing.

Linear phase errors Phase errors that are described by a linear function along
the synthetic aperture, have the same effect as if the synthetic aperture was twisted
a small angle. The whole target scene will appear sidewise shifted but otherwise
well focused. An autofocus procedure which uses the image alone will not be able
to estimate such linear phase errors. The linear phase error difference between two
images can, however, be estimated by interferometric processing [84].

Second degree and higher order phase errors Phase errors functions of
this type will defocus the SAR image. The degree of defocus varies with the
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magnitude of the phase errors and the phase error function along the synthetic
aperture. Figure 6.2.1 shows a simulation of the cross-range response of a point
target where the phase error function is quadratic.

1
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Figure 6.2.1: Cross-range response for different quadratic RMS phase error levels.

This simulation uses parameters taken from GinSAR in the second configur-
ation, i.e. the length of the synthetic aperture is 12.133 meters, there are 721
measurement, positions along the synthetic aperture and the point target is loc-
ated at a range of 2859 meters centred in front of the radar. As can be seen
increasing root-mean-square (RMS) phase errors lowers the peak response and
increases the width of the cross-range response. If there were many scatterers,
the SAR magnitude image would have appeared to be blurred in the cross-range
dimension.

Figure 6.2.2 shows an equal simulation, but where the phase error function
along the synthetic aperture is white noise Gaussian distributed.

For small phase errors the reduction in peak response is similar to the quadratic
case. For RMS phase-error equal to 7/2 the peak response is smaller, but the cross-
range width increase is less pronounced. The "blur" appears to be further spread
out and have a smaller magnitude close to the target position.

The effect in the range dimension is merely a reduction in the peak response
as long as the equivalent range error is a small fraction of the range resolution.
Figure 6.2.3 shows the simulated SAR magnitude image without any phase errors
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Figure 6.2.2: Cross-range response for different Gaussian white noise RMS phase
error levels.

and with a /2 radians quadratic RMS phase error function. As can be seen,
resolution loss is almost exclusively limited to the cross-range dimension.

6.3 Basis for autofocus algorithms

Scalar LOS phase approximation As described in section 6.2, if the antenna
lobe width is relative small, it is a justified approximation to limit the estimation
procedure to a scalar for each position on the synthetic aperture. The lobe width of
the GinSAR antennas is less than 10 degrees and therefore meets this requirement.
We will also approximate the time-delay error with a phase error. Inserting numer-
ical values for GinSAR on the right side of equation 6.2.3 gives A¢. < 260.0 rad
which corresponds to an equivalent position error Ar, < 1.07 meters. Since the
expected position error when the radar moves on the rails is at most some tens of
milli-meters, the approximation is justified.

The estimated phase error can be converted to an equivalent scalar position
error. If the centre of the target area is located at a squint angle ¥ relative to the
broadside of the synthetic aperture, the equivalent estimated position error will be
along the LOS and not perpendicular to the synthetic aperture. Notice that the



6.3. BASIS FOR AUTOFOCUS ALGORITHMS 61

X [meters]
°

X [meters]
°

-30

30 LL i
2840 2845 2850 2855 2860 2865 2870 2875
W [meters]

2840 2845 2850 2855 2860 2865 2870 2875
W [meters]

Figure 6.2.3: SAR magnitude image without any phase error (left) and with 7/2
radians quadratic RMS phase error (right).

effective synthetic aperture length is a factor cos ¢ shorter than the real aperture
length. The cross-range resolution therefore will decrease by 1/ cosd.

Autofocus dimension Equations 3.2.4 and 3.2.5 states the complex correlation
product that defines the matched filter for the indexes k and [ into the target area.
It is rewritten here with some modifications.

M-1 /N-1
cplk, =Y (Z(é[n, m][k, 1]) 30[n, m]) exp JAGe[m] (6.3.1)

=0 \n=0

The received signal § in equation 3.2.4 has been factorised into the signal we
would have received if there were no phase errors §y and the phase error exponential
exp jJA¢.[m]. The kaiser window function x has been removed for simplicity. To
underline that the matched filter signal § is a function of target area position, the
[k, ] function indexes has been added.

As shown in section 6.2 phase errors will mainly defocus the SAR image in the
cross-range dimension. To emphasis this fact equation 6.3.1 can be rewritten in
vector-form for one range line

cll] = exp(1Ag,) FI] (6.3.2)

where ¢p[l] = [¢,[0, 1], ¢p[1, 1], ..., ¢p[K — 1, {]] is the SAR range line vector /,
and A¢, = [Ag.[0], A¢e[l], ..., A¢e[M — 1]] is the phase error vector along the
aperture. F[l] is a M x K matrix where element [m, k] is given by
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N-1
Fo ll] =Y (3[n, ml[k, 1)) s0[n, m)] (6.3.3)
n=0

Equation 6.3.2 shows that each range line of the defocused SAR image (each
1) is the phase error vector exponential multiplied with a matrix F'[] which is a
function of the range line [. This matrix is defined from 3§y, the signal we would
have received if there were no phase errors and therefore unknown. If the distance
between the range lines exceed the range resolution, each range line can be regarded
as independent. Since each defocused range line is defocused by the same phase
error vector, each range line therefore provides independent information that can
be used to estimate Ad,.

The K x L dimensioned defocused image is defocused by an M-dimensional
phase error vector where each element is defined in the interval [0, 27]. The
perfect focused image is therefore some point in this M-dimensional space, and
the autofocus task may be regarded as a M-dimensional optimisation problem.

This M-dimensional space may be expressed in an basis spanned by orthogonal
Lagrange polynomials such that each Lagrange function constitutes an unit vector
in an independent dimension. Then the first two Lagrange functions correspond
to the constant and linear phase error functions. As discussed in section 6.2, these
two dimensions cannot be estimated by an autofocus procedure that uses the SAR
image alone. By using Lagrange functions as basis, the search space dimension
may therefore be reduced to M — 2.

Accuracy Asshown in figures 6.2.1 and 6.2.2 small phase error causes only small
changes in the magnitude SAR image. Most scatterers will still be easy to identify.
An autofocus algorithm which reduces the phase error to less than 7/4 will give a
SAR magnitude image which in most cases reveals a necessary detail level.

If the SAR image shall be used in interferometric processing, the main concern
is the residual phase error. Surprisingly, only the constant and the linear phase
error functions actually changes the phase at the position of a single point scatterer.
For all higher (Lagrange) order phase error functions the phase error sum is zero.
But even if the constant and linear phase error functions cannot be estimated
by autofocus procedures working only on the SAR image alone, autofocus is still
needed for two reasons.

First, defocus reduces the signal power and consequently the SNR at the pos-
ition of a single point scatterer. The variance of the phase estimate will therefore
increase according to equation 2.5.2. Second, the measured phase at the position of
one point scatterer also includes contributions from other close scatterers. Second
degree and higher order phase error functions increase the width of all scatterers.
At the position of the point scatterer we are studying, the phase contribution from
close scatterers will therefore increase and introduce a phase error. It is only at
the position of a single point scatterer that a second or higher order phase error
function does not change the phase. In all other cross-range positions the phase
generally changes.
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Interferometric processing benefits from accurate autofocus. In most applica-
tions phase errors translates directly into errors in the end product such as a DEM
or slope movement maps.

Necessary assumptions For autofocus procedures to work, some assumptions
must be made on the properties of the correctly focused SAR image. If we can-
not make any assumptions, then all images have an equal probability making it
impossible to decide if a correction improves the focus. The autofocus procedures
tries to estimate the phase error function such that the resulting SAR image is in
better accordance with the assumed properties. The assumed properties varies to
some degree between different algorithms.

A number of algorithms (see sections 6.4) assumes there are some dominating
point scatterers in the scene and treats other scatterers as noise. The rational
behind this assumption is that if there is only one point scatterer in the scene,
the phase error function would be the phase difference between all positions on
the synthetic aperture before the last summation step in the SAR processing. A
second approach is to regard autofocus as an optimisation problem where some
image contrast objective function is optimised. A third alternative is to assume
that in some areas of the target area, the reflectivity is zero.

6.4 Existing autofocus algorithms

6.4.1 Frequency domain SAR processing and autofocus

Many of the following algorithms assume that the SAR processing is done in
the frequency domain instead of directly in time domain as is done for GinSAR,
described in section 3.2. By itself frequency domain processing using the fast
Fourier-transform (FFT) is generally much faster than time domain processing.
For large datasets the computational time needed to do time domain processing
is practically too long. For GinSAR which is imaging a relative small area, the
computational time is acceptable. The disadvantages with frequency domain pro-
cessing are some small reduction in accuracy because of a necessary interpolation
step, and that the distance between points in the image and on the synthetic
aperture must be regular and uniform. In appendix C and D a brief introduction
to tomographic formulated SAR processing and frequency domain matched filter
(FDMF) SAR processing are given. They include descriptions on the limitations
and necessary approximations taken. This section discusses the implications of
frequency domain processing on autofocus algorithms.

6.4.1.1 Tomographic formulated SAR processing without interpola-
tion

If the target area size is very small relative to the range to the target area, the
tomographic formulated SAR processing, even without the interpolation steps, will
be fairly accurate. In this case the processing consists of the following steps
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1. De-ramping upon reception (Multiply the received signal with a copy of the
transmitted chirp-pulse, often done in hardware)

2. Inverse Fourier-transform (IFFT) in range

3. IFFT in cross-range (azimuth)

The first two steps only involve data recorded from single radar positions on the
aperture, there are no mixing of data between different radar positions. At one
single radar position a phase error has the effect of multiplying the ideally correct
data with a complex constant of unit length. If the data is stored in a matrix
where each column holds data from one single radar position, then each column
is multiplied with a phase error constant. The multiplication with a constant is
invariant through the first two steps. After these two steps we say the data are in
the range-compressed Doppler domain. This domain and the image domain are
Fourier-transform pairs in cross-range (step 3). If we have an estimate of the phase
error vector which we would like to include in the SAR processing, it is sufficient
to multiply the estimated phase error vector with the associated columns of the
data matrix before computing IFFT in cross-range, it is not necessary to redo all
SAR processing steps.

In the range-compressed Doppler domain, each element of the phase error vec-
tor can be determined if the phase of the ideally correct data vectors are known.
In the case where we know there is only one single point scatterer in the azimuth
centre of a range line in the image, the cross-range FFT of that line shall ideally
give a constant function in the range-compressed Doppler domain. Hence, any
deviation from a constant function can be used to estimate the phase error vector.
Or more precisely, the phase of the resulting function is the phase error function
to within a constant. Autofocus algorithms based on frequency domain SAR pro-
cessing assumes there is a one-to-one relationship between one radar position on
the synthetic aperture and one column in the data matrix before the IFFT in
cross-range. It is important to notice that this is only at best an approximation.

The tomographic formulated SAR processing described in appendix C includes
two interpolation steps, first in range and second in cross-range. These steps are
needed to increase the SAR image accuracy which is particularly important if the
image shall be used in interferometric processing. The last interpolation step in
cross-range breaks the one-to-one relationship between one radar position on the
synthetic aperture and one column in the data matrix. We are then forced to
inter- and extrapolate the estimated phase errors if the radar position error at
the actual measurement positions are needed. Even with the interpolation steps
included, the tomographic formulated SAR processing has limited accuracy due
to the approximations taken in the derivation. It may therefore be rejected all
together when the size of the target area is substantial compared with the range
to the radar as is normally the case for GinSAR.
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6.4.1.2 Frequency domain matched filter SAR processing

Frequency domain matched filtering (FDMF) as described in appendix D makes it
possible to do SAR processing in the frequency domain without loss of accuracy.
The processing steps are

1. The measured signal matrix is Fourier-transformed in both range and cross-
range dimensions

2. The transformed signal is multiplied with the Fourier-transform of a centred
point scatterer

3. The product matrix is interpolated in range such that the spatial frequency
samples have uniform separation

4. The interpolated matrix is inverse Fourier-transformed in both range and
cross-range (azimuth)

Since the order of the IFFTs in step 4 is arbitrary, we may choose to do IFFT
in cross-range last. In this respect FDMF fits into the framework of frequency
domain autofocus. But as stated in section 6.4.1.1 autofocus algorithms based
on frequency domain SAR processing assumes there is a one-to-one relationship
between one radar position on the synthetic aperture and one column in the data
matrix before the IFFT in cross-range. In this section we will identify the ways
the cross-range Fourier-transform of the FDMF SAR image differs from the ideal
assumed by frequency domain autofocus. A more detailed treatment of this subject
with special focus on phase-gradient autofocus (PGA) can be found in [99].

Limited support in Doppler domain If there is only one point target loc-
ated in the azimuth centre of a scene, the associated magnitude of the image
domain range line will be very close to a sinc-function. When this line is Fourier-
transformed into the Doppler domain, the magnitude of the result is a rectangular
function. The width of this rectangular function depends on the spacing on the
synthetic aperture.

Figure D.0.1 shows the radar as a red dot moving on the synthetic aperture
where the position of the radar is limited |z,| < L. The spatial Doppler frequency
measured by the radar as it moves is

2 d
fa= o ( (Tr — @4e)? + wi) (6.4.1)

To avoid aliasing the sample spacing on the aperture Az, must meet the
Nyquist criteria

1 A
Az, < — = —"——
= Qfd 4(x'r - xtc)

The shortest sample spacing requirement is when the radar is at one of the
end positions (2, = +L) and the target is located at the closest part of the target

(@7 = x40)? + Wi, (6.4.2)
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area on the opposite side of the radar. To meet this shortest requirement, the
resulting sample spacing must be smaller than needed for all other targets. And if
possible, it is generally an advantage to use very short sampling distance and many
measurements on the aperture. Hence, the normalised spatial Doppler frequency
of a single target located in the azimuth centre will be limited, it will cover an
interval less than [—7, 7] radians. The part of the Doppler domain function which
fall outside the rectangular function (the part which has very small magnitude)
must be excluded before extracting the phase error function (PEF). Since the
number of samples within the rectangular function is less than the number of
sample positions on the synthetic aperture, there is not a one-to-one relationship.
The phase error function must be found by interpolation.

Phase modulation of the SAR image range lines The magnitude of the
matched filter response for a point target located in the cross-range centre is shown
in figure 6.2.3. It is a plot of the correlation function restated here in a simplified
form

M-1

2 2
(z, w) stx (nAt — ;rRT) stx (nAt — ;er) (6.4.3)
0

2

-1

m=0 n

The sums are over positions on the synthetic aperture (m) and time (n). rgr
is the distance from the radar to the point target, rgrp is the distance from the
radar to some position (z, w) in the target area. As can be seen from equation
6.4.3 when rrr =~ rgp, the magnitude of the correlation product will be high.
Hence, the correlation maximum in the azimuth direction is not a straight line
but an arc with centre at the middle point of the synthetic aperture. Note that
it is difficult to see the arc in figure 6.2.3 because the distance to the point target
is much larger than the cross-range span. The constant phase lines of ¢p(z, w)
follows the magnitude, and will also be arcs. The magnitude and phase of the
range line containing the point target in the left part of figure 6.2.3 is plotted
in figure 6.4.1. As can be seen the phase decreases with increasing (positive and
negative) cross-range position because the distance to the radar increases.

If there are no phase errors, the range line in the Doppler domain will be
a constant function for a azimuth centred point-target. When a such constant
function is inverse Fourier-transformed the resulting image domain function shall
ideally be a sinc-function where the phase alternates between 0 and 7 at each zero
in the sinc-function. As shown in figure 6.4.1 the actual FDMF SAR range line has
a phase which decreases with distance from the centre. Hence, when the actual
FDMF SAR range line is Fourier-transformed into Doppler domain the result is
not a constant function with constant phase leading to errors in the estimation of
the phase error function.

The deviation from constant phase varies with the SAR parameters. The
phase of the image domain range line as a function of cross-range position can be
approximated by
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Figure 6.4.1: The phase and magnitude of a range line.
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The cross-range position of the first zero of the sinc image domain magnitude
function is approximately

G = 4w (6.4.4)

A
Ti, = wE (6.4.5)

Inserting z1, for x in equation 6.4.4 gives the phase change from the centre
of the sinc-function to the first zero. Using values for GinSAR in the second
configuration (w = 2859 meters, L = 6.04 meters and A = 51.8 milli-meters) gives
¢ri Ginsar = 1.59 rad. Using values for the ERS-1 satellite (w = 850 kilo-meters,
L = 2400 and A = 56.6 milli-meters) satellite gives ¢,; grs.1 = 3.28 - 103 rad.
We conclude that for GinSAR the phase modulation is significant and should be
compensated, for a satellite SAR it may be ignored.

If the scene consists of a point target located off-centre in the azimuth direction,
the image domain range line must be shifted to the centre before the Fourier-
transform into Doppler domain. Otherwise the Doppler domain signal will have
a phase modulation. But even after shifting, the range line in image domain will
be phase modulated due to the increasing distance from the radar as a function of
cross-range position. If not compensated the result will be a shift in the Doppler
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domain leading to errors in the estimation of the phase error function.

Range dependent cross-range resolution The cross-range resolution of a
spotlight SAR decreases with range. When a range line at the far end of the target
area is Fourier-transformed into the Doppler domain, the resulting bandwidth will
be smaller than for a range line at the close end. For autofocus algorithms that
average estimated phase error functions such as phase gradient algorithm (PGA),

the different bandwidth must be compensated for before summation.

Conclusion Frequency domain autofocus algorithms assume that the cross-
range Fourier-transform of a centre located point target has constant phase and
unit magnitude. This corresponds to a Dirac-function in the SAR image range
line. An actual FDMF SAR image range line differs from an Dirac-function in
several ways as described in the above paragraphs. As described in [99] it is pos-
sible to mostly compensate for these differences, but the extra computational load
is significant. The radar parameters of GinSAR makes compensation necessary.

6.4.2 Single Scatterer Autofocus

When processing a SAR image using the time domain matched filtering as de-
scribed in equation 6.4.3, it is possible to arrange the order of the summations
such that the sum over positions on the synthetic aperture are done last. If there
are only one point target in the scene and we calculate the correlation product for
the position of the point target, then all terms in the last summation shall have
equal phase. In this way the signal energy is maximised according to the definition
of the matched filter. Any phase errors in the measured signal will introduce phase
differences between the terms in the last summation. The phase error function can
therefore be found directly from the phase differences between the terms.

It is possible to implement the single scatterer autofocus (SSA) algorithm in
frequency domain, too. The last IFFT in cross-range is just a sum of the terms for
the target point in the cross-range centre. If the cross-range position of the actual
point target in image domain is shifted to the centre by multiplying with a phase
modulation function in the Doppler domain, then the terms after multiplication
shall have equal phase. The phase error function can then be found from the
difference between these terms.

Since targets separated in range with more than the range resolution are as-
sumed to be independent, it is sufficient with one range line that contains a single
scatterer. Despite this fact, it is difficult in most SAR scenes to find range lines
which contains only one single scatterer. For the received signal at one position
on the synthetic aperture, each point scatterer on a range line contribute with a
complex term that when added together generally changes the phase of the sum.
Hence, all additional point scatterers introduces errors in the estimate of the phase
error vector. For this reason the single scatterer autofocus algorithm is often con-
sidered unreliable. More information on the SSA algorithm implemented in the
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frequency domain can be found in [43], section 4.4.1. There are, however, suc-
cessful reports of SSA in the literature utilizing prominent scatterers occurring by
opportunity in the scene [17].

6.4.3 Phase Gradient Autofocus

The phase gradient autofocus (PGA) algorithm [26, 101, 44, 27| has been success-
fully applied in a number of applications and is often used as a reference relative
to other new algorithms [70]|. The algorithm assumes frequency domain SAR pro-
cessing such that there is a one-to-one relationship between one radar position on
the synthetic aperture, and one column in the data matrix in the Doppler domain.
This corresponds to tomographic formulated SAR processing without cross-range
interpolation, see section 6.4.1.1. Within the associated approximations the Dop-
pler and image domains then become Fourier-transform pairs in cross-range.

Since all range-lines are independent we may study one range-line in isolation.
If there is only one point scatterer at the cross-range position x;, the Doppler
domain signal becomes

P(ky) = arexp g(kzzs + ¢¢) (6.4.6)

Here a; and ¢; are the magnitude and phase of the point scatterer and k, is
the Doppler domain variable which is limited by K,

2w, L
¢ /RZ+ L2
where w, is the centre transmitted angular frequency, 2L is the length of the

synthetic aperture and R, is the range to the centre of the target area, see figure
C.0.1. After IFFT the image domain signal becomes

ko < Ky ~ (6.4.7)

p(x) = 2K ,a,e7% sinc 2K, (x — ;) (6.4.8)

If the measurements along the synthetic aperture includes phase errors, the
Doppler domain signal becomes

P(ky) = apexp g(kpxt + ¢ + Age(ky)) (6.4.9)

where A¢.(k,) is the phase error function. The image domain signal then
becomes

p(x) = 2K 0,7 sinc 2K, (z — x,) ® E(z — x;) (6.4.10)

where ® denotes (circular) convolution and E(z) is the inverse Fourier-transform
of exp JA¢e (k). The cross-range blurring seen in SAR images with phase errors
(see left part of figure 6.2.3) is caused by the convolution with E(x). To estimate
the phase error function the first step is to (circular) shift the image domain signal
such that the peak of the sinc function is in the centre. We use p(z) to denote the
shifted function
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pl) = pla + 1) (6.4.11)

The second step is to Fourier-transform p(z) giving

P(ky) = asexp j(dr + Ade(k,) (6.4.12)

Except for the constant ¢, the phase error function now can be estimated from
the phase of P(k).

This procedure is exactly the SSA algorithm implemented in the frequency
domain. As described in section 6.4.2 all additional point scatterers introduces
errors in the estimate of the phase error vector. The PGA algorithm therefore
include multiplying p(z) with a window function % (z) before the Fourier-transform
into Doppler domain. The purpose is to remove all other scatterers from the image
domain signal and thereby remove the errors they introduce in the phase error
function estimate.

Since all point scatterers are imaged as sinc-functions that partly overlaps,
the effect of the windowing operation is not perfect. Some parts of the sinc-
functions from other scatterers will be inside the window, and some part of the
sinc-function from the chosen scatterer will be removed. Choosing the width of
the window function is a compromise. On the other hand the windowing operation
makes it possible to estimate the phase error function from any range line in the
image. By combining all the estimates, one optimal estimate can be found if
all additional scatterers are modelled as the sum of random complex sinusoids
with Rayleigh distributed magnitude and uniformly distributed phase. The linear
unbiased minimum variance (LUMV) estimator [26] of the derivative of A¢.(ks)
is

d S0 9 (e (Palhke)) Palk)”)
T Ade(ky) = SN T B () (6.4.13)

The sums are over all range lines, the actual phase error function is found
by integrating equation 6.4.13. In practice the algorithm is implemented as an
iteration because of the difficulty in choosing the width of the window function.
The steps can be summarised with the following points

1. The strongest scatterer on each range line is circularly shifted to the cross-
range centre.

2. All range lines are multiplied with a window function. The width of the
window function is normally reduced for each iteration.

3. All range lines are Fourier-transformed into the Doppler domain.

4. The estimate of the phase error function is found from (integration of) equa-
tion 6.4.13.

5. The SAR data in the Doppler domain is corrected with the estimated phase
error function.
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6. The corrected SAR data is inverse Fourier-transformed into the image do-
main giving a better focused SAR image.

7. The procedure is repeated until some stop criteria.

As stated above PGA in its initial description assumes tomographic formulated
SAR processing without cross-range interpolation. The associated approximations
makes the resulting SAR image sub-optimal. The degrade is worst for radars
with large target areas relative to the average range from the radar as is the
case for GinSAR. FDMF SAR processing has the potential of being optimal, but
as described in section 6.4.1.2 the assumptions made by PGA does not directly
apply. It is possible to include additional processing steps into the PGA algorithm
to make it applicable to FDMF [99] but the computational load is significant.

In addition the windowing operation of the PGA limits the bandwidth of the
phase error function that can be estimated. The image domain function multiplied
with the window function is found by inserting equation 6.4.8 into equation 6.4.11

5(2)p(z) = k(z) (2K, 0,67 sine 2K,z @ E(z)) (6.4.14)

Fourier-transformation into Doppler domain gives

K(ky) ® P(ky) = K (ky) @ 2K a0’ exp j(¢¢ + Adbe(kz)) (6.4.15)

where K (k,) is the Fourier-transform of the window function x(x). With re-
spect to the Doppler domain signal f’(kT) the multiplication with k(z) in the
image domain has the effect of filtering where the filter impulse function is K (k).
Normally the window function x(z) is a centred rectangular function. K (k) is
therefore a low-pass filter and the phase error function A¢, (k) is estimated from
a low-pass filtered version of P(k,). The width of x(z) determines the low-pass
cut-off frequency. Even if P(k,) is an angular modulated function of the phase
error function, Ag.(k,) will be band limited, too. The number of non-zero ele-
ments in k(x) determines the degrees-of-freedom (DOF) of the estimated A, (k)
for one iteration. Repeated iterations may increase the number of DOF of the
accumulated phase error function estimate. Still, based on this discussion PGA
has limited ability to estimate the high frequency part of A¢e(k,). This is mostly
a concern for interferometric applications where the highest autofocus accuracy is
sought.

6.4.4 Weighted Least Square Autofocus

Weighted Least Square Autofocus (WLSA) is an autofocus algorithm that util-
izes the weighted least squares algorithm to estimate the phase error function.
The description of the WLSA algorithm in this section follows the original pa-
per closely[107]. The algorithm assumes tomographic formulated SAR processing
without cross-range interpolation such that there is a one-to-one relationship between
one radar position on the synthetic aperture, and one column in the data matrix in
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the Doppler domain. The Doppler and image domains are then Fourier-transform
pairs in cross-range, see section 6.4.1.1.

Since all range-lines are independent we may study one range-line (index n)
in isolation. If we assume that the reflectivity function consists of a number of
point scatterers, then the Doppler domain signal for range-line n is the sum of all
scatterer contributions (index [) where the phase is corrupted by the phase error
function

Py(ky) = (Z gt exp ) (Kpiin + ¢m)> exp JA¢e (kz) (6.4.16)
1
Here a¢n, ¢un and x4, are the magnitude, phase and cross-range position of
scatterer [, respectively. Equation 6.4.16 can be rewritten in the following way

P”(kl) = aﬂ(kx) €xpJ (kzztn + d)tn + ¢C7L(k1‘) + Aéb(,(kz)) (6417)

where z, and ¢y, are the cross-range position and the phase of the strongest
scatterer on range-line n. The phase contribution from all the other minor scat-
terers are contained in ¢¢,(kz). In this formulation the magnitude a,(k;) is a
function of k.

To remove the exp gk, xy, factor P, (k) is first Fourier-transformed into the
image domain. The image function is then (circularly) shifted such that the peak
of the strongest scatterer is placed in the azimuth centre. Fourier-transforming
the shifted function back into the Doppler domain gives

Py(ky) = an(ke) exp g ($in + ben(ke) + Ade(ky)) (6.4.18)

In the following we are only interested in the phase of equation 6.4.18

arg P, (k) = @, (k) = dun + Gen (k) + Ade(ky) (6.4.19)

The estimation of A¢.(k,) proceeds by evaluating equation 6.4.16 for each k,
in isolation. In this view A¢.(k;) is a constant that can be estimated from the
measured phases along the range-lines ®,,(k;). In order to do so the phase of the
strongest scatterer must first be estimated and subtracted from equation 6.4.19

By, (k) = By (k) — btn = Gen(ka) + Ade(ka) (6.4.20)

The procedure for estimating ¢y, is for a moment postponed. We will assume it
has been estimated such that it can be subtracted from equation 6.4.19. The phase
contributions from all minor scatterers ¢, (k) are independent between the range-
lines and can be modelled as identically independent distributed variables, in this
context unwanted clutter. Then the phase error can be estimated by minimizing
a least weighted squares criteria with respect to A(/;e(kz)

- . 2
Ji(ky) = lz <(I)”(kﬂf)_A¢e(kT)> (6.4.21)

On
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where o2 are the variance of range-line n. The estimate becomes

¥, T
ZTL Ul;zL

Equation 6.4.22 is solved for each position on the synthetic aperture independ-
ently.

Ae(ke) = (6.4.22)

As stated above the phase of the strongest scatterer on the range-line ¢, must
be estimated before subtraction in equation 6.4.20. Since ¢y, is constant with
respect to k,, it is estimated by minimizing the following criteria with respect to

¢tn

J2 = %; ((I)n(kz) - A(E)e(kz) - étn) (6423)

which finds the a@t" that is closest to the measured phase ®,,(k;) compensated
for the phase error estimate A(]Abe(kx) in a least square sense. The catch is that
Aée(km) is unknown at this stage. The problem is circumvented by an iterative
procedure

1. ®,(k,) is calculated from the phase of P, (k), see equation 6.4.19.

2. The range-lines are sorted in order of decreasing signal to clutter ratio (SCR)
in the image domain (power of the major scatterer relative to the minor
scatterers). The variances o2 are calculated from the SCRs.

3. Initially we set Ade(ky) =0, Ny = 1.

4. ¢y is estimated from the criteria in equation 6.4.23,ne[l, Nj].

5. é”(l@) is calculated from equation 6.4.20 for all k., ne[l, Ny].

6. Aq}e(kgg) is estimated from equation 6.4.22 for all k,, ne[l, N;].

7. Ny = N, + 1, repeat from step 4 for all range-lines (until N; = N).

The measured phase ®@,,(k,) is sorted to find the most initial accurate estimate of
Pn-

The WLSA algorithm can easily be adapted to time-domain matched filter
SAR processing. The correlation product for one target point (index [k, {]) is
given by equation 6.3.1. It is rewritten here where the inner (time-samples) sum
has been substituted by U[m, k, []

M-1
cplk, 1] =" Ulm, k, l] exp jA¢.[m] (6.4.24)

m=0

If the target point is chosen to be the position of the major scatterer on a
range-line [k, l;], the phase of the sum-terms in equation 6.4.24 can be written
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arg (U[m, ki, l]] exp JA¢e[m]) = ¢ilke, Ie] + delke, I, m] + Age[m]  (6.4.25)

This is equal to equation 6.4.19 where k, — m, n — l;Awy, x; — kiAxy.

The WLSA algorithm is robust in the sense it makes no assumption on the
clutter model and can be used on most SAR images. It is capable of estimating
any order of the phase error function, and it can be applied to both frequency
and time-domain SAR processing. The main drawback is that all minor scatterers
make some contribution to the estimation error as they are not filtered out. For
SAR scenes with low SCR the accuracy will degrade.

6.4.5 Image Contrast Autofocus

A processed SAR image may be viewed as a 2-dimensional function of the phase
error function (PEF). As shown in section 6.2 phase errors blurs and defocuses
the SAR magnitude image. If the PEF is zero, the image appears to have much
better contrast. Based on this observation the autofocus task can be formulated
as a mathematical optimisation problem. Using an image contrast metric function
to focus an image was first suggested in optics [71]. To our knowledge the first
reported use of ICA for SAR appeared in [13], later followed [106].

A scalar objective function that takes the image as an argument must be
defined. The objective function should ideally be constructed such that it has
an extremal value when the PEF is zero. In practice some contrast or sharpness
metric function is formulated. The optimisation task is then to search for the
PEF which compensates the measured SAR data such that the objective function
is optimised. This can be expressed by

Adem] = arg min Jg (cp(Aqge [m})) (6.4.26)
Ade[m]

where J3 is the objective function and ¢, is the calculated 2-dimensional SAR
image function. This is a challenging task due to the high dimensionality of the
PEF A¢.[m).

The quality of an algorithm is normally judged on the amount of calculations
needed, the ability to find the global extremal value (not only a local peak) and
the complexity of the implementation. The choice of objective function is very
important in this respect. Since the objective function acts on the SAR image,
a new image must be processed for each new estimate of the PEF. Frequency
domain SAR processing (tomographic formulation) has an advantage relative to
time domain processing in this respect, since PEF estimate can be applied in the
Doppler domain. It is only necessary to redo the cross-range IFFT to process a
new SAR image with a new PEF estimate. For time domain SAR processing it is
possible to optimise the processing of a new SAR image given a new PEF relative
to a complete new processing. But still, the computational load and memory
requirements are substantial.
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There has been a number of different objective functions suggested. The most
popular all operate on the image power defined

Ik, 0[m] = leplk, (A [m])? (6.4.27)

The functions themselves are convex for non-negative arguments. Image en-
tropy is defined similar to entropy in information theory

J3 entropy(cp(Ad)e m] ZZI k l [TTL lIlI[k ZM ] (6428)

The maximum power value in the image is defined

T3 max_pow(¢p(Ade[m])) = —max I[k, {Jfm] (6.4.29)

The sum of the power squared is defined

J3 pow_ squalc(cp(A(z)e m] ZZ k l][m] (6430)

Successful application of ICA requires that the estimated PEF which minimises
the objective function, is close to the actual PEF. Investigations in this matter
[29] shows that best sharpness metric function depends on the characteristics of
the scene. The errors in the estimated PEF that minimises the chosen objective
function, are generally smaller for scenes with many strong point scatterers. In
addition a well behaved objective function has none or few local minima.

With respect to optimisation algorithms there are many suggestions, too. The
most standard optimisation algorithms described in the general mathematical lit-
erature normally requires many function evaluations before convergence because
of the high search space dimensionality. Specialised computer hardware may be
necessary [48]. By assuming bandwidth limitations on the PEF, the computa-
tional burden can be reduced [45]. The approaches taken in the initial ICA papers
[13, 106] typically adjust A¢,[m] for one m at the time where the adjustment
step is reduced for each iteration [53]. In [67] it is shown that within some radius
of the optimal solution, the most important contrast metric functions are well
approximated by a sum of 1-dimensional functions for each element of A(;Aﬁc[m].
Each element of the PEF can then be optimised in isolation which reduces the
computational load substantially.

With respect to GinSAR the main drawback with ICA is the computational
burden. Since the SAR processing is done in time-domain, the relative large
number of SAR image reprocessing needed makes it less attractive.

6.4.6 Other autofocus algorithms

In addition to the autofocus algorithms described in sections 6.4.2 to 6.4.5 there
are other autofocus algorithms suggested, too. Only a limited description of these
are given.
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6.4.6.1 Map Drift Autofocus

Map Drift Autofocus Algorithm (MDAA) [63, 20] divides the synthetic aperture
into two sections and estimates the second degree of the phase error function from
the difference between the two images. By dividing the aperture into an increasing
number of sections, higher polynomial degrees of the phase error function are es-
timated. The main drawback of MDAA is that estimating high orders of the phase
error function becomes error prone since each section on the synthetic aperture
becomes very short.

6.4.6.2 Multichannel Approach to Autofocus

In the Multichannel Approach to SAR Autofocus (MAA) |68, 69, 54| the perfectly
focused SAR image is formulated as a matrix - vector equation involving expres-
sions made from the measured SAR image and the phase error function (blurring
kernel). By imposing the additional constraint that the perfect focused image has
regions with zero-reflectivity, the matrix - vector equation can be solved for the
phase error function. The imposed constraint makes MAA different from other
autofocus algorithms that typically in some way depends on point scatterers in
the image. Areas with zero reflectivity are typically found close to the zeros in the
radiation pattern of the antennas.

6.4.7 Discussion

The main GinSAR applications involve interferometric processing where the de-
mands for accurate autofocus is the highest. The widely and successfully used
PGA algorithm works inherently in the frequency domain where the tomographic
approximations are taken. As detailed in section 6.4.1 it is possible to adapt PGA
to time domain matched filtering, but the computational and complexity costs are
significant. In addition the PGA algorithm has limited ability to estimate the high
frequency part of the phase error function. These concerns have made us look for
alternatives.

The papers describing the ICA algorithms shows encouraging results. Our main
concerns are the accuracy of the phase error function estimate since the objective
function is defined on the magnitude of the SAR image alone. The computational
load may also be substantial. Still, ICA seems to be a robust algorithm capable
to estimate a phase error function of any order.

By setting the weights to zero for all but one range-line, the WLSA algorithm
degenerates to the SSA algorithm. Hence, the SSA algorithm may be viewed as a
special case of the WLSA algorithm. We will therefore only evaluate the WLSA
algorithm. It has the ability to estimate the phase error function of any order, and
can easily be adapted to the time domain. The main drawback is that all minor
scatterers make some contribution to the estimation error. It is possible to remedy
this situation by modelling all identifiable scatterers on a range-line. In this way
very accurate phase error function estimates should be possible.
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Because high accuracy is important for GinSAR we have chosen to pursue the
idea of modelling many scatterers of each range line. We will call this scatterer
modelling autofocus.



Chapter 7

Scatter Modelling Autofocus
with frequency domain SAR
processing

The idea of estimating the phase error function by modelling many scatterers is
not new. Like the original description of the WLS algorithm itself, the papers
describing Scatter Modelling Autofocus Algorithms (SMAA) assume frequency
domain tomographic formulated SAR processing [55, 109]. As an introduction
to SMAA implemented in the time domain, we will give an introduction to the
existing frequency domain algorithms.

7.1 Algorithm description

It is assumed that the reflectivity function consists of a number of point scatterers.
The Doppler domain signal for range-line n then becomes the sum of all scatterer
contributions (index [) where the phase is corrupted by the phase error function
Ade(ky)

Pn(kz) = (Z Atln €XP j(kxwtln + <btln)) exp]A¢e(kx) + Vn(kav) (711)

1

Here ayy, ¢un and x4, are the magnitude, phase and cross-range position
of scatterer [, respectively, and v, (k,) is additive uncorrelated noise. Given the
actual measurements and the model in equation 7.1.1, the task is to estimate
A¢(ky). Since the scatterer parameters aypn, ¢un and zy, are unknown these
must be estimated, too. In total, this is a complicated estimation task. The path
taken by both [55] and [109] is to estimate A¢e(k;) and the scatterer parameters
Atin, Oun and xy, alternately in an iterative procedure.

First it is assumed that we have estimates of all scatterer parameters (G,

78
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¢A>tln and Zy,,) that are assumed to be correct. Then Ag.(k,) can be estimated by
minimising the following objective function (weighted least squares)

~ 2
J4(km) _ %Z P"(kT) - Kn(kT) Cxij¢e(k'r) (712)

On

where P, (k,) is the actual measurements, K, (kz) = >, Gun €xp ](kz-i'tln“l‘(z;tln)
and o2 is a weight factor (ideally the variance of v,,) for each range-line n. The
estimate becomes

P (ko) Kn(ka)™

Adge(kw) = Zexp]AJ)e(kz) =7/ (7.1.3)

Ko () K (Fa)"
Zn ( )2( )

g’n

In the second step it is assumed that we have a correct estimate of the phase er-
ror vector Aq@e(kz). The task is to estimate all scatterer parameters (G, q@tln and
Z41n). This is a complicated multidimensional optimisation problem and therefore
more difficult than the estimation of A, (k,). We may formulate the estimation
task as to find the scatterer parameters that minimises this objective function

(7.1.4)

1
mezikz

x

Pn(kz) - (Z dtln exp](kzitln + étln)) eXP]Aé’e(kz)

1

The approach taken is to use the relaz algorithm [52]|. By inspection of equation
7.1.1 we see that the estimation of the scatterer parameters resembles estimation
of sinusoids in additive noise. This is exactly the estimation problem targeted by
the relax algorithm. The relax algorithm may be viewed as an improvement to the
clean algorithm [41] which has its origin in radio astronomy. In [34] an improved
clean algorithm is formulated for general spectral estimation. The estimation
accuracy is improved by correcting previously estimated spectral parameters for
each new spectral component added into the estimation. The relax algorithm
takes the iteration even further. The iteration procedure is repeated for each
new component until the estimation objective function 7.1.4 converges. By using
convergence as an iteration stop criteria, the relax algorithm can itself determine
the number of sinusoids in the signal.

Here follows a summary of a scatterer modelling autofocus algorithm in the
frequency domain

1. Select the range-lines to be include in the estimation.

Some range-lines are better removed all together from the estimation. These
are characterised by (i) no clear point scatterers, the reflectivity function
appears to be diffuse, and (ii) a high number of scatterers where no one really
dominate. With respect to (i) these range-lines do not meet the assumption
of discrete point scatterers. Practically they can be identified by having low
energy. With respect to (ii) it is demanding to include these range-lines
because a high number of scatterers must be included in the estimation.
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Finding the range-lines to exclude is challenging. If the focus of the initial
SAR image is poor then all range-lines look diffuse. The thresholds applied
to accept range-lines must be set based on image characteristics. If there are
a few range-lines containing only one strong scatterer and otherwise little
clutter, then all other range-lines may be excluded. And if all range-lines
are very equal then maybe no one should be excluded.

2. Sort the chosen range-lines such that the line assumed to be best suited for
autofocus comes first.

3. Initially the phase error estimate is set to zero, A, (ks) = 0.
4. The range-line index is set to the first range-line, n = 1.

5. The scatterer parameters of range-line n are estimated using the relaz al-
gorithm.

(a) Initially we will start by estimating one scatterer, L = 1.
(b) Initialise the index to the scatterer we will estimate, i = 1.

(c) Subtract (clean) the effect of all previously estimated scatterer para-
meters except the one we shall estimate from the measured range-line

L

Pri(ks) = Pu(ka) = | D tunexp g(kaibun + dun) | exp 1A¢e(kz)
1=1,l#i

—
2

Estimate the cross-range position of the scatterer

2
i‘tin = argmax Z Pnz(kz) exp _.]kzj:tin exp _]A(z;e(kz)

Ttin k.
=

It is found at the maximum value of the Fourier-transform of

P,;(k;)exp— quEe(kx) squared. Since the Fourier-transform of this
Doppler domain signal is the cleaned image-domain signal, Z4;, may be
found at the cleaned image-domain signal maximum magnitude point.

Estimate the magnitude of the scatterer

—
@
~

. 1 . o
Atin = | 77— Z Pm(k:r) exp —gk;Lin €Xp _]A¢e(kaﬂ)

It is found as the magnitude of the Fourier-transform of
P,i(kz) exp —)A¢c(ky) evaluated at dy,. Similar to Z,, this is equal
to the magnitude of the cleaned image-domain signal maximum point.
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(f) Estimate the phase of the scatterer

é)tin = arg <Z Pnz(kz) exp —k; T4in €Xp ]Aﬁgc(kz)>

ko

It is found as the phase of the Fourier-transform of Pp; (kg ) exp —)Ade (k)
evaluated at Zy,. Similar to Zy,, this is equal to the phase of the
cleaned image-domain signal maximum point.

(g) If i < L then increment ¢ and continue from step 1f.

(h) If L > 1 and if the scatterer estimates have not converged, set i = 1
and continue from 1f

(i) If the reduction in the objective function 7.1.4 is larger than some
threshold, increment L and ¢, and continue from step 1f.

6. Estimate the phase error function A(;Aﬁe(kL) by equation 7.1.3.

7. Increment the range-line index n and continue from step 5. If computational
time is of little concern we may re-estimate the scatterer parameters in all
range-lines up to n, that is continue from step 4. Re-estimation is appropriate
when n = 2, it may be considered when n is small, but will contribute little
as n increases.

7.2 Discussion

The algorithm described in section 7.1 uses the Fourier-transform relationship
between image domain and the Doppler-domain. The essential point for the al-
gorithm is that the data is made available in a domain where each data point has
a one-to-one relationship with one position on the synthetic aperture. We will call
this the aperture-domain as the name Doppler-domain is not appropriate for SAR
processing in time-domain. The algorithm described in section 7.1 can be divided
into the relax estimation of scatterers and the phase error function estimation. In
the following we will analyse these parts to identify the essential steps taken.

The relax estimation The relaz part of SMAA works on range-lines in isola-
tion. To simplify we assume a range-line with only two scatterers. The algorithm
consists of the following points.

1. The initial SAR processed image-line vector is available both in image- and
in aperture-domain. In frequency-domain SAR processing the last step
is a Fourier-transform from aperture-domain (Doppler-domain) to image-
domain. Time-domain SAR processing can also be arranged such that the
processing that combines data measured at different positions on the syn-
thetic aperture is done last.
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2. Estimate the cross-range position of the dominating scatterer by finding the
maximum value in the image-domain. The magnitude and phase of the
maximum image-point is taken as estimates of the scatterer magnitude and
phase.

3. Clean the found major scatterer from the signal. In the algorithm given
in section 7.1 the clean subtraction is done in aperture-domain (Doppler-
domain), see algorithm step 5c.

4. Transform the cleaned signal into image-domain and find the second major
scatterer by finding the maximum value. The magnitude and phase is found
from the maximum pixel.

. Back in aperture-domain now only the second (minor scatterer) is subtracted

t

from the initial signal.

6. Transform this cleaned signal into image-domain and re-estimate the major
scatterer.

7. Continue from point 3 until the two sets of scatterer parameters have con-
verged.

In essence, the estimation of the scatterer-parameters (position, magnitude and
phase) is done in the image-domain, and the cleaning subtraction is done in the
aperture-domain. The procedure described in section 7.1 only includes trans-
formation from aperture-domain into image-domain (inverse Fourier-transform).
Transformation in the other direction is not needed because the Fourier-transform
of one found scatterer is calculated analytically as a single harmonic function, see
the expression within the brackets of point 5¢ in the algorithm. Since we have
assumed that the image scene consists of a number of discrete point scatterers,
the Fourier-transform of a single shifted point (impulse) is a harmonic function.

It is important to notice that the cleaning subtraction does not need to be done
in the aperture-domain. After the clean subtraction the difference is transformed
into image-domain. Since this transformation is a linear operation (inverse Fourier-
transform for SAR processing in frequency-domain, matrix multiplication for SAR
processing in time-domain), the order of subtraction and transformation may be
switched. Subtracting the image-domain impulse response from the image-domain
signal will give the same result. Hence, the relaz estimation may be computed in
the image-domain alone if we can calculate the impulse response in the image-
domain. We will take advantage of this fact in formulating a practical SMAA in
time-domain.

We will add one comment on the impulse response when the SAR processing
is done in frequency-domain. In practice the sample spacing in image-domain
is often increased by zero-padding in the Doppler-domain before the last inverse
Fourier-transform. In this case the Fourier-transform of a single point scatterer,
the harmonic function, is also zero for those Doppler frequencies that were zero-
padded. When inverse Fourier-transformed back into the image-domain the result
will not be a single impulse but a sampled sinc-function.
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The phase error function estimation The phase error function estimate is
found by equation 7.1.3 which minimises the least square weighted sum given in
equation 7.1.2. These two equations are naturally formulated in the aperture-
domain since the phase error function is an aperture-domain function. Hence, the
aperture-domain representations of the found point scatterers are needed.

To enlighten the principle for scatterer modelling autofocus, we will assume
that there is only one range-line and on this range-line there is only one scatterer.
The sums in equations 7.1.3 and 7.1.2 will then consist of a single term and the
K (k;) sum will consist of only a single harmonic function K (k;) = a; exp 3(kzZ¢ +
(ZSt). The phase error function estimate then simply becomes the phase difference
between P(k;) and K(k,). In general, the scatterer modelling autofocus phase
error estimate for one position of the aperture is the phase difference between
the measured signal and the signal we should have received given the estimated
scatterer.



Chapter 8

Scatter Modelling Autofocus
with time domain SAR
processing

We have decided to use time-domain SAR processing in GinSAR. It the most accur-
ate and flexible SAR processing method, and the computational load is considered
to be acceptable. With respect to autofocus, the arguments given in section 6.4.1
indicates that higher accuracy in the estimation of the phase error function should
be possible operating in the time-domain. In this section we will therefore present
a scatterer modelling autofocus algorithm (SMAA) based on SAR processing in
time domain. The development of SMAA is one of the main achievements in this
thesis.

8.1 Aperture-domain

SAR processing in time-domain is described in section 3.2. It is implemented as a
matched filter two-dimensional correlation product for each target point as shown
in equation 3.2.4 and 3.2.5. In a simplified form the correlation product is given
by

M—-1N—-1
eplk, =D 8[n, m] 3[n, m] (8.1.1)
m=0 n=0
Here k and [ are indexes into the target point grid, that is, they define the
image point position (2, w), and m and n are indexing the position on the
synthetic aperture and time sample, respectively. § is the measured signal, and §
is the complex conjugate of the signal we would expect if there is a scatterer in
the image point position. Hence, § is a function of the image point position. By
studying one range-line in isolation (ignoring the [-index) and introducing

84
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Aplm][k] = i: 3[n, m] 8[n, m] (8.1.2)

n=0

as the sum over the N time samples, the correlation product can be written

M-1

eolk] = Y Ay [K (8.1.3)

The A, function in equation 8.1.2 contains the signal in aperture-domain, data
recorded at different positions on the synthetic aperture are not combined. We
have deliberately included the k-argument in the Ap-function to underline it is a
function of the image point position. This fact shows a difference relative to the
Doppler-domain for SAR processing conducted in the frequency domain. There
is not one single aperture-domain function that can be transformed into image-
domain, there are separate functions for each image-domain position. To find the
image-point the associated aperture-domain function must simply be summed.
Consequently, it is not possible to transform an image-domain range-line into a
set, of aperture-domain functions.

With respect to the relaz estimation of scatterers on a given range-line, the
clean subtraction must therefore be done in the image-domain. Hence, it must
be practically possible to calculate the impulse-response in the image-domain.
With respect to the phase error function estimation, it is necessary to calculate
an aperture function from the signal we would have received given the estimated
scatterers, and another aperture function from the real measured signal. These
two aperture functions must be calculated using the same image-domain position
argument. It is not necessary to calculate aperture-domain functions for all image-
domain positions. Conceptually, which image-domain position argument that is
used is arbitrary.

8.2 Polar grid of image positions

A rectangular grid of image points is normally used in SAR processing. Besides
providing uniform point density, the choice is dictated by the FFT algorithm when
the SAR processing is done in the frequency domain. When the SAR processing
is done in the time domain, the positions for the image points can be arbitrarily
chosen since each point is calculated in isolation. For scatterer modelling autofocus
using time-domain SAR processing, there are two reasons for using a polar grid of
image positions instead of a rectangular grid.

Independent range-lines In the algorithm described in section 8.3 it is as-
sumed that each range-line is independent. Along the centre-line normal to the
synthetic aperture the distance between the first zeros in the point response can
be approximated by AR. = ¢/B,, where B,, is the bandwidth of the signal (two
times the range resolution). The left side of figure 8.2.1 shows a simplified view of
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the SAR response for two scatterers.

— AR, le— ¢
AR,

7-T

Radar Radar

Figure 8.2.1: Independent range-line distance for rectangular and polar grid.

The first scatterer is located on the centre line normal to the synthetic aperture,
the other at a squint angle #. In this image the cross-range resolution given by
AR, = A\/2L, is larger than the range resolution AR,..

Because AR. > AR, the distance between the first zeros in range is larger
than AR, for the squinted target. If a polar grid of image point is used instead as
shown in the figure on the right, the distance between the first zeros are kept at
AR,.

Impulse response calculation As explained in section 8.1 it is necessary to do
the clean subtraction in the image-domain. It must therefore be practically pos-
sible to calculate the impulse-response in the image-domain. If a rectangular grid
of image points is used, the impulse-response along the range-line is a complicated
function difficult to approximate with analytical functions. If, however, a polar
grid of image points is used, it is possible to approximate the impulse-response
along the range-arc with fair accuracy. The angular impulse response assuming a
plane wave-front is given by [100]
_sin(kAz, N, (sin6; — sin9))

ho, 6:) = sin(kAx,.(sin 0; — sin 9)) (82.1)

where 6; is the squint angle of the target, N, is the number of measurement

positions on the synthetic aperture and Az, is the distance between the measure-
ment positions. To reduce the computational time we have first defined a prototype
function

sin(kAz,N,v)

ho(v) = sin(kAz,v) (8.2.2)
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which is calculated and stored for a wide range and densely separated values
of the argument v. To calculate h(6, 0;) for a particular scatterer located at the
angel 6;, hp(v) is interpolated at v = sinf; — sinf. The computational load for
the (linear) interpolation is low.

There are two approximations introducing small errors in this approach, inter-
polation and the plane wave front. The error contribution from the interpolation
can be reduced to an insignificant level by increasing the density of the prototype
function argument v. The error contribution from assuming a plane wave-front is
a function of the distance from the radar to the scatterer and the length of the
synthetic aperture. Using typical numbers for GinSAR gives a peak relative error
less than 0.01.

Conclusion Based on this discussion we have used a polar distributed grid of
image points. It is required for being able to calculate the arc-range impulse
response necessary for the SMAA. We have also chosen to use an equal angular
distribution of image points on each range-arc. The image point density along the
arc will then be higher at the near end of the target area compared to the far
end. Normally the target area range span is small relative to the range from the
radar to the centre of the target area. Hence, the difference in point density is
acceptable.

8.3 One dimensional scatterer estimation algorithm

This section describes the first algorithm we have implemented and used to pro-
cess simulated data. As all other algorithms described so far, it assumes that
the distance between the range arcs exceeds the range resolution, and each range
arc may therefore be regarded as independent. Thus, the estimation of scatterer
positions becomes a one dimensional estimation task along the arc. Compared to
the algorithm described in section 7.1 the algorithm described here is not only a
conversion imposed by the SAR processing being done in the time-domain. There
are also other modifications we have found practical and needed for better per-
formance.

8.3.1 The algorithm steps

1. The scatterer parameters for all range-arcs are first calculated. They are
computed for each range-arc in isolation.

(a) Initialise the index to the scatterer we shall estimate, ¢ = 1, and ini-
tialise the correlation product c¢p;[k] to the initial processed range-arc,
cpilk] = cplk]-

(b) Initialise the threshold function to all zeros. The threshold function
defines a magnitude limit the new scatterer candidate found as de-
scribed in step lc must exceed to be accepted as a proper scatterer.
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The purpose and calculation of the threshold function is explained in
section 8.3.2.3.

(c) Estimate the scatterer §;.

—
09

~

N2

=

i. Estimate the arc-angel éti of 8. It is found by first finding the
k-index along the arc which maximises |cpi[k]|. Then 0; is found
at the maximum value of a second degree polynomial defined by
lepilk — 1]], |epilk]| and |epik + 1]|. Hence, 0y; is not restricted to
the arc-grid points.

ii. Estimate the magnitude ay; of §;;. The same second degree poly-
nomial defined in step 1(c)i is used. If a; does not exceed the
threshold function, the scatterer §;; candidate is rejected and the
algorithm is terminated.

iii. Estimate the complex phase of §;. It is found as a linear interpol-
ation of the complex phase between the two c,; points closest to O,
on the arc-grid.

Increment 1.

Calculate a threshold-function using the magnitude and position of all
previously estimated scatterers.
Subtract the effect of all previously estimated scatterer parameters
from the original processed SAR arc (the clean-algorithm subtraction)
cpilk] = cplk]— (23;11 h[k](ﬁf])) Here h[k](3:;) is the impulse-response
for the scatterer 5.
Estimate a new scatterer §;; using the procedure in step lc.
Adjust the scatterer parameters (arc-angle, magnitude and complex
phase) for all found scatterers so far by the relaz algorithm. The steps
are repeated until convergence.
i. Set v =1, the index to the estimated scatterer we will adjust.
ii. Subtract (clean) the effect of all scatterers except scatterer v from
the measured range-line ¢y, [k] = ¢, [k] — (Z;;llﬁév h[k](étj)).
iii. Calculate a threshold-function using the position and magnitude of
all scatterers from index 1 up to v.
iv. Re-estimate scatterer v using the procedure in step 1lc.

v. Increment v, continue from step 1(h)ii as long as v < i.

(i) Continue from step 1d.

2. Using the estimated scatterer parameters each range-arc is evaluated with
respect to usability for scatterer modelling autofocus. The score o2 is calcu-
lated by the following expression

L 15 (eolk] = (S blHIG) ) |
o |k colt]

(8.3.1)
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A score equal to zero means the summed impulse responses matches the ini-
tial signal perfect. A high score indicates a poor match between the summed
impulse responses and the initial signal.

. To calculate the estimate of the phase error function we must first calculate

a synthesised aperture domain signal A, using the estimated scatterers. As
explained in section 8.1 it is arbitrary which point on the arc-grid (which k)
that is used when calculating the aperture domain signal. We will therefore
use the centre point and suppress the k-index. But we will include the I-
index identifying the arc-range. The synthesised aperture domain signal is
therefore written as a function of position on the synthetic aperture (index
m) and range-arc (index 1), Aps[m][l].

(a) A raw radar signal data-set §;[n, m] is synthesised from a scene contain-
ing the estimated scatterers. For each scatterer a delayed and scaled
version of the transmitted signal is defined where the delay is the two-
way propagation time from the radar to the scatterer position, and the
scaling is proportional to the scatterer magnitude. All the defined sig-
nals are summed together. A complete synthesised data-set is made by
repeating the procedure for all positions on the synthetic aperture.

(b

=

Aps[m][l] is now calculated using equation 8.1.2 where §[n, m] is re-
placed by §4[n, m].

. The measured aperture domain signal A,[m][l] is calculated from equation

8.1.2 (using the measurement data §[n, m]).

. The phase error function Ag,[m] is estimated by

>, Ap[m] [l]{:ps [m][1]"

S, Al AT (83.2)

o

Adelm] = £

The score 02 is used as a measure of the variance of range-arc [.

. The estimated phase error function Adge[m] is used in a new SAR processing

run which gives a better focused SAR image.

The sequence of using this autofocus algorithm and then processing a new im-
age using the estimated phase error function can be repeated until A¢.[m] has

converged to a small magnitude.

8.3.2 Algorithm evaluation

The final phase error function estimate shown in equation 8.3.2 is a weighted
average over the estimate for each range-arc. Hence, the final estimation error

depends on the estimation accuracy for each range-arc. We will therefore study a
single range-arc in isolation.
If there is only one range-arc the phase error function estimate becomes
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A(Z)C[m] = LAp[m] Aps[m]” (83.3)

The range-arc index [ has been suppressed for clarity. While the A,[m] function
is calculated from the measured data, Aps[m] is calculated from the scatterers we
have estimated on the associated range-arc of the SAR image. The estimation
accuracy therefore depends on how well we manage to identify and estimate the
scatterers. There are three ways the estimation procedure may fail or introduce
errors

1. It may fail to identify one or more existing scatterers.
2. It may identify and estimate one or several non-existing scatterer.

3. It may identify and estimate an actual existing scatterer, but the scatterer
parameters might be very inaccurate.

The procedure for identifying and estimating scatterers as described earlier in this
section finds the first scatterer at the maximum of the SAR image function. To
find the second scatterer the impulse response of the first scatterer is subtracted.
The second scatterer will then be estimated at the maximum of the difference
function.

8.3.2.1 Zero phase error

To show the principles of the procedure we have conducted some simulations where
the phase error function is zero. The range to the arc has been set to 2803 meters,
the angular separation between the calculated points in the SAR image function is
0.74 milli-rad, corresponding to 2.08 meters on the arc. The SAR image-function
is shown as a blue line, the magnitude of the summed impulse response for all
identified scatterers is shown as a green line. The magnitude of the difference
between the SAR image-function and the summed impulse response is shown as a
red line.

Simulation 1 In this scene there is only one scatterer at the azimuth angle 2.23
milli-rad. The magnitude of the functions are shown in figure 8.3.1.

The estimation algorithm has identified a scatterer at the maximum of the
SAR image function shown by the small cyan circle. The phase of the functions
are shown in figure 8.3.2.

This simulation shows that the calculation of the impulse response described
in equation 8.2.1 is very close to the real impulse response (the blue and green
functions are almost identical). The magnitude of the difference (the red line,
figure 8.3.1) is thus very close to zero.

Simulation 2 In this scene there are two scatterers located at the azimuth angles
-2.23 and +2.23 milli-rad. The RCS of the scatterer at azimuth-angle -2.23 milli-
rad is 0.04 relative to the other scatterer which gives a magnitude ratio of 0.2.



8.3. ONE DIMENSIONAL SCATTERER ESTIMATION ALGORITHM 91

1 .
0.8
)
°
2
=
206
£
-
(o]
]
©
E
o
<04
0.2 A A
/\/\/ N
0 /
-10 -5 5 10

0
asimuth angle [milli-rad]

Figure 8.3.1: Magnitude of single scatterer

The magnitude of the functions after the first major scatterer has been estimated
are shown in figure 8.3.3.

As can be seen, the second minor scatterer can easily be estimated after the
subtraction (the red curve). Without the subtraction it is difficult to discriminate
the minor scatterer from the side-lobes of the strongest scatterer. Figure 8.3.4
shows the functions after both scatterers have been estimated by the algorithm.

Both scatterers are estimated almost perfectly, the difference between the com-
bined impulse responses and the SAR image function (the red curve) is small.

Both the SAR image function and the impulse responses are complex functions.
In the simulations so far both scatterers have been at exactly equal range. If the
range-difference between the two scatterers is set to A\/8 (corresponding to /4
difference in angle) the functions after both scatterers have been estimated is
shown in figure 8.3.5.

The scatterers have been estimated in almost exactly the same positions even
if the SAR image function and the summed impulse response differ.

8.3.2.2 Non-zero phase error

The following simulations includes a non-zero phase error function. The phase
error function is a second-degree polynomial where the root-mean-square (RMS)
phase error is 7/4 radians.
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Figure 8.3.2: Phase of single scatterer

Simulation 3 This scene has two scatterers located at the azimuth angles -5.0
and +2.0 milli-rad. The magnitude of the scatterer at azimuth-angle -5.0 milli-
rad is 0.3 relative to the other scatterer. The range difference between the two
scatterers is A/8.

Figure 8.3.6 shows the magnitude curves after the first scatterer has been es-
timated.

Because of the phase error function the difference remaining after the clean
subtraction is substantial. When continuing the search for the second scatterer,
the peaks at the azimuth angles -3.0, 0.0 and 4.5 milli-rad are all stronger than the
peak at -5.0 milli-rad. If no actions are taken we would wrongly estimate scatterers
at some of the positions close to the strongest scatterer. This example shows the
shortcomings of the clean operation when there is a phase error. It becomes very
difficult to distinguish between the remainder after the clean operation and an
actual weaker scatterer.

Simulation 4 If we have a weak scatterer located further away from the strong
scatterer the situation is better. This is shown in figure 8.3.7 which is equal to
simulation 3 except that the two scatterers are located at the azimuth angels -6.0
and +7.0 milli-rad.

The peak in the position of the second minor scatterer at -6.7 milli-rad is



8.3. ONE DIMENSIONAL SCATTERER ESTIMATION ALGORITHM 93

0.8

I
[

normalised magnitude

N
~

02 A A
W N
Z
5

-10 -5

0
asimuth angle [milli-rad]

Figure 8.3.3: Scene with two scatterers after estimation of the first.

smaller than the peaks at the azimuth angles +4.5 and +9.6 milli-rad. But it is
the highest peak within a close vicinity.

8.3.2.3 Threshold-function

To be able to estimate the real existing scatterers in situations as described in
simulation 4 we will introduce a threshold-function with the following purpose

1. It shall as far as possible prevent the remainder after the clean-algorithm
subtraction to be falsely estimated as scatterers.

2. It shall contribute to correct estimation of weak scatterers located some
distance away from a strong scatterer.

As the name implies, the function serves as a threshold the peaks of the difference-
function must exceed before being identified as a scatterer. Only peaks on the
difference-function that is larger than the threshold-function will be identified and
estimated. The function is constructed as the sum of bell-shaped functions. For
each estimated scatterer a new bell-shaped function is added where the bell centre
is shifted to the azimuth position of the estimated scatterer. Figure 8.3.8 shows
the same simulation as in figure 8.3.7 but with the threshold-function added in
pink after the strongest scatterer has been estimated.
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Figure 8.3.4: Scene with two scatterers at the end of the estimation procedure.

With this threshold-function the estimation algorithm will correctly estimate
the weak scatterer at the azimuth position -6.4 milli-rad and not the stronger
peaks closer to the first strong scatterer.

The shape of the prototype bell-function can be adjusted in three ways. The
peak of the bell can be set to the magnitude of the estimated scatterer as in figure
8.3.9 or lower, the width of the bell-shoulders and on the floor level far away from
the bell can also be adjusted. The shape used in figure 8.3.9 will enforce the
estimation of the scatterer at the azimuth-position -6.7 milli-rad and prevent the
peaks at +4.5 and +9.6 milli-rad to be estimated. Figure 8.3.9 shows the situation
after the estimation of this second scatterer.

In this case the threshold function helped the estimation procedure to correctly
estimate the two real existing scatterers and to avoid any of the peaks emerging
from the incomplete subtraction of the impulse responses. Also notice that after
estimation of the second scatterer there are no peaks left exceeding the threshold-
function. In our implementation we use this as a criteria for ending the estimation
of more scatterers.

Successful application of a threshold-function depends strongly on the shape
of the bell-function. If we use a function with magnitude equal to the scatterer
and wide shoulders (as done in the previous example), we effectively suppress
peaks emerging from incomplete subtraction of the impulse responses. But at
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Figure 8.3.5: Estimation of two scatterers with phase difference.

the same time any real existing scatterers close to an other strong scatterer will
be suppressed. If we try to use the same shape of the bell-function as used in
simulation 4 in the more difficult case used in simulation 3 we have the situation
shown in figure 8.3.10 after the estimation of the strongest scatterer.

As can be seen, we will fail to estimate the second scatterer because the
threshold-function is too wide. If we use a too low and narrow threshold-function
such as shown in figure 8.3.11 we will wrongly identify a scatterer at -0.8 milli-rad
azimuth-angle.

Choosing the magnitude, width and the floor level of the bell-functions used in
the construction of the threshold-function is a challenging task. If the SAR image
appears to be very blurred or we have other reasons to believe the phase error
function has large average magnitude, it is better to use bell-functions that have a
magnitude equal to the magnitude of the estimated scatterer and wide shoulders.
With this approach we will avoid false identification of scatterers close to strong
scatterers. At the same time we may fail to identify real existing scatterers. The
end result will be an estimate of the phase error function with significant errors,
but normally the remaining phase error function has lower average magnitude then
the initial. When the SAR image is re-processed using the estimated phase error
function there will be less remainder after the subtraction of the impulse responses.
In the second iteration usage of a bell-function with smaller magnitude and more
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Figure 8.3.6: Two close scatterers with quadratic phase error.
Scatter no. Rel. mag. Azimuth angle Range offset from arc
[milli-rad| [milli-meter|

1 1.0 3.0 6.8

2 0.3 -5.0 +52.3

3 0.3 -9.0 +115.0

Table 8.3.1: Simulation 5 scatterers parameters

narrow shoulders is appropriate.

8.3.2.4 Iterated estimation

By iterating the procedure described at the end of last section, an accurate estim-
ation of the real existing scatterers without many false identifications is possible.
The error in the estimate of the phase error function will then gradually become
smaller.

Simulation 5 To show the progress while iterating we have made a simulation
where there are 3 scatterers with relative magnitude, position and phase as shown
in table 8.3.1. The phase error is the same quadratic function as used in the
previous simulations.
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Figure 8.3.7: Two scatterers far apart with quadratic phase error.

Figure 8.3.12 shows the situation after the first run of the algorithm.

The azimuth position of the estimated scatterers (the cyan circles) are almost
correct. The magnitude of scatterer number 2 is too high. The residual after
the subtraction of the combined impulse responses (the red curve) is substantial.
The graph also shows that successful identification of the three scatterers is very
depending on the chosen shape of the bell-curves used to construct the threshold-
function. Since the initial image-arc (the blue curve) is very blurred, the simulation
setup represents a difficult case. The estimated phase error function constructed
from the estimated scatterers, has been used to correct a second SAR processing.
When the estimation algorithm is ran a second time with the better focused image-
arc as input, we get the result shown in figure 8.3.13.

In this case it is much easier to visually identify the three scatterers. The
combined impulse responses (the green curve) is almost identical to the image-arc
giving only small a remaining-function. Also notice that the scatterer magnitudes
are more correct, and that the bell-curves used to construct the threshold-function
have a magnitude less than the magnitude of the associated scatterer. Figure 8.3.14
shows the initial phase error function (blue) and the estimated phase error function
after the first (green) and second (red) run of the algorithm. Repeated iterations
would have improved the estimate even more.

All these simulations are limited to one arc. By combining all arcs in the SAR
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Figure 8.3.8: Threshold function after estimation of the strongest scatterer.

image one single estimate is found as described by step 5 in the algorithm. This
combined phase error function estimate will generally be more accurate than each
separate range-arc estimates. In particular, the effect of errors in the identification
and estimation of some scatterers on some arcs will be reduced.

Even if single arc simulations using this algorithm show good results, it is pos-
sible to construct scenes where the assumption of independent range-arcs is at best
only partly justified. In these cases the end results may be estimates of the phase
error function with substantial errors. We have therefore investigated modifica-
tions of the algorithm which do not assume that the range-arcs are independent.

8.4 Two dimensional scatterer estimation algorithm

8.4.1 Problem description

Figure 8.4.1 shows a polar SAR magnitude image of a simulated scene containing
two scatterers in the range and azimuth-angle positions 2806.5 meters, 1.4253
milli-rad and 2804.0 meters, -1.4253 milli-rad, respectively. The range difference
between the processed range-arcs is one meter and the colour-bar values are in dB.
The positions of the identified scatterers are indicated with white circles.

The threshold-function concept has prevented estimation of more than one
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Figure 8.3.9: Threshold function after estimation of both scatterers.

scatterer on any range-arc. But since the algorithm work on range-arcs in isolation,
at least one scatterer will be estimated on each range-arc. In figure 8.4.1 a total
of 41 scatterers have been identified even if there is only two actual scatterers in
the scene. This result is not optimal since the radar signal that will be synthesised
given all these estimated scatterers, step 3 in the algorithm, will to some extent
differ from the actual measured signal. In most situations the difference is clearly
noticeable but still moderate. Most of the identified scatterers will be estimated
to have weak magnitude.

The ideal would be if only scatterers on those range-arcs that are closest to the
actual scatterers were estimated. The root of the problem is that the range-arcs
are not completely independent, there are side-lobes in the range-dimension. If
there is a weak scatterer located close to a range-arc, the range-side-lobe of a strong
scatterer on a neighbourhood range-arc can easily be stronger than the response of
the weak scatterer. A possible remedial action would be to use a window-function
in the range dimension during the SAR processing, it may be combined with an
increase in the range distance between the range-arcs. In this way the range-arcs
will be more independent, but this solution has some shortcomings. A scatterer
located at a range in the middle between two range-arcs will be estimated as two
scatterers, one in each range-arc. If the scatterer is relatively weak, and the dis-
tance between the range-arcs is more than the range resolution, the scatterer may
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Figure 8.3.10: Two close scatterers with a wide threshold-function.

fail to be estimated at all. It is difficult to make the range-arcs truly independent
and at the same time identify all scatterers and correctly estimate their position
and magnitude. A part of the problem is that the algorithm will estimate the
range position of a scatterer to always be the range of the processed range-arc
only offset by a fraction of a wavelength to make the phase match the measured
signal.

Having identified these drawbacks of one-dimensional scatterer estimation, we
have therefore developed and implemented a two dimensional scatterer estimation
algorithm.

8.4.2 The algorithm steps

Even if the main improvement is the usage of a two-dimensional algorithm for es-
timating the scattering positions, we have also introduced a step where the estim-
ated phase-error functions calculated from some range-arcs are removed because
they are evaluated to have large errors (step 4).

1. The scatterer parameters for all scatterers in the SAR image are calculated.
This is done by the following two-dimensional sub-algorithm:

(a) Initialise the index to the scatterer we shall estimate, i = 1, and initial-
ise the correlation product cp;[k, {] to the original complex SAR image
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Figure 8.3.11: Two close scatterers with a narrow threshold-function.

, cpilk, 1] = ¢plk, 1],

—
S

Initialise the two-dimensional threshold function to all zeros. The pur-

pose of the two-dimensional threshold function is equal to the one-
dimensional as described in section 8.3.2.3. The calculation of the func-

tion is detailed in section 8.4.2.2.

(c) Estimate the scatterer $; (the arc-angle ém and range Ry and the
magnitude ;). The estimation procedure is detailed in section 8.4.2.3.

(d) Increment i.

(e) Calculate a two-dimensional threshold-function using the magnitude

and position of all previously estimated scatterers.

—
-
=

Subtract the impulse responses of all previously estimated scatterer

parameters from the measured image (the clean-algorithm subtraction)

i—1

cpilk, 1) = cpll, 1] = | Y hlk, [(3e7) (8.4.1)

Jj=1

Here h[k, 1](3;;) is the two-dimensional impulse-response for the scat-
terer 8;;. The calculation of hlk, [](3;) is detailed in section 8.4.2.4.
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Figure 8.3.12: First run of scene with three scatterers.

(2) Estimate a new scatterer $;; using the procedure in section 8.4.2.3.
If the magnitude of the new scatterer is less than some defined limit
relative to the strongest estimated scatterer, the estimation of new scat-
terers is aborted. The limit is defined relative to the overall maximum
magnitude pixel. Continue from step 2.

(h) Adjust the scatterer parameters (arc-angle éw, magnitude ay, and range
Ry,) for all found scatterers so far by the relaz-algorithm. The steps
are repeated until convergence.

i. Set v = 1, the index to the estimated scatterer we will adjust.
ii. Subtract the effect of all scatterers except scatterer v from the ori-

ginal complex SAR image c;[k, 1] = ¢plk, I|— (Z;;ILJ-#U hik, l}(ét]-)).

iii. Calculate a threshold-function using the position and magnitude of
all scatterers from index 1 up to v.

iv. Re-estimate scatterer $;, using the procedure in step lc.

v. Increment v, continue from step 1(h)ii as long as v <.

(i) Continue from step 1d.

2. Calculate a synthesised aperture domain signal A, using all the estimated
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Figure 8.3.13: Second run of scene with three scatterers.

scatterers. As in the one-dimensional case we use the centre point on the arc-
grid when calculating the aperture domain signals. The synthesised aperture
domain signals are a function of the synthetic aperture position and therefore
written as Aps[m][l] (m is the index to the aperture position).

(a) A raw radar signal data-set §5[n, m] is synthesised from a scene contain-
ing the estimated scatterers. For each scatterer a delayed and scaled
version of the transmitted signal is defined where the delay is the two-
way propagation time from the radar to the scattering position, and
the scaling is proportional to the scattering magnitude. All the defined
signals are summed together. A complete synthesised data-set is made
by repeating the procedure for all positions on the synthetic aperture.

(b

=

A,s[m][l] is now calculated using equation 8.1.2 where §[n, m] is re-
placed by $5[n, m].

A phase error estimate is calculated for each range-arc (index 1) by
Apelm)[l] = LA [mI[l] Aps[m][I]* (8.4.2)

In this respect it is still assumed that the range-arcs are independent.
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Figure 8.3.14: Phase error functions.

4. Remove the phase error function estimates which are evaluated to have large
errors compared to the rest. In step 3 a phase error function is calculated
for each range-arc. Ideally all these functions should be equal. In practice
many are very equal but usually some differ substantially from the rest. In
this step these last functions are identified as outliers that will only degrade
the final single phase error function estimate, and therefore removed. The
removal procedure is detailed in section 8.4.2.5

5. Calculate a single final phase error function estimate as a weighted average.
The weights are proportional to the magnitude of the aperture function.

. A, m][1]| Ade[m][l
Ad)e[W’L] — le P[m”” ¢[m][] (843)
221 [Ap[m] 1]
In equation 8.4.3 the sums do not include the phase error functions that were
removed in step 4.

6. The estimated phase error function Agd,[m] is used in a new SAR processing
run which gives a better focused SAR image.

The sequence of using this autofocus algorithm and then processing a new im-
age using the estimated phase error function can be repeated until A¢.[m] has
converged to a small magnitude.
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Figure 8.4.1: Estimated scatterers with one dimensional SMAA.

8.4.2.1 Replacing clean-algorithm subtraction with scatterer removal

In situations where the phase error function magnitude is substantial, the clean-
algorithm subtraction is very incomplete. The difference between a defocused point
scatterer and the subtracted impulse response may have a large magnitude. The
clean-algorithm subtraction may even wrongly produce peaks in the SAR image
function which exceeds the threshold function and therefore are subsequently es-
timated. Experimentation has shown that in this situation it is a better approach
to replace the clean/relaxz-algorithm, step 1f-1h. Instead the correlation product
cpilk, 1] is multiplied with a scalar magnitude function that has zero value in the
estimated scatterer position and unity value further away. In this way the major
scatterers are estimated with fair accuracy while it must be accepted that closely
located weaker scatterers are not identified. The idea is to achieve an initial re-
duction of the phase error function magnitude. Reprocessing the SAR image using
the resulting phase error function estimate should produce a SAR image where the
clean-algorithm subtraction is more complete, the difference between a defocused
point scatterer and the impulse response has a smaller magnitude.
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8.4.2.2 Two-dimensional threshold function

The two-dimensional threshold function is constructed by the sum of prototype
functions. These bell-shaped prototype-functions are shifted and scaled to the pos-
itions and magnitudes of the estimated scatterers. The prototype two-dimensional
bell-shaped function is constructed by multiplying the one-dimensional threshold-
function exactly as described in section 8.3.2.3 with an other bell-shaped function
in range. The shape of this range function has been designed to cover the impulse-
response with a small margin. It is not adjustable because the defocusing effect of
phase-errors are mainly in the cross-range dimension, see section 6.2.

8.4.2.3 Two-dimensional scatterer estimation

1. Find the maximum point of the magnitude of the SAR image function that
exceeds the threshold function

lepi[kms Ln]| = max [cyi [k, 1]] (8.4.4)

If no points of |cp;[k, I]|lexceeds the threshold function the estimation pro-
cedure is terminated.

2. Define a two-dimensional convex parabolic-function from the maximum point
and its neighbourhood points in range and azimuth (|cp;[km, Im]|, |epilkm + 1,
‘Cpi[km - 17 lm”v ‘Cpi[kma lm + 1”7 ‘Cpi[kma lm - 1”)

3. Use the maximum of the parabolic-function as the magnitude of the scatterer
ay; estimate. Use the position of the maximum as the scatterer position
estimate (arc-angle éti, and range Ru) In this way the estimated position
is not restricted to the polar grid-points.

4. Adjust the estimated range Ry; by a fraction of a half wave length such that
the complex phase of 5;; matches the phase of ¢,;. This is done by a weighted
average the phase of the maximum point cp;[km,, lm] and its neighbourhood
points. The weights are set by their relative magnitudes. The phase of
Cpilkms lm + 1], ¢pilkm, U, — 1] are first adjusted for the range offset.

For the SAR image function to be accurately interpolated by a convex parabolic-
function the sample distance must be less than the resolution in both range and
azimuth. Using a parabolic function for interpolation is justified since the polyno-
mial expansion of the azimuth and range impulse responses both are even functions
with a dominating second degree term, see section 8.4.2.4.

Since the adjustment of Ry; done in step 4 is only a fraction of a half wave
length and the wave length is approximately 1/20 of the range resolution, the
adjustment is insignificant with respect to the magnitude response.

8.4.2.4 Two-dimensional impulse response

Section 8.2 explains how it is possible to approximate the azimuth component
of the impulse-response with fair accuracy if a plane wave-front approximation is



8.4. TWO DIMENSIONAL SCATTERER ESTIMATION ALGORITHM 107

used, see equation 8.2.1. Similar to the threshold function the two-dimensional
impulse response will be constructed by multiplying the azimuth impulse-response
expression with a range impulse-response expression.

We will approximate the frequency spectrum magnitude of the transmitted
chirp-signal to be a rectangular function. The error introduced by this approx-
imation is small. See [39] section 2.1.2.2.2. for an analytical derivation of the
frequency spectrum and the rectangular approximation. The magnitude impulse
response in range R then becomes a sinc-function

sin (27rBw(CR7RL)>

(8.4.5)

The magnitude of the two dimensional impulse response is given by the product
of equation 8.2.1 and 8.4.5. The impulse response phase is set to a linear function
of range where the phase at R; is set to zero. The complete two-dimensional
impulse response then becomes

sin(kAz, Ny (sin 6, — sin0))
sin(kAz,(sin 0, — sin 6))

sin (%Bw(f—m)
(%Bw(Rth))

In the derivation of equation we have approximated the wave front to be plane
and the magnitude of the frequency spectrum to be a rectangular function. In a
typical scene simulations show that peak relative error of this expression is less
than 0.01.

h(o, 0, R, Rt) =

eI (R=Ry) (8.4.6)

8.4.2.5 Removal of phase error function estimates with large errors

A new and assumed independent phase error function is calculated for each range-
arc in step 3 in the algorithm. Ideally all these functions should be equal. In
practice many are very conform but usually some differ substantially from the rest
because there are some significant errors in the estimation of scatterers close to
the associated range-arcs. Typically some scatterer has failed to be identified and
estimated because it is positioned close to an other strong scatterer.

Figure 8.4.2 shows a simulated example where all 18 estimated phase error
functions are plotted. Most of these curves resembles the actual simulated second
degree phase error function, but some curves have strong deviations at many po-
sitions on the synthetic aperture.

Combining all these curves into one estimate by calculating the average is not
optimal. The curves with large errors in some positions will in those positions
pull the mean away from the correct estimate. This is because the sample phase
distribution is characterised by outliers, samples that do not fit into a normal
distribution model.
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Figure 8.4.2: Estimated phase error functions.

Robust statistics provide methods that can substitute normal statistical es-
timators, but which are very insensitive to outlier data-points. In particular, the
median is used as a robust estimator of central tendency. For a general introduc-
tion to robust statistics, see [42].

A different but related approach is to remove the estimated functions that are
"very different from the rest" and use only the remaining functions to calculate
one optimal estimate. This resembles removing outlier data-points in statistical
distributions except that in this case the data-points are functions. The identific-
ation of outliers is a subjective task without any accepted mathematical definition
of what constitutes an outlier. For more information on outliers in statistics, see
[9]-

In this work we have chosen to identify a set of phase error function estimates
that are close in the sense they resemble each other. Those which are not in
the close-set of functions are classified as outliers and removed. The function
closeness is calculated as the euclidean distance. The rational behind this approach
is as follows. If there are range-arcs where all actual nearby scatterers have been
estimated correctly, the associated phase error function estimates will be almost
equal to each other and very close to the actual function. Hence, a set of functions
that are very equal is a strong indicator that these functions have small errors.
Functions that are very different from all other functions usually have substantial
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Estimator RMS error |milli-rad|
Mean 75
Median 35
Weighted mean of close-set 23

Table 8.4.1: Root-mean-square errors of the different estimates.

errors. Using this approach we may end up removing more functions than would be
done using traditional outlier identification criteria. Since the remaining functions
are assumed to be closer to the true phase error function, the accuracy of the final
estimate should be better.

This are the steps taken for identifying the functions in the close-set:

1. The euclidean distance between all possible pairs of functions is calculated.
2. The number of functions to include in the close set is initialised, ns, = 2.

3. The ng number of functions that have the minimum average distance between
them are identified, and the average distance is recorded, d(n).

4. ng is incremented and the algorithm is repeated from step 2 for all range-arcs
in the data set.

5. The number of functions to include in the close-set must be determined. At
the same time as we seek a set of functions that are very close to each other,
we also want the number of functions in the set to be as large as possible.
This trade-off situation can be solved by optimising some defined objective
function. But in practice it is challenging to define an objective function
which performs well in all situations. In this work we have therefore found
it easier to determine the size of the close-set by manual inspection.

6. The functions that have the minimum average inter-distance for the optimal
ng, are defined to be in the close-set. The other functions are classified as
outliers and not used in further processing.

A weighted average of the functions in the close-set is used as the single final
estimate of the phase error function. This is described in step 5 in the main
algorithm (section 8.4.2). Figure 8.4.3 shows the 6 phase error function estimates
that are in the close set from the simulation in figure 8.4.2.

Figure 8.4.4 shows the actual true simulated phase error function (blue line),
the mean of the estimated phase error functions (green line), the median (red line)
and the estimate found using our algorithm (cyan line).

The root-mean-square (RMS) error of the different estimates are given in table
8.4.1. Both the figure and the table indicate that the weighted mean of a close-set
of functions has smaller error than both the mean and median of all functions. It
also shows that the median is clearly better than the mean.

Notice that in the calculations of the euclidean distance, the mean and the
median needs be adapted to angular data which are defined on a circular domain.



110 CHAPTER 8. SMAA WITH TIME DOMAIN SAR PROCESSING

N /

\\ /
N\ //
\

Phase [rad]
\
\

3
. S
-2
-3
0 100 200 300 400 500 600 700
Radar position index on synthetic aperture
Figure 8.4.3: Estimated phase error functions in the close-set.
Scatter number X-position [m| W-position |m)] RCS [m?]
1 585.1 2826.3 700
2 598.7 2796.3 560
3 554.7 2777.9 560
4 520.3 2856.0 560

Table 8.4.2: Position and magnitude of the 4 strongest scatterers

Central in circular data statistics is the fact that the distance between two data
samples cannot be more than m-radians.

8.4.3 Simulation example

To demonstrate the algorithm we have conducted a realistic simulation.

8.4.3.1 Simulation description

The target scene consists of totally 361 scatterers. The 4 strongest scatterers have

the positions and radar cross-section (RCS) magnitudes as shown in table 8.4.2.
All of the remaining 357 scatterers have random RCS, exponentially distributed

with mean 84 m? and random position within the target area. The strongest of
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Figure 8.4.4: True simulated and estimated phase error functions.

these scatterers have a RCS of 385 m2. The SAR image of the scene processed
with zero simulated phase error function is shown in figures 8.4.5 and 8.4.6. In all
these figures the colour-bar values are in dB. In figure 8.4.6 Kasier-windows with
parameter 5 have been applied on both the range and the azimuth dimensions.
When comparing these two figures it is easy to see how applying window functions
in the SAR processing decreases the side-lobe level at the cost of lower resolution.

Due to the high number of scatterers there are several positions where there are
two or more strong scatterers within one resolution cell. The very strong scatterer
that appears in position X = 563.7, W = 2739.9 meters indicated with a circle,
is an example. Similar to real measurements there are also many weak scatterers
that are difficult or impossible to visually identify. The signals from these weak
scatterers make the autofocus task challenging.

Figure 8.4.7 and 8.4.8 shows SAR images of the scene where a simulated phase
error function is included. It is made by low-pass filtering Gaussian white noise in
an effort to generate an arbitrary but plausible function. The standard deviation
is 57/16 radians which is substantial. The signals in positions 280 and 450 on the
synthetic aperture are in approximately opposite phase. To make the simulated
received signal as realistic as possible, we have added Gaussian distributed white
noise corresponding to a noise temperature of 1500 Kelvin. Compared to figure
8.4.5 and 8.4.6 the images appear very blurred in the azimuth direction indicating
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Figure 8.4.5: SAR image of simulated scene with zero phase error function

substantial phase errors along the synthetic aperture.
The simulated phase error function is shown as the blue curve in figure 8.4.9.

8.4.3.2 First processing

The unfocused SAR image as shown in figure 8.4.7 is rather blurred in the azi-
muth direction indicating substantial phase errors along the synthetic aperture.
In the first autofocus processing we have therefore replaced the clean-algorithm
subtraction with a scatterer removal procedure as described in section 8.4.2.1.

Figure 8.4.10 shows the same unfocused SAR as in figure 8.4.7, but in linear
colour scale. Imposed on the image are small black dots in the positions where
the algorithm has identified scatterers. As can be seen, most of the strongest
scatterers have been identified, but it is also possible to find weak scatterers that
have not been identified such as in coordinates W = 2736, X = 579 meters. In
this processing the estimation of scatterers was stopped when the maximum of the
residual image was less than 0.4 compared to the strongest estimated scatterer.
It makes little sense to try to estimate much weaker scatterers. The scatterer
removal process, multiplication with a function that has zero-value in the position
of the scatterer, may produce peaks in the close vicinity which are not peaks in
the original image.
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Figure 8.4.6: SAR image of simulated scene with zero phase error function, pro-
cessed with Kaiser window.

The estimated phase error function is plotted as the green curve in figure 8.4.9.
On some parts of the synthetic aperture the estimated phase error is close to the
actual phase error function, blue curve. On other parts the estimate does not
really reduce the error magnitude. On average the remaining phase error function
has smaller magnitude.

8.4.3.3 Second processing

Before the second autofocus processing a new SAR image was processed where the
phase error estimate from the first autofocus processing was used as a correction.
In this way the task of identifying scatterers became easier because of reduced
blur. In this second processing we used the regular clean-algorithm subtraction
and a threshold function as described in section 8.3.2.3. The final single phase
error function estimate (the sum of the first and second processing estimates) is
shown as the red curve in figure 8.4.9. As can be seen the estimate is very close
to the simulated phase error function for all positions on the synthetic aperture.

Figures 8.4.11 and 8.4.12 show the SAR image when the radar data has been
corrected with the final phase error function estimate.

In the last figure Kaiser windows have been applied in the processing. When
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Figure 8.4.7: SAR image of simulated scene with non-zero phase error function.

comparing figure 8.4.11 to figure 8.4.5 and figure 8.4.12 to figure 8.4.6 we see that
all strong scatterers are essentially equal. The only visual difference is the very
weak residual response outside the target area.

8.5 Error analysis

The SMA-algorithm relies on all scatterers in the scene being estimated correctly,
both magnitude and position. But since the estimation is done using the SAR
image data processed with uncompensated phase errors, the scatterer estimations
will have errors. In this section we will analyse the impact of errors done in the
estimation of the scatterers.

As described in section 8.4.2 the phase error estimate for range-arc [ is calcu-
lated by

Ade[m] = ZA,[m] Aps[m]* (8.5.1)

where m is the index to the position on the synthetic aperture. The measured
aperture function Ay,[m] and the aperture function calculated from the estimated
scatterers Aps[m]| are related to the actual and estimated scatterers by
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Figure 8.4.8: SAR image of simulated scene with non-zero phase error function,
processed with Kaiser window.

N
Aplm] = Z g e?(@enlmlTAde[m]) (8.5.2)
n=1
N ~
Aps [m} — ZdtneJ(bM[m] (853)
n=1

Here a4, and a4, are actual and estimated scatterer magnitude, ¢y, and qgm are
the actual and estimated scatterer phase, both for scatterer n. The actual phase
error function is given byA¢.[m]. Inserting equations 8.5.2 and 8.5.3 into equation
8.5.1 gives

N N
Ade[m] = 2" apme?* ™ — 23" aye?? M 4 Ag, (8.5.4)

n=1 n=1

Perr[m]

If 4y = aen and dp, = @tn then ¢ep[m] = 0 and the phase error function
estimate is correct, A¢. = A¢p.. Errors in the estimated scatterer magnitudes
and/or phases will generally give |@er-[m]| > 0.
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Figure 8.4.9: Blue: simulated phase error function. Green: estimated phase error
function after first processing. Red: estimated phase error function after second
processing.

8.5.1 Error in the estimated scatterer position

To simplify we will assume that there is only on scatterer in the scene, N = 1.
The phase of the scatterer is given by the distance from the radar to the scatterer

4
dum] = %\/(Rt sin 0, — mAz,)? + (R, cos 0;)? (8.5.5)
where R; and 6, are the radial range and arc-angle to the scatterer and Az,
is the separation between positions on the synthetic aperture. Since we assume
ar = ¢, we have ¢err[m] = dr[m] — ¢i[m)].
8.5.1.1 Error in the estimated scatterer range R,

Expressing ¢e,[m] as a function of the error in the estimated range AR; gives

N%AR _4r R, — mAx, sin 6,
OR, T X VR? —2RymAz, sin 0, + (mAz,)?

berr[m] AR,  (8.5.6)

Since R; > mAx, and 6, is a small angle, we may approximate
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Figure 8.4.10: Estimated scatterers after first autofocus processing.

Gerr [m} ~ %ARt (857)

An error in the estimated scatterer range gives a directly proportional error in
the estimated phase error. But since it is a constant function (not a function of
the position on the synthetic aperture), is will not cause any defocus effects and
cannot be corrected by autofocus procedures.

8.5.1.2 Error in the estimated scatterer arc-angle 6,

Expressing @e,[m] as a function of the error in estimated arc positionAf; gives

3¢t An RymAx, cos b

A — A6 8.5.8
X V/R? —2RymAz, sin 0, + (mAz,)? K ( )

¢ev‘7‘ [m]

Since we still have that R; > mAx, and 6, is a small angle, we may approx-

imate

Gerr|m] ~ —%TmA:cTAGt (8.5.9)
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Figure 8.4.11: SAR image of simulated scene processed with final estimated phase
error function.

An error in the estimated scatterer arc-angle gives an error in the estimated
phase error which is a first order function along the synthetic aperture. The largest
error will be at the end of the synthetic aperture, mAz, = L,/2. Using values
for GinSAR from chapter 10 and Af; = 0.357 milli-rad (1 meter on the arc at
R, = 2803 meters), gives ¢ = 30 degrees. If there are two or more scatterers
with different magnitude, the error function ¢.,,[m] will in general be of higher
order.

8.5.2 Error in the estimated scatterer magnitude a,

In this case we assume that the estimated phase is correct, ¢?t = ¢¢. Then if there
is only one scatterer in the scene, an error in the estimated scatterer magnitude
a; will not generate any error in the phase error function estimate. But with two
or more scatterers it is possible. This is explained in figure 8.5.1.

In this example there are two scatterers where the aperture functions for each
scatterer is shown as vectors in the complex plane. Since we are interested in
the sum, the vectors are drawn head to tail. The actual measured scatterers are
shown as blue vectors with magnitudes a;; and a;o. The aperture functions for
the estimated scatterers are shown as red vectors with magnitude a;; and ayo.
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Figure 8.4.12: SAR image of simulated scene processed with final estimated phase
error function, processed with Kaiser window.

As can be seen, the angle for each scatterer/vector is correct but the magnitudes
have errors. Because of these error there will an error in the phase error function
estimate. The magnitude of ¢ depends on the magnitude ratio as2/as; and angle
difference ¢y2 — ¢y1. The worst situation is when aspo/an ~ 1 and ¢ — ¢ = 7
radians, ie. when the signal from the two scatterers almost cancel each other. In
this case a small error in either d;; and/or d;2 may turn the sum vector close to 7
radians.

Figure 8.5.1 shows the situation for one fixed position on the synthetic aperture.
As the position on the synthetic aperture is changed, the angles ¢y and ¢;2 changes
according to equation 8.5.5. If there are two scatterers of approximately equal
magnitude at different arc-angles, there will typically be one or more positions on
the synthetic aperture where ¢;2 — ¢y1 ~ m and the Aq}e-estimate becomes very
uncertain. These positions can be identified by the sum 25:1 apme?®m M being
small. When calculating the weighted average from all range-arcs in the close set
(see section 8.4.2) this range-arc at the position with uncertain Ag-cstimate is
given a small weight factor.

If there are one strong and one weak scatterer in the scene but for some reason
we have only identified the strong scatterer, we have the situation shown in figure
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Figure 8.5.1: Error in estimated scatterer magnitude.
8.5.2

As the position on the synthetic aperture is changed, the tip of the weak
scatterer vector rotates around the tip of the strong scatterer vector. The bounds
on the error in the phase estimate becomes

[perr] < arcsinZ—:i (8.5.10)

From this result we conclude that the identification of weak scatterers becomes
important in the last iterations to achieve the most accurate phase error function
estimate. In practice there is a limit where trying to estimate more scatterers does
not give smaller errors. This is because the estimates of weak scatterers typically
have larger errors in position and magnitude than strong scatterers due to lower
signal-to-noise ratio.

All these analysis concerns only one range-arc. When estimating one single
phase error function we first identify the function estimates that resembles each
other into a close-set. The final single estimate is calculated as a weighted average.
Using this procedure the final estimate is rather insensitive to large errors in some
scatterer estimates as long as there are other range-arcs that have small errors.
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Figure 8.5.2: Error when a scatterer has failed to be estimated.

121



Chapter 9
Synthetic aperture length

As described in section 10.1.2 the position of the radar on the synthetic aperture
was measured by a distance wheel rolling on the back-most rail. The distance wheel
had an optical encoder attached to its axis. The starting position was fixed by a
solid metal structure. But the stop position after having rolled along the whole
railway length, showed some variations in the milli-meter range corresponding to
a relative error less than 1/1000. By inspection the variation was slowly changing,
the difference in stop position between to consecutive measurements were very
small. Since we were unable to observe any variations in the stop-angle of the
distance wheel, there must have been some variable slip between the wheel and
the rail. The distance wheel axis rolling friction is very small due to roller bearings,
it seemed unlikely that the observed variations could have this explanation. The
most likely cause is that the distance wheel axis was not exactly perpendicular to
the rail at all times forcing some movement /slip between the contact areas on the
wheel and the rail. The amount of movement/slip will likely vary as a function
of factors such as temperature, humidity, dust on the rail etc. Since variations in
the length of the synthetic aperture may very well occur for other arrangements
than a railway too, we have analysed the impact and sought some compensating
action.

Impact of errors in synthetic aperture length  The distance between pulse
transmission positions on the aperture is given by

2L
CM-1
where 2L is the total length of the synthetic aperture and M is the number

(9.0.1)

of pulse transmission positions. We will make the assumption that d is constant
for each SAR measurement. And we will also assume that the waves impinging
on the synthetic aperture have a plane wave front (reflecting scatterer at infinity).
The scattering squint angle shown in figure 9.0.1 is then related to d by

A¢

LA
0; = arcsin ™ d (9.0.2)
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where A¢ is the measured phase difference between the two adjacent pulse
transmission positions, see figure 9.0.1. An error in the assumed distance between
pulse transmission positions on the aperture d, will have no impact if A¢ = 0
since then we also have 6; = 0 (a broadside located scatterer). If A¢ > 0 and
dg < d, 0, will be calculated to be larger than the correct squint angle. Since the
effect is proportional to 6;, the SAR image appears to be stretched away from the
azimuth centre. When comparing many SAR images the squint angle of a fixed
target will therefore show some variation due to variations in d.

In addition there will be variations in the calculated interferometric phase of a
squinted target position because it is only the stop position that varies. The net
effect is that the centre of the synthetic aperture is moved by half of the variation
in the stop position. The range to a squinted target will change equal to the
change in synthetic aperture centre position projected into the direction towards
the target position. This is shown in figure 9.0.1 as Ar. The assumed synthetic
aperture length is 2L,, and the corresponding pulse transmission positions are
indicated with the red crosses. The actual length is 2L = 2(L, + AL) where the
associated pulse transmission positions are indicated with blue circles.

F2A LA

Figure 9.0.1: Range error caused by error in synthetic aperture length. For sim-
plicity there is only 5 positions on the synthetic aperture in this figure.

The change in range towards the squinted target becomes Ar = AL sin 6;.

For a reflector at finite distance there will an additional effect similar to a
second order phase error function (PEF). But for the synthetic aperture lengths
and target area ranges typically encountered in GinSAR, this second order PEF
has small magnitude.
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Compensation We will make the assumptions that there is a strong fixed point
scatterer at some squint angle 6; and that the measured interferometric phase
difference A¢,, for SAR image n has no errors (it is correct for the given d,,). The
calculated squint angle for SAR image n then becomes using equation 9.0.2

A Ag,

Ona = arcsin —

4 dna

where d,, is d, for SAR image n. If d,, was replaced by the correct d, in
equation 9.0.3 the correct and constant 6; would have been calculated. Hence, the
ratio A¢,, /d,, is constant.

To find an estimate for d,, we will demand

(9.0.3)

A¢n  A¢
= .04
dn ~ dua (904
where A¢ is the average of all A¢,,. By solving for d,, we get
Aoy sin 6,
dp = dna ij) - =dna 1 gjlvn ; - (905)
A¢ A Done1 SN0y

where N is the total number of SAR images. The estimate of the error in the
length of the synthetic aperture becomes

AL, = %(M ~1)d,—L=1L (15;1“9" - 1) (9.0.6)
N Don—1 800y
where M is the number of positions on the synthetic aperture. Note that this
estimate of AL, is found by averaging the sinus of the squint angle. Hence, the
estimation is only able to estimate the variations in AL,, and not a common offset.



Chapter 10

Radar on rails measurements

10.1 Measurement description

The railway was set up on the roof of NGI's building in Oslo approximately 17
meters above ground level illuminating the hill “Vettakollen”. This site was chosen
because it was practical. Testing the radar in some location where there actually is
an unstable slope would have been better, but with limited resources we concluded
that the chosen site was our best option. Hence, the purpose with these meas-
urements have been to determine the performance of the radar including all post
processing as discussed in previous chapters. It was not to conduct geo-technical
useful or interesting measurements.

10.1.1 The radar site

The target area is described in section 10.1.3, here we will discuss the potential
problem of placing the radar on the roof of a building. Since we calculate any move-
ment within the target area by distance measurements between the radar and the
target area, the radar should not move between the measurements. As a concrete
structure the building will expand and contract with temperature changes. Course
calculations have shown that the position of the radar on the roof will move 0.3
milli-meters towards the target area for each degree Kelvin increase in the con-
crete. The temperature span during the measurements was 3.5 C° which should
give approximately 1 milli-meter movement. The actual movement is likely much
less since the inside of the building is air-conditioned with constant temperature.
We tried to measure the length of the roof using a laser distance meter during part
of the measurement period without being able to observe any changes. We there-
fore conclude that the temperature induced movement of the roof is so marginal
that no compensating action was required.

After having setup the radar and conducted some measurements it became
evident that the second amplifier in the receiver saturated. We firmly believed
that the problem was caused by the side-wall of a school-building on the other
side of the road approximately 200 meters away from the radar. An antenna-side-
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lobe that illuminated this wall gave a too strong reflected signal because of the
short distance. We were therefore forced to reduce the amplification in the receiver
to avoid saturation. In general, when given a slope to monitor, finding a suitable
place to setup the radar can be a challenging task.

10.1.2 The railway

The length of the rails were 13.5 meters. We would prefer to use a length of
30 meters as that would give approximately equal resolution in range and cross-
range, but the length was limited by the size of the roof. The moving distance of
the wagon, the length of the synthetic aperture was measured to be L, = 12.133
meters. The rails were made of rectangular aluminium tubes of length of 3 meters.
They rested on sleepers in both ends at the joint to the next rail. The height and
width of the rails were 80 and 50 milli-meter, respectively. We were not able to
observe any vertical deflection of the rails due to the weight of the wagon. When
setting up the railway we tried as far as possible to make the synthetic aperture a
straight line by adjusting the sleeper support individually. By using a laser beam
pointing at a flat target screen that were moved along on the top of the rails, the
deviation from a straight line seemed to be less than 10 milli-metres.

The wagon was constructed with three wheels to maintain constant weight
on each wheel as the wagon rolled, two wheels on the front-side and one on the
back-side rail. This construction gave less sidewise wobbling. The antennas were
mounted on top of the wagon approximately 1.3 meters above the rails. The
mechanical antenna mounting allowed adjustment of the pointing direction both in
elevation and in azimuth. The position of the wagon along the rails was measured
using a distance wheel connected to an optical encoder which rolled on the back-
side rail. The start position on the rails was mechanically fixed. The stop position,
set by the distance wheel measurements, showed some slowly changing milli-meters
variation. The wagon was moved forward by an electric motor pulling a tight wire.
The motor was controlled by the radar micro-processor. Both front-side wheels
were made with flanges both on the inside and outside to limit the sidewise position
of the wagon on the rails. The opening between the inner and outer flange were 2
milli-metres wider than the width of the rail. By observation both the inner and
outer flanges where in contact with the rail at different times during the travel
along the rail. But the sidewise position of the wagon on the rails seemed very
repeatable among the runs.

The radar was programmed to conduct 721 frequency sweeps along the syn-
thetic aperture giving 16.9 milli-meter between each pulse transmission. The time
to finish all 721 measurement pulse transmissions (one complete SAR measure-
ment) was 244 seconds, which gives a speed on the rails equal to 49.7 milli-meters
per second. The pulse transmission time (chirp sweep-time) was programmed to
15.358 milli-second. The movement on the rails during the pulse transmission time
then became 0.76 milli-meters. Figure 2.4.5 shows the wagon with the antennas
and the electronics on the railway. Figure 10.1.1 shows the radar on the roof of the
building. Figure 10.1.2 shows the distance-wheel and the wire-wheel connected to
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Figure 10.1.1: The radar on the roof of the building.

the electrical motor.

10.1.3 Target area

The target area “Vettakollen”, is a hill where the most distant part are more
than 3000 meters away from the radar. This hill is geological stable. Ideally
our measurements should therefore indicate zero movement. Unfortunately the
area consist of forest with rather dense vegetation. We were only able to find
two positions on the ground with a clear view towards the radar. At both these
openings we mounted flat plate reflectors. The reflector at the top of the hill
furthest away from the radar had a theoretical radar cross section (RCS) of 826
m?2, the RCS of the lower reflector were theoretically 293 m2. The actual RCS
were less because of pointing direction errors and the plates not being perfect flat.

Figure 10.1.3 shows a topographic map of the target area.

The position of the reflectors are indicated with red shaded circles. Relative to
the synthetic aperture the reflectors are located at squint (azimuth) angles of 11.5
degrees (top reflector) and 10.7 degrees (lower reflector). The pointing direction
of the antennas were adjusted to point towards the reflector both in azimuth and
elevation. Figure 10.1.4 shows a photo of the target area as seen from the radar.

Figure 10.1.5 shows a vertical cross-section of the propagation path. Note that
the scale of the horizontal and vertical axis are different.
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Figure 10.1.2: The distance-wheel and the electrical motor with the wire-wheel.

10.1.4 Completion of measurement series

In total 175 measurements were conducted during a period of almost 25 hours
starting on the 23’th October 2011 at time 15:24. With a few exceptions the
average time between the measurements were approximately 8 minutes. Detailed
data of the meteorological conditions during the measurement period is described
in section 10.3.1.1. Here we will limit us to say that the conditions were fairly
stable, relative small temperature changes, little wind, overcast but no fog.

10.2 Autofocus and SAR magnitude image

10.2.1 SAR magnitude image without autofocus

Figure 10.2.1 shows the processed SAR magnitude image for one arbitrary meas-
urement.

The colour-coding is in Decibel. The received power level which saturates the
receiver is used as 0 dB reference level. In this processing it is assumed that
the synthetic aperture is a straight line (no autofocus) and the the length of the
aperture is exactly 12.133 meters.

The two reflectors are clearly visible at the w- and x-coordinates (2800, 568)
meters (reflector 1) and at coordinates (2343, 443) meters (reflector 2). Except for
the placed out reflectors the strongest natural reflectivity is mostly found in the
same areas as the reflectors. This is as expected because in these areas there are
some smaller patches with bare rock surface. In general the natural reflectivity is
rather small because of dense vegetation.

Figures 10.2.2 and 10.2.3 show scaled subsections of figure 10.2.1 around the
reflectors. Both reflectors and the other natural scatterers appears somewhat
blurred indicating phase errors in the SAR processing. Notice that both reflector
responses appears to be similarly blurred.
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Figure 10.1.3: Topographic map of target area.
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Figure 10.1.4: Photo of target area seen from the radar.
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Figure 10.1.5: Vertical cross-section of the propagation path
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Figure 10.2.3: SAR magnitude image at reflector 2.



10.2. AUTOFOCUS AND SAR MAGNITUDE IMAGE 133

Esfimated PEF ——
Minimum of all PEFs ——
Maximum of all PEFs

=)

p
===

Estimated position error [milli-meters]

0 100 200 300 400 500 600 700
Radar position index on synthetic aperture

Figure 10.2.4: Estimated phase error function.

10.2.2 Autofocus
10.2.2.1 First iteration

We have estimated the phase error function (PEF) using the scatterer modelling
autofocus algorithm (SMAA, 2 dimensional) described in section 8.4. In the first
iteration the threshold function maximum was set equal to the magnitude of the
identified scatterers. The threshold function width was set to approximately 2
times the azimuth resolution, and the floor level was set to 0.16 of the peak value.
When using this threshold function only the two reflectors were identified as scat-
terers. This may seem as a very conservative choice of threshold function, but
we have found that only estimating the strongest scatterers in the first iteration
constitute a robust approach.

The middle blue curve in figure 10.2.4 shows the estimated position error of
the same measurement as imaged in section 10.2.1. Instead of plotting all 175
estimated PEFs we have only shown the maximum (red upper curve) and minimum
(lower green curve) position error that were estimated for each position on the
synthetic aperture.

All the curves resembles each other rather well. The span between the max-
imum and minimum is approximately 2 milli-meters. This result supports our
impression from section 10.1.2 that the sidewise position of the wagon on the rails
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scatterer no. Relative Magnitude X-position ‘W-position
1 1.000 568.4 2799.9
2 0.2751 443.8 2342.8
3 0.0188 576.8 2731.1
4 0.0072 486.6 2388.8
5 0.0070 475.9 2328.9
6 0.0065 477.0 2326.5
7 0.0060 575.2 2781.5
8 0.0060 490.9 2575.8
9 0.0049 567.0 2692.4

Table 10.2.1: Scatterer magnitude and position estimated by the autofocus al-
gorithm.

seemed very repeatable among the runs. However, due to small wind gusts we
do not expect the estimated position error functions to be exactly equal. The
variations among the estimated PEF can therefore not be interpreted as errors in
the estimation.

The estimated PEF (blue curve) show some high frequency oscillations that
are typical for all estimated PEFs. The magnitude is less than 1 milli-meters. We
believe these oscillations are mostly electronic/measurement noise, a minor part
may stem from vibrations in the antennas as the wagon rolls on the rails. Some
of the slow drifts in the estimate could be caused by changes in the state of the
atmosphere during the measurement time (244 seconds). Notice that neither the
shown PEF (blue curve) or any other estimated PEF contain zero or first order
terms.

10.2.2.2 Second iteration

The estimated PEF found in the first iteration was used to correct the w-position
of the radar in a second SAR processing. Using the resulting SAR magnitude
image, a new PEF was estimated. In this iteration the width of the threshold
function was reduced to 1.3 of the azimuth resolution and the floor level was set
to 0.0049 of the peak value. Figure 10.2.5 shows the PEF estimated after the first
iteration (blue curve, almost hidden by the red curve), the PEF estimated in the
second iteration (green curve) and the accumulated PEF (red curve).

The PEF found in the second autofocus processing has a maximum magnitude
of only a fraction of a milli-meter. Table 10.2.1 shows the magnitude and position
of the identified scatterers.

Since the magnitude of the third strongest scatterer was only 0.019 relative to
reflector 1, the impact of all the natural scatterers on the PEF were small. The
error analysis outlined in section 8.5 supports that conclusion. For all practical
purposes the optimal PEF was found already in the first iteration where only the
two reflectors were identified as scatterers.
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Figure 10.2.5: Estimated phase error functions after second iteration.

10.2.3 Synthetic aperture length

As a part of the autofocus algorithm the position to all identified scatterers are
found. Using the positions of the strongest scatterer for each measurement, the
length variation of the synthetic aperture is calculated as described in chapter 9.
Figure 10.2.6 shows the estimated positions for the strongest scatterer among all
measurements.

The spread in the azimuth direction is approximately 0.65 meters. In the
estimation procedure we assume this is caused by variations in the length of the
synthetic aperture. Figure 10.2.6 also shows that the estimated range to the
scatterers are located in 3 range bins. This is a result of the algorithm used to
estimate the scatterer position during the autofocus procedure described in section
8.4.2.3, step 4. The estimated range is adjusted by a fraction of a half wave length
to make the phase equal to the phase of the actual measured scatterer. Since the
range resolution is many times larger than the half of the wave length, there are
several range-values close to the maximum of the magnitude function in the range
dimension.

Figure 10.2.7 shows the estimated positions for the strongest scatterer among
all measurements after the second iteration SAR and autofocus processing where
the estimated deviation of the synthetic aperture length has been applied. The
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Figure 10.2.6: Estimated positions of the strongest scatterer.

spread in the azimuth direction is reduced to approximately 0.15 meters.
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Figure 10.2.7: Estimated positions of the strongest scatterer after first iteration.

The estimated deviation in the length of the synthetic aperture is shown in
figure 10.2.8.

When we observed the rolling distance during some parts of the measurement
period, it changed slowly. We therefore believe the high frequency changes are
mainly because of measurement noise and not deviations in rolling distance. The
impulse response in the azimuth direction resembles a sinc-function which is flat
on the top. Even noise of small magnitude can displace the peak position substan-
tially. But the slowly varying part of the estimated deviations seems reasonable.
The standard deviation of the estimated length is approximately 2.1 milli-meters.
When projected into the direction towards the scatterer, it corresponds to 0.42
milli-meters. Since the change in interferometric range is only half of the span,
the estimated magnitude variations in synthetic aperture length has only moderate
impact even if not compensated.

10.2.4 SAR magnitude image with autofocus

Figure 10.2.9 shows the SAR magnitude image after the estimated autofocus func-
tion has been used in the SAR processing. The raw data stems from the same
measurement as used in section 10.2.1.
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Figure 10.2.8: Estimated deviation in the length of the synthetic aperture.

The image shows that the magnitude difference between the reflectors is 5.6 dB.
Theoretically this difference should only be 10log ((01/02)(Re/R1)*) = 1.4dB.
We believe this can be explained by reflector and antenna pointing errors. The
width of the reflecting lobe for our flat plate reflectors are very narrow around
the normal vector. It was difficult to obtain accurate pointing direction when
mounting the reflectors. In addition the reflectors used were not completely flat.
By observation, the deviation from an exact flat surface was less than 2 milli-
meters in magnitude. Likewise the pointing direction of the antennas could also
have been inaccurate even if we tried to point the antennas to the mid-point
between the reflectors. The angle between the reflectors seen from the radar was
1.5 degrees. The half power lobe width of the antennas (transmission and reception
combined) was approximately 4 degrees. Hence, if the antennas pointed exactly
towards reflector 1, the response from reflector 2 would be reduced by almost 3
dB.

When comparing figure 10.2.9 to the same SAR magnitude image but without
autofocus (figure 10.2.1), it appears to be less blurred in the azimuth direction.
This is perhaps easier to see when comparing the scaled subsection around reflector
1 shown in figure 10.2.10 with figure 10.2.2.

The maximum magnitude of the reflectors is 1.63 dB higher (-42.04 - (-43.67)).
The image in the vicinity of the reflector much better resembles a two-dimensional
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Figure 10.2.10: SAR magnitude image at reflector 1 after autofocus processing.

sinc-function as is expected if the PEF is zero.

As a part of this work we have made a SAR simulator which is briefly described
in appendix E. Here we want to compare the processed autofocus compensated
SAR image with the similar image processed from simulated data. Very equal
images are a strong indication of an accurate estimate of the PEF.

Figure 10.2.11 shows the SAR magnitude image of a point scatterer processed
from the simulator output. The point scatterer has the same magnitude and are
defined to be in the same position as reflector 1. The simulated PEF is zero.

The reflector responses are very similar. The distance between the first zeros
in both range and azimuth are very similar, so are the magnitudes of the first and
second side-lobes. The main difference is the reflectivity of the natural scatterers
in the real SAR image that partly mask the far out weak side-lobes of the reflector
response. Based on the similarity we conclude that the SMAA has estimated the
PEF fairly accurately.
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Figure 10.2.11: SAR magnitude image processed from simulated data.

10.3 Interferometric range

10.3.1 Interferometric range with atmospheric compensa-
tion

Appendix B gives a general introduction to the atmospheric influence on the
propagation time. In section B.2 the sensitivity with respect to temperature, pres-
sure and the partial pressure of water vapour is stated. The magnitude of these
sensitivities shows that changes in the state of the atmosphere must somehow be
compensated to achieve an acceptable accuracy level. In this section we construct
a model of the atmosphere from meteorological measurements. The model is used
to calculate the propagation speeds applied in the SAR processing.

10.3.1.1 Estimation of the refractivity

The Norwegian Meteorological Institute has a high number of measurement sta-
tions spread out through Norway. The locations of the two stations closest to
our radar range are shown with blue circles in figure 10.3.1. The altitude of the
weather station at Blindern (south-most) is -8 meters relative the radar. Both
temperature, pressure and relative humidity is measured at this station. The sta-
tion at Tryvannshggda (north-most) has an altitude of +412 meters relative the
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radar. At this station only temperature is measured. These state variables are
measured each whole hour.

Figure 10.3.2 shows the measured meteorological state-variables. The refractiv-
ity N is a function of temperature T, pressure P and partial water vapour pressure
P,, as given in equation B.1.6. We have assumed that all these state variables are
a function of height h only. First the temperature T'(h) was modelled as a linear
function (constant gradient) using the measured temperatures at the two stations,
see equation B.3.2. The pressure function P(h) was then estimated by the ba-
rometric formula, equation B.3.3. During the measurement period there were no
condensation in the altitude interval of interest. We have therefore assumed that
the mole-fraction of water molecules were constant with height. The partial water
vapour pressure function P, (h) could then be calculated by

PwB
Pp

Here Pp and P,p are the total pressure and partial water vapour pressure
at Blindern, respectively. P, p is calculated from the measured relative humidity

Pu(h) = P(h)

(10.3.1)

Ry, g using Clausius-Clapeyron’s relation, see equation B.1.7. By usage of equation
B.1.6 N(h) can now be calculated.

As can be seen from equation B.1.4 the increase in propagation time is given
by the integral of N along the propagation path. Since N is only a function of
height A in our model, it is sufficient to calculate the average refractivity N for the
propagation height interval. There is therefore a small difference in N between
reflector 1 and 2. This is shown in figure 10.3.3.

The red dots show the times for the meteorological observations, while the
green and blue circles show the times for the radar measurements. The temporal
interpolation is done using piecewise cubic Hermite interpolating polynomials [46].
The derivatives are continues but the functions are still close to linear interpolation.

As expected N7 < Ny because the propagation speed increases with altitude.
The curves have very similar shape since the distance between the paths is small
relative to the typical correlation distance for the meteorological state variables.
The time-average refractivities for reflector 1 and 2 are 317.1 and 318.6, respect-
ively. It is instructive to relate the increase in propagation time to an equivalent
increase in range AR if N = 0. By usage of equation B.1.4 we have

Sscatter _
AR = %OAtd =10°° / N(r(8)ds = 10°°NR (10.3.2)
JO

Inserting Ry = 2858 and Ry = 2385 meters, we get AR; = 0.906 and ARy =
0.760 meters. The impact of the atmosphere is order of magnitudes higher than the
movements of the target area we hope to monitor. If the atmospheric state vari-
ables were constants this would be of no concern, but even small uncompensated
changes in the refractivity imposes large errors. Just for comparison, the similar
equivalent range increase for satellite SAR ARgqteniite =~ 2.3 meters [36]. Notice
that the calculation of the average refractivity for a given radar measurement is
both a spatial model based interpolation between the meteorological stations and
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Figure 10.3.2: Measured meteorological state variables.

a temporal interpolation between the meteorological measurement times.

10.3.1.2 Interferometric range

Figure 10.3.4 shows the interferometric ranges of the two pixels in the SAR image
at the maximum magnitude of the reflector responses where we have assumed
constant propagation speed ¢g in the SAR processing. The standard deviations for
reflector 1 and 2 are 2.70 and 2.47 milli-meters, respectively. Figure 10.3.5 shows
the same interferometric ranges where the refractive calculated in figure 10.3.3
have been applied in the SAR processing. In this case the standard deviations for
reflector 1 and 2 are 1.94 and 1.67 milli-meters, respectively.

First notice that the curve legends says the range to the pixels of the max-
imum reflector responses are shorter in figure 10.3.5. The differences are AR; =
2857.92 — 2857.06 = 0.86 and ARy = 2385.22 — 2384.57 = 0.65 meters. These val-
ues are close but not exactly equal to the values calculated in section 10.3.2.2. The
difference is because the positions used in figure 10.3.4 and 10.3.5 are restricted to
be on the position grid of the SAR image.

Since we assume that the reflectors are not moving and other error sources
are marginal, the curves in figure 10.3.5 should ideally be constant functions with
standard deviation equal to zero. Compared to figure 10.3.4 the standard deviation
is smaller but it is only reduced by approximately 30 %. And the variation still
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Figure 10.3.3: The average refractivity of the propagation path to the two reflect-
ors.

spans 8 milli-meters.

10.3.1.3 Discussion

Our main explanation of these discouraging results are inaccurate meteorological
data. We have assumed that the temperature is a function of height only. The
part of the propagation path closest to the radar passes above urban areas where
the air may be slightly artificially heated giving raise to horizontal gradients. We
have also assumed a linear temperature gradient. While this is what is normally
observed in the troposphere, deviations occur. In the calculation of the linear
temperature profile we used the station at Tryvannshggda as the measurement at
high altitude. Ideally the measurement should not be taken at ground level but
elevated in free air. Ground outwards black-body radiation at night time can cool
the air close to the ground more than elevated air at the same altitude but at a
different horizontal position.

Since the meteorological observations are only done with one hour intervals,
temporal interpolation was necessary. When studying the meteorological data
in figure 10.3.2 the lack of smoothness particularly in the relative humidity but
also to some extent in the temperature indicates that there can be significant
interpolation errors. Errors in the temperature will not only give errors in the
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refractivity estimate by itself, is it also used in the calculation of the pressure
profile which again is used to calculate the partial water vapour pressure.

To properly compensate for the errors induced by the changes in the atmo-
sphere, much more accurate meteorological measurements are needed. We recom-
mend to use two measurement stations, one located close to the radar and one
inside the target area. These stations should both measure temperature, pressure
and relative humidity. And they should be programmed to take a new measure-
ment at the same time as each radar measurement is conducted.

10.3.2 Interferometric range using a reflector as reference

If there is a persistent scatterer or reflector illuminated by the radar which has
a known position, the interferometric range of this reflector can be used as a
reference. The change in range to all other scatterers are taken to be relative to
the reference. The position of the reference do not have to be static, it only needs
to be known. A practical arrangement may be that the position of the reference
is measured accurately by other means such as with optical surveying or with a
geodetic GPS receiver.

In this arrangement there are only differential errors. All error sources that
are common to all scatterers such as zero order phase errors will cancel out. The
only remaining error sources are electronic measurement noise and the propagation
speed difference between the paths to different scatterers. Since the propagation
paths to the reference and to other scatterers are close, the propagation speed
error is generally small.

10.3.2.1 Direct subtraction

By using reflector 2 as a reference the range to reflector 1 has been plotted in figure
10.3.6. This is equal to the difference between the two curves in figure 10.3.4. The
standard deviation is 0.64 milli-meters which is a reduction to less than the half
of what we achieved in section 10.3.1.2.

10.3.2.2 Calculation of refractivity

If we assume that the main source for the variations in interferometric range
is changes in the refractivity, a simple subtraction will only compensate for the
propagation delay to the reference reflector. All scatterers located at different
ranges will be compensated by the same amount. In this section we will assume
that the refractivity is spatially constant in the volume between the radar and the
whole target area. The temporal variations in the refractivity is calculated from
the changes in the range to the reference reflector. In this way the compensation
applied to some scatterer depends on the scattering range. Figure 10.3.7 shows
the range to reflector 1 when using reflector 2 as the source for calculating the
refractivity.

The standard deviation is 0.71 milli-metres which surprisingly is 0.07 milli-
meters higher than what we achieved in section 10.3.2.1. The difference is small
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but still a step in the wrong direction. We believe our assumption of constant
refractivity in the volume between the radar and the whole target area to some
extent is wrong. The variations in temporal refractivities can be calculated if we
assume constant interferometric ranges to the reflectors.

N; = 10%(R;/R; — 1) (10.3.3)

i is the reflector index (i€ {1, 2}) and R; is the average range. The curves are
shown in figure 10.3.8.
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Figure 10.3.8: Calculated refractivities when assuming constant interferometric
ranges.

By the nature of equation 10.3.3 the average of both curves are zero and
the shape of the curves are equal to the interferometric ranges shown in figure
10.3.4. The difference between the curves which should ideally by zero, reflects
the propagation speed adjusted interferometric range of reflector 1 shown in figure
10.3.7. Based on the theory given in appendix B the refractivity is a function of
altitude where the altitude dependency changes with time. Hence, such variations
as shown between two reflectors located at different altitudes must be expected.

If there are more than two persistent scatterers in the target area, a possible
extension is to calculate the refractivity as a (possibly weighted) average of all
these scatterers [83]. The variation in interferometric range due to changes in
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the propagation speed should be proportional to scatterer range when assuming a
homogeneous atmosphere. The refractivity can then be estimated as the constant
of proportionality. It is not necessary to make the assumption that any scatterer
has a known or a static fixed position. But in that case the component of the actual
scatterer movement which is proportional to the range will wrongly be interpreted
as changes in the propagation speed and subsequently removed.

10.3.2.3 Discussion

Calculation of the refractivity from reference reflectors and scatterers has the po-
tential to remove most error sources in interferometric range measurements. In
particular most of the error introduced by changes in the atmosphere is removed.
When using one reflector as a reference, the standard deviation in the interfer-
ometric range to the second reflector was less than 1 milli-meter. By averaging
through many weeks the accuracy of the interferometric range estimates should be
even better since the state of the atmosphere show little correlation during such
long periods.

The main drawback with using reference reflectors is that in practice it is
often difficult to find scatterer or reflector positions that are both in known static
positions and also illuminated by the radar. Measuring the reference by other
means is possible but makes the monitoring task more extensive.



Chapter 11
Conclusions

Through this work a complete functional ground interferometric SAR called Gin-
SAR has been designed and constructed including electronics, mechanics and op-
erational software. Since this has been a substantial part of the work, the design is
described relatively detailed. We conclude that it is possible to make a functional
ground SAR using only modest priced commercially available components.

To test the performance of the electronics we replaced the antennas with a long
cable connecting the transmitter directly to the receiver. In this configuration there
were no free radiation giving a much more controlled environment. After having
filtered out unforeseen cable temperature expansion effects, the noise figure of the
receiver was measured to be 5.5.

The radar has been developed in two versions. The first version with two
vertically aligned receiver antennas was designed to (i) test the real aperture radar
(signal budget, design and construction) on long range typically encountered at
sites where there are unstable slopes (ii) test basic SAR processing algorithms
(iii) test the capability of the radar to do repeat pass interferometry and thereby
measure interferometric range (iv) test the generation of a digital elevation model
by interferometric processing between the two receivers.

Our measurements has proved the functionality of the real aperture radar and
the software for basic SAR processing implemented in the time domain. Because
the length of the synthetic aperture was less than 3 meters, the horizontal cross-
range resolution was poor. The repeat pass interferometry results proved the cap-
ability of the radar to monitor milli-meter movements. Our results also showed
that variations in the propagation speed because of changes in the state of the
atmosphere, are a dominating error source. The efforts to generate a digital el-
evation model were mostly discouraging. The measured altitude of placed out
reflectors were fairly correct, but the estimated terrain resembled the actual ter-
rain poorly. We believe better results should be achievable with higher horizontal
cross-range resolution. Practically, the size of the three vertically aligned antennas
were demanding to handle. The structure was also vulnerable to wind generated
vibrations.

The development of a suitable autofocus algorithm for a ground SAR using
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time domain SAR processing has been one of the main achievements of this work.
Existing algorithms have been described and evaluated with respect to our applic-
ation. The scatterer modelling autofocus algorithm was originally defined to be
used with frequency domain SAR processing. We have used the basic ideas behind
the scatterer modelling autofocus algorithm as a starting point for developing an
algorithm suitable for ground SARs using time domain processing.

Our algorithm requires that the SAR image points are laid out on a polar grid.
This makes an efficient implementation possible since the impulse response may
then be pre-calculated. It is shown how the so called aperture domain can be
used to estimate the phase error function for general SAR geometries. To improve
the robustness in identifying scatterers, a threshold function is introduced. By
extending the identification and impulse response subtraction to two dimensions,
the numbers of false scatterer estimations are reduced. The combination of the
phase error function estimates from different range-arcs uses concepts from robust
statistics.

The developed algorithm has been evaluated by many simulated examples. We
conclude that it is robust in the sense of being capable of estimating the true phase
error function with small errors. The algorithm has also been used in the processing
of actual measurements. The resulting reflector impulse response resembles the
theoretical ideal impulse response very well. We believe our autofocus algorithm is
capable of estimating the phase error function very accurately and therefore well
suited for freely moving ground SARs.

In the second and final version the radar was mounted on a wagon that rolled
on rails. In addition to test the autofocus algorithm, the main purpose was to de-
termine the accuracy of interferometric range movements measurements. Totally
175 measurements were conducted during approximately 24 hours. The meas-
urement results show that changes in the propagation speed due to changes in
the atmosphere is the main error source for the interferometric ground SAR. Our
efforts to compensate by using available meteorological data in a model of the at-
mosphere were only partly successful. We believe this procedure can be successful
if the measurements are taken closer to the radar propagation path and at the
same time as when the radar measurements are conducted.

If there is a reflector in the target area in a static or known position, relating all
interferometric range measurements to this reflector has the potential of providing
very accurate measurements. When we process our measurement data using one
reflector as a reference, the standard deviation of the range error to the other
reflector is less than 1 milli-meter. And even this small error can be explained by
inhomogeneities in the atmosphere. The main drawback is the practical problem
of finding or establishing a reference reflector in a static or known position.

In general, the movement of unstable rock-slopes are normally very slowly
changing processes. It is therefore possible to reduce the magnitude of the errors
introduced by changes in the state of the atmosphere by averaging measurements
over periods of weeks and months.
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Our main conclusion is that we have build a functional ground SAR with
improved horizontal cross-range resolution suitable for monitoring slowly moving
surfaces. The freely moving radar requires autofocus as a part of the SAR pro-
cessing. We have therefore developed an accurate autofocus algorithm suitable for
a ground SAR with time domain SAR processing. Measurements prove that the
radar can measure surface movements with milli-meter accuracy.



Appendix A

Phase error as a function of
signal to noise ratio

In this appendix the functional relationship between the standard deviation of the
phase error estimate o and the signal-to-noise-ratio (SNR) is derived.

The model of the received sampled signal is given by

$(nAt) = s(nAt) + v(nAt) (A.0.1)

Here s(nAt) is the undisturbed signal

s(nAt) = Acos(2n fnAt + 0) (A.0.2)

where A is the magnitude, 0 is the phase we want to estimate and ne[l, NJ.
v(nAt) is additive white unbiased Gaussian distributed noise with variance o2.
It is assumed that At < 1/(2f) and that NA¢ > 1/f. It is also assumed that

o, < A.

The maximum likelihood estimate of 6 is given by [3§]

- vaz $(nAt) sin(2m fnAt)
0 = arctan &=2=1" (A.0.3)
=1 8(nAt) cos(2m fnAt)
With out loss of generality we will assume # = 0 such that E[é] = 0 and

or = var(f) = E[0?].

Inserting equation A.0.1 and A.0.2 into the nominator of the arc-tangent ex-
pression in equation A.0.3 gives

153



154 APPENDIX A. PHASE ERROR AS A FUNCTION OF SNR
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where it has been approximated that the first sum term is close to zero since sine
and cosine are orthogonal functions. Inserting equation A.0.1 into the denominator
of the arc-tangent expression in equation A.0.3 gives
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where it has been approximated that the second sum term (the noise) is much
smaller than the first (sum of the cosine-squares).

Inserting A.0.4 and A.0.5 into equation A.0.3 and approximating arctanz = z
since 0, < A gives

N
6=—" Z v(nAt) sin(27 fnAt) (A.0.6)

n=1

The variance of  can now be calculated
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The average power Py of the undisturbed signal s(nAt) is related to the mag-
nitude A by
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A=/2P, (A.0.8)

Inserting equation A.0.8 into A.0.7 and taking the square-root gives the final
result

1 1

P, +/SNR

2
L

o5 = (A.0.9)

In the literature the phase error to SNR relationship is often stated as [90]

1
v2 SNR

That result is does not apply in this text since it is derived under the following
signal assumption

o5 = (A.0.10)

Sc(nAt) = Aexp(2m fnAt + 0) + vo(nAt) (A.0.11)

Here the v¢ noise is complex

vo(nAt) = vi(nAt) + jug(nAt) (A.0.12)
where v7 and v are identical independent distributed variables with variance

2

02 =2 = v (A.0.13)
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Appendix B

Atmospheric influence on
propagation time

B.1 Theory

In the most general case the two way propagation time from the radar to a point
scatterer and back is given by

Sscatter ds
tg=2 /0 FEO) (B.1.1)

Here s is the distance along the propagation path from the radar to the scat-
terer, 7(s) is a position vector that traces out the propagation path as a function
of s and ¢(7(s)) is the propagation speed in the position 7(s). In vacuum the
propagation speed is a constant ¢y, and the propagation path becomes a straight
line. Then the propagation time simply becomes tgg = 2Sscatter/Co- Because the
propagation speed in the atmosphere is slower than in vacuum (¢(7(s)) < ¢p), the
increase in propagation time becomes

Sscatter 1 1
Atg=1tg—tgo =2 —— — —)ds B.1.2
nmta—tw=2 [ Gy (512

The refractivity of the atmosphere is defined as the relative reduction of the
propagation speed, scaled by 106

N= 106(%’ ~1) (B.1.3)

When this expression is inserted into equation B.1.2, the propagation time
increase becomes

1076 Sscatter .
Aty =2 N(7(s)) ds (B-14)
Co 0

To fully compensate for the increase in propagation time, N(7(s)) must there-
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fore be known all along the propagation path. Errors in the estimate of the re-
fractivity leads to errors in the calculated range R since

R= %Otdo = %0 (ta — Aty) (B.1.5)

The refractivity is a function of the state of the atmosphere and may be ap-
proximated by [22]
P P, 5 P
N = 77.6? + 23.3? +3.75 - 10 T2 (B.1.6)
where P is the total pressure in hecto-Pascal, T is the temperature in Kelvin
and P, is the partial pressure of water vapour in hecto-Pascal. The partial water
vapour pressure P, can be calculated from the relative humidity Rj by Clausius-
Clapeyron’s relation

Py = Rp, Pyo exp {%(Tio - %)} (B.L.7)

where T is the temperature in Kelvin, T, = 273.16 K, P,o = 6.11 hPa is
the water vapour saturation pressure when T = Ty, L, = 2.5-10° J/kg is the
latent heat of water vaporisation and R, = 461.52 J/kg K is the specific gas
constant for water vapour. Equation B.1.6 is believed to be accurate to within 0.5
% for frequencies up to 30 GHz and normally encountered ranges of temperatures,
pressure and humidity. Physically, the refractivity of the atmosphere is due to
displacement of the electron cloud of the gaseous constituents and alignment of
electrically and magnetically polar molecules with the propagating electric and
magnetic fields.

If there is liquid droplets in the atmosphere (clouds, hail, rain, snow), the
additional term 1.45 - 103M derived from Clausius-Mossotti’s relation must be
added on the right side of equation B.1.6 where M is the mass content of cloud
and rain water per volume of air in kg/m? [91]. The added refractivity of droplets
are due to displacement of charge inside the particles which generates secondary
radiation, also known as forward scattering. Since the size of the liquid droplets
are normally much smaller than the wavelength, Rayleigh scattering theory can
be used calculate the scattering magnitude.

The additional term becomes inaccurate if the liquid is present as large wet
snowflakes with sizes in the same order of magnitude as the wavelength. In this
case the Mie solution to Maxwell’s theory is needed to calculate the scattering
magnitude. If there is frozen snow instead of liquid water in the atmosphere,
Clausius-Mossotti’s relation gives the term 0.86 - 103M due to the lower dielectric
constant of ice compared to water.

B.2 Sensitivity

If a homogeneous media is assumed, the partial derivatives of R with respect to
T, P, and P, can be calculated. Inserting the values 7' = 277 K, P = 970 hPa
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and P, = 6.43 hPa, we get

dR

- —0.28 mm/hPa km (B.2.1)
dR
T = 1.1 mm/K km (B.2.2)
dR
FT —5.0 mm/hPa km (B.2.3)

Very dens clouds have a mass content of M = 2-10~3kg/ m®. The change in
range compared to the situation with no clouds/droplets are AR = —2.9 mm/ km.

The magnitude of these sensitivities shows that changes in the state of the
atmosphere will introduce large errors if not compensated.

B.3 Compensation by measuring the state of the
atmosphere

A possible compensating strategy is to apply a model of the atmosphere which
describe functional relationships between the state variables P, T', P,, and M and
altitude h. An accurate model will include reference values such as the pressure and
temperature at sea-level (P and Tp). Based on possibly several measurements of
the state variables close to the propagation path 7(s), the reference variables in the
model can be determined. The state of the atmosphere as described by the model
is then used to calculate N(7(s)) using equations B.1.6 and B.1.7. Here follows
a brief introduction to how models for P, T', P, and M can be constructed. For
a more extensive introduction to atmospheric modelling and general meteorology,
see [5].
By assuming an ideal gas the so called barometric formula is derived [12]

h Mmg _dh

P(h) = Pye ' g T(h (B.3.1)

where M,, [kg/mol] is the molar mass for air, g [m/s?] is the gravitational
acceleration and Ry [J/(mol K)| is the ideal gas constant for air.

Within intervals of the troposphere the temperature is well modelled with a
linear function

T(h) =Tp + Lh (B.3.2)

The temperature gradient L is also called the lapse rate. Inserting equation
B.3.2 into the integral in equation B.3.1 gives

Mmg

P(h) = Py (%) (B.3.3)

L is normally a negative number, the temperature falls with altitude since the
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air is mainly warmed from the surface of the planet. The international standard
atmosphere is defined by the aviation industry to have Lysa = —0.0065 K/m which
is an average value. The actual value of L at some position and at a given time may
differ substantially. If we have unsaturated air and assume adiabatic conditions
the dry adiabatic lapse rate can be calculated to be Lparr = —0.0098 K/m. The
adiabatic assumption is fair since air has low thermal conductivity and the bodies
involved are very large. If the air is saturated, the temperature is at the dew
point temperature, relative humidity is 100 %, then the saturated adiabatic lapse
rate applies. This lapse rate varies strongly with temperature but the absolute
value is always far less than Lparg, a typical value is Lgarr = —0.005 K/km.
In absolute values, Lgarr is smaller because latent heat is released when water
condenses, thus decreasing the rate of temperature drop as altitude increases.

As unsaturated air rises, its temperature drops at the dry adiabatic lapse rate.
The dew point also drops (as a result of decreasing air pressure) but much more
slowly, typically about —0.002 K/km. If unsaturated air rises far enough, even-
tually its temperature will reach its dew point, and condensation will begin to
form. The air subsequently cools at the slower saturated adiabatic lapse rate if
the altitude increases further.

Given measurements of 7', P and Ry, at two different altitudes, it is possible to
calculate vertical profiles of these variables and determine if condensation occurs
within the altitude interval. If yes, the interval is split into two parts where T',P
and P, profiles are calculated for both. If the calculations indicate no condensa-
tion, single profiles can be calculated.

If T, P and Ry is only measured at one altitude we may assume L = Ljga
and uniform mole fraction of vapour in the air. Even in this case we may conclude
that condensation occurs if the temperature becomes less than the dew point
temperature and choose to spilt the interval into two. But the profile estimates
will in general be less accurate.

In the case where calculations show that there is condensation between the
radar and the target area, an estimate of the water mass content function M (7(s))
must be formed in addition to T', P and P,,. This is a difficult task since M may
have large local variations along the path s. This is often the case in mountain
regions where the elevation of air is driven by wind.

B.3.1 Propagation path

An exact calculation of the increase in propagation time given by equation B.1.4
requires that the propagation path is known. When the propagation media is
inhomogeneous, when the refractivity of the atmosphere N(7(s)) has gradients,
then the propagation path will in general not be a straight line. In this subsection
we will investigate if the error introduced by assuming a straight path is significant.

We will assume that the wavelength is very small compared to the size of
the inhomogeneities in the atmosphere such that the wave propagation is well
approximated by geometric (ray) optics. Fermat’s principle says that a light ray, in
going between two points, must traverse an optical path length which is stationary
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with respect to variations of the path. In practice the optical path length is almost
always the minimum path length. The optical path length is defined as a functional

_ P1 co ;
L_/pn 7c(r*(s))d‘ (B.3.4)

The minimum of a functional like this can be found by calculus of variations
leading to Euler’s equation (in this context also often called the ray-path equation)

d o di(s) C B
ds (C(?(Ds)) ds > N VC(F(OS)) =0 (B.3.5)

In most cases the propagation speed is only a function of height. Using = and z
for the horizontal and vertical axis, respectively, the components of equation B.3.5

becomes

DA -0 e

= constant (B.3.7)

If we use 0(s) to denote the inclination angle of the ray we have, then dz(s)/ds =
sin@(s) and dz(s)/ds = cosf(s). Inserting into equation B.3.7 gives Snell’s law in
a generalised form

Co
—— cosf(s) = constant (B.3.8)

c(z)

Inserting into B.3.6 and rearranging gives

df(s)  cosf(s) dc(z)
ds — cz)  dz (B-3.9)

Notice that the first factor on the right side by means of equation B.3.8 is
a constant. Equation B.3.9 can therefore be integrated to find 6(s) given some
initial inclination angel 6(0) and a propagation speed profile ¢(z). By usage of
dz(s)/ds = sinf(s) and dz(s)/ds = cosf(s) the spatial coordinates of the ray x
and z can be found. Alternatively the following integral can be solved

s odz /'Z dz
, tand(s) 2 (=) 2 .
(c(z) cosH(zo)> -

The propagation time between the start- and end-points can be calculated by

() — x(20) = / (B.3.10)

dz dz

=70 = [ e =, RN EE— (B.3.11)
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We will use equation B.3.11 to calculate the true propagation time and compare
with the propagation time found by assuming a straight propagation path for a
situation typical for GinSAR. We have used z(zo) = 0, 2(z) = 2786.17, zo = 105,
z = 412 (all numbers are in meters), 6(zp) = 109.751 milli-rad. ¢(z) = ¢o/(N(2) -
1075+1) where the refractivity function N(z) = N(zo) exp(—0.01439-1073(2—z))
is taken from [10], p. 304. The difference in propagation time becomes less than
0.1-107'® seconds. We therefore conclude that the error introduced by using a

straight propagation path is insignificant.



Appendix C

Tomographic formulation of
SAR imaging

It is possible to interpret SAR processing as a tomographic reconstruction problem.
This appendix will give a brief introduction where we try to convey the main ideas.
We will emphasis the necessary approximations as they are of special interest to
many autofocus algorithms. A thorough description of tomographic SAR imaging
can be found in the original paper [72] and in [43].

The imaging geometry is shown in figure C.0.1. The radar is shown as a red
dot that moves along the x-axis from —L to +L. The target area is assumed to
the shaded circle, it is located a distance R, from the centre point of the synthetic
aperture and has radius Ry. The reflectivity of the target area is given by p(z, w),
this is the function we seek to reconstruct. The figure shows a short transmitted
pulse as a green arc denoted [ with arrows indicating the outward propagation.

As the transmitted pulse propagates through the target area, the reflections
back to the radar at one instant of time will be the reflectivity function integrated
along the arc [. The integral will be called the integrated reflectivity

~y(r(t)) = /ip(x., w)dl (C.0.1)

l
In the following it is assumed that the target area radius Ry is small relative
to the target area centre range R.. The arc [ can then be approximated with a
straight line.

It is also assumed that the transmitted signal is a frequency sweep (chirp-pulse)

stx(t) =expy <(w + Bt + %aﬁ) (C.0.2)

where t €0, Tp]. The received signal will then be

Ro
spx(t) = / STX (t — % (Re +¢e(x) + r(t))) v (r(t)) dr (C.0.3)

—Ro
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Figure C.0.1: Tomographic SAR imaging geometry.

where e [2(R.+¢(z)— R,, 2(Re+e(z)+ Ro)+T),). Upon reception the received
signal is de-ramped by multiplying with spx (¢t — 2(R. + (2)))*. The product is
given by

"Ry
5pr(t) = /_R exp(gE) ~(r) dr (C.04)

where the F in the exponent is

Fe—(w+ ﬂ)%r(t) + %a (éme)t + ;2 (2r(t) (Re +e(2)) + r(t)2)> (C.0.5)

If this exponential E-expression is approximated by removing the last 7(¢)?
term, the de-ramp product (equation C.0.4) can be written

“Ro

Sonlt) = sprt) = [ e (—aky(r) 2(r)dr (C.0.6)
—Rg
where
Jon(£) = % <(w+5) + %a(RC+€(I)) fat> (C.0.7)

Equation C.0.6 is recognised as the Fourier-transform of «(r) where k,(t) is
the spatial frequency. The expression for v(r) given in equation C.0.1 is equal
to the Fourier-transform of p(z, w) along the [-line for zero-frequency. Hence,
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spr(t) traces out a line of the 2-dimensional Fourier-transform of p(z, w) denoted
P(ky, ky) as t varies. Uniform samples of spg(t) will give uniform samples of
P(ky, ky) along a line which has the same angle relative to the k.- and k,-axis
as the r-direction has to the x- and w-axis. This is shown in figure C.0.2.

Figure C.0.2: Sample points of P(ky, k).

The samples are shown as green dots along the k,-direction. As the radar
moves to new positions on the synthetic aperture new lines of samples are traced
out shown by grey dots. The red arrow corresponds to the movement on the
synthetic aperture in figure C.0.1. The angle of these lines will change since the
direction from the radar to the target area centre changes. After all measurements
along the synthetic aperture has finished, the stored sample points of P(ks, k)
are located on a fan. The radial frequency limits are found by inserting the time
limits into equation C.0.7, the angular limits are given by the sampling geometry.

To reconstruct p(x, w) we need to inverse Fourier-transform P(k,, k) in both
dimensions. The FFT algorithm requires that the samples are located on an uni-
form rectangular grid. If R, > Ry the grid may be approximated to be rectangu-
lar. If this is not the case, the sample-points must be interpolated and re-sampled
on a rectangular grid. The interpolation may be split into two sequential one-
dimensional interpolations, see figure C.0.3.

The original points are in green. For each receiver position they are first in-
terpolated to the blue points on the left part of the figure which have an uniform
separation in the k,-dimension. The blue points are then interpolated to the red
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Figure C.0.3: Two sequential one-dimensional interpolations.

points in the k,-dimension as shown on the right part of the figure. The rectan-
gular grid of red points are finally inverse Fourier-transformed. The 2-dimensional
inverse FFT is calculated as two 1-dimensional transforms, first in the range di-
mension and last in the cross-range.

After the last interpolation each red point is no longer associated with one
single radar position. If R, > R, we may still approximate it to be a one-to-one
relationship. Since many autofocus algorithms assumes a one-to-one relationship
they implicitly assume that R. > Ry. The one-to-one approximation makes the
last cross-range inverse FFT the first processing step where data from the different
receiver positions are mixed.

Notice that if we only do interpolation (no extrapolation) the rectangular area
covered by the interpolated points is smaller than the original covered area. This
reduction in spectral support reduces the resolution of p(z, w) but the relative
reduction is small if R. > Ry.

In the development of this tomographic reconstruction we have approximated
the phase-front of the transmitted pulse to be a straight line and we have ignored
the last term in the de-ramp product. These approximations both have the effect
that for point scatterers not located in the centre of the target area, the de-ramp
product at (ky, ki) calculated by equation C.0.4 is only an approximation of
the true P(ky, kyw). The error introduced by the approximations increase with
scatterer distance from the centre of the target area.

With respect to the curvature two conditions must both be satisfied for the
approximation to be valid. First the range error through the target area due to
the curvature must be less than the range resolution. The requirement on the
target area size R, becomes



166 ~APPENDIX C. TOMOGRAPHIC FORMULATION OF SAR IMAGING

GinSAR  Aircraft SAR Satellite SAR

A |milli-meter]| 52 24 31

a [Grad/s?] 57.2 16.8 3770
t.|milli-second] 15.4 30.0 0.25

2L |meter] 12 5000 12000
R, [kilo-meter 2.9 15.2 594
Romax1 [meter 78 238 1090
Romaxe [meter 2037 130 4643
Romax3 [meter| 3720 - 103 8819 9370

Table C.0.1: Max target area radius.

2ncR,

ROmaxl <
ate

(C.0.8)

In the derivation of equation C.0.8 we have used R2/(2R.) as a first order
approximation of the range-difference between the straight line and the arc, and
e/ (at.) as an expression for the range resolution. Second, the range error due to
the curvature for any point scatterer must not change more than a small fraction
of a wavelength as the radar moves along the synthetic aperture. The associated
requirement on Ry using a phase error limit of 7/4 has been calculated in [43] -
appendix B. When expressing R as a function of L we get

Re [ReA
< — .0.
ROmaxQ =9 2 (C 0 9)

With respect to the ignored term in the de-ramp product, the requirement on
Ry using 7/4 as a phase error limit has also been calculated in [43] - appendix B

Rec | m
ROmax3 < 2L % (COlO)

Table C.0.1 shows the Romax requirements for GinSAR (rolling on rails), an
aircraft carried SAR! and a the TerraSAR X satellite SAR.2

With respect to the change in range along the aperture due to the curvature
(Romax2) and the ignored de-ramp term (Romaxs) GInSAR may use tomographic
formulated SAR processing without introducing significant errors. But the com-

bination of high range resolution and short range seriously limits the size of the
target area (Romax1). It is possible to circumvent the requirement given in equa-
tion C.0.8 by repeat the processing for several different target area centre positions
and then merge the processed data. But the merge process can be difficult.

1The number are taken from [87] as an example of an aircraft carried SAR. There are, however,
many aircraft carried SARs with a wide span in the system parameters giving different limits on
Romax-

2Most of the parameters for the TerraSAR system are programmable. The stated parameters
are chosen within the programmable limits. General information on the TerraSAR mission and
system design can be found in [104]. More detailed information on the different signal formats
can be found in [16].



Appendix D

Frequency domain matched
filtering

This SAR processing algorithm is also known as the 2 — k algorithm. It has
it roots in seismic processing which bears many similarities to SAR processing.
In particular Stolt developed an accurate solution to the wave equation which
included a step now called the Stolt-mapping or Stolt-interpolation [93]. Hellsten
and Anderson were the first to use the 2 — k algorithm as described by Stolt for
SAR processing [40]. Cafforio, Prati and Rocca recognized the seismic analogy and
described SAR processing as migration of electro-magnetic waves [19]. We have
chosen to use the name frequency domain matched filtering (FDMF) since this
brief introduction uses the matched filter as a starting point. A more thorough
description also following the matched filter approach can be found in [65].

The matched filter as described in [97] may be viewed as a correlation between
the received signal and the complex conjugate of the same signal. Since the Fourier-
transform of the correlation between to signals is equal to the product between the
Fourier-transform of each signal, one complex conjugated, the matched filter may
be implemented in the frequency domain. The procedure is to Fourier-transform
both signals, complex conjugate the first, multiply the signals and finally inverse
Fourier-transform the product.

It is straight forward to extend the matched filter to two dimensions as we
have in SAR. If there is only one point scatterer at an unknown position in the
target area, we would correlate the received signal with a simulated signal from a
scatterer located in the centre of the target area. The position of the real scatterer
will be at the correlation peak. Since the SAR processing is linear, all scatterers
in the target area will be imaged in the same process.

The imaging geometry is shown in figure D.0.1. We will assume the transmitted
signal is a frequency sweep (chirp-pulse)!

IThe signal can actually be of any shape but we use a frequency sweep pulse since that is
most common.

167



168 APPENDIX D. FREQUENCY DOMAIN MATCHED FILTERING
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Figure D.0.1: Frequency domain matched filter geometry.

AS

srx(t) = exps ((w+ B+ ar?) (D.0.1)

The received signal for some position x, on the synthetic aperture assuming a
single unit point-scatterer at the centre of the target area (4, wi.) becomes

2
srx (Tr, t) = sTx (t - wi, + (T4 — :L'T)2> (D.0.2)

Here z, is the position of the radar along the z-axis. For simplicity we will
assume that the target area consists of n discrete scatterers with coordinates
(tn, win). The actual received signal will be then the sum of all these scatterers

2
Sx (e ) = 3 pum, win)srx <t N x,)2> (D.0.3)

The Fourier-transform of equation D.0.2 in the time dimension is

Srx (2, w) = Srx(w) exp 7j2%\/wt20 + (e — 21)? (D.0.4)

The expression for Syx(w) can be expressed analytically by the Fresnel integ-
rals, see [39] section 2.1.2.2.2. In practice a numerical calculation using FFT is
often used.

The Fourier-transform of equation D.0.4 in the z,-dimension can be calculated
using the principle of stationary phase (PSOP) [14]
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exp —71% [ w2
SRX(kxm UJ) = STX (w)ih exp <_.7 4 (:) - kgrwtc - jerwtc>

4 (%)2 - ka%r
(D.0.5)

for |kyy| < 2w/c and zero otherwise. The Fourier-transform of the correlation
product can now be calculated

Cp(k.w., w) = SRX(kzm UJ)*SR)((]{?IT, u.)) (D06)

where Sk x (kar, w)* is the complex conjugate Fourier-transform of $px (z., t).

Since Cp(kzr, w) in equation D.0.6 is a function of k,, and w, it cannot directly
be inverse Fourier-transformed in both dimensions to find the positions of the
scatterers.

To this end we will define a reflectivity function with only one single point
scatterer

plz, w) = 8(x — zp, w— wy) (D.0.7)

The Fourier-transform of p(z, w) in both dimensions is

P(ky, ky) = exp (—gkgzt — gkywi) (D.0.8)

When comparing the exponential in equation D.0.5 with equation D.0.8 they
have the same form if we introduce the following mapping

ko (w, ko) = kar (D.0.9)

w2
kol ko) = 4[4(2) - 82, (D.0.10)
This is the Stolt-mapping coming from the change of variables. Since both w
and k., is uniformly sampled, the sample spacing of k,, will not be uniform. It
is therefore required to interpolate Cp(kzy, w) such that the resulting Cp(kg, kuw)
is uniformly sampled in both k,, and k,. As described in [92] the Jacobian of the

mapping from w to k,is given by

1%
Jw)=—-=°" (D.0.11)
4(2) —k2,

c
After interpolation Cp(kg, ki) is inverse Fourier-transformed in both dimen-
sions. The final result is the matched filter correlation product ¢, (z, w).
The FDMF algorithm can be summarised in the following steps

1. The recorded data $§gx (., t) is Fourier-transformed in both dimensions into

S(kzy w).
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2. The Fourier-transform of a point scatterer in the centre of the target area
S(ks, w) is calculated as given by equation D.0.5.

3. The Fourier-transform of the correlation product C,(k,, w) is calculated as
given by equation D.0.6.

4. The correlation product Cp(kz, w) is interpolated in the w-dimension into
Cplkz, kw).

. The matched filter correlation product ¢,(x, w) is found by inverse Fourier-
transforming Cp(kz, k) in both dimensions.

(@23

The FDMF algorithm is an exact implementation of the matched filter. The
only step that in practice will involve an approximation is the interpolation. The
FDMF algorithm can be order of magnitude computationally more efficient than
the matched filter implemented in the time domain due to the FFT algorithm.
Often the most time consuming step is the interpolation.



Appendix E

GInSAR simulator

As a valuable tool in the development of GinSAR we have made a simulator
that generates raw radar data in exactly the same format as the real radar. No
modifications in the post-processing software are therefore needed to process the
simulator data. This appendix briefly describes the simulator.

The target scene is defined by a selectable number of point scatterers. To simu-
late the effect of a distributed scatterer, many closely located point scatterers must
be defined. It is only possible to model the impact of a homogeneous atmosphere
on the propagation speed. The simulator assumes omni-directional antennas and
scatterers. It is possible to define both a phase error function and a deviation in
the length of the synthetic aperture. Only white Gaussian additive measurement
noise can be modelled, non-linear effects in the electronics are not included except
for analogue-to-digital converter quantisation.

When using the simulator many constants must be defined such as transmitter
amplifier power. As far as possible we have used data specified by the producers of
the components. But for some parameters such as the gain of the antennas when
radar absorbing material is attached to the rim, a qualified guess is our best option.
Therefore, the amplification in the whole transmitter and receiver chain becomes
uncertain. To settle the uncertainty in practice, the constants are adjusted to fit
the magnitude response of a given scatterer calculated from a real measurement.
The simulator program is summarised by the following steps:

1. Define the position and magnitude of all scatterers in the scene.

2. Define the positions of the frequency sweeps on the synthetic aperture (the
length of the synthetic aperture, the number of frequency sweeps and op-
tionally the phase error function).

3. Define the transmitted frequency sweep pulse (start and stop frequency, dur-
ation).

4. For all positions on the synthetic aperture

(a) For all scatterers in the scene
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i. Add a delayed and scaled version of the transmitted frequency
sweep pulse to the received signal for this position on the synthetic
aperture. The delay is calculated as a function of the distance from
the radar to the scatterer, the scale is calculated from the scatterer
magnitude and the distance.

(b) Scale the signal by the gain of the radar (transmitter power, antenna
gain, receiver gain).
(¢) Add white measurement noise.

(d) Sample the received signal to the analogue-to-digital converter’s pre-
cision (convert to 16 bits precision which effectively adds quantisation
noise).
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