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ABSTRACT

Since the 1940s, it has been known that diffusion in crystalline solids occurs due to lattice defects. The diffusion of defects can have a great
impact on the processing and heat treatment of materials as the microstructural changes caused by diffusion can influence the material qual-
ities and properties. It is, therefore, vital to be able to control the diffusion. This implies that we need a deep understanding of the interac-
tions between impurities, matrix atoms, and intrinsic defects. The role of density functional theory (DFT) calculations in solid-state
diffusion studies has become considerable. The main parameters to obtain in defect diffusion studies with DFT are formation energies,
binding energies, and migration barriers. In particular, the utilization of the nudged elastic band and the dimer methods has improved the
accuracy of these parameters. In systematic diffusion studies, the combination of experimentally obtained results and theoretical predictions
can reveal information about the atomic diffusion processes. The combination of the theoretical predictions and the experimental results
gives a unique opportunity to compare parameters found from the different methods and gain knowledge about atomic migration. In this
Perspective paper, we present case studies on defect diffusion in wide bandgap semiconductors. The case studies cover examples from the
three diffusion models: free diffusion, trap-limited diffusion, and reaction diffusion. We focus on the role of DFT in these studies combined
with results obtained with the experimental techniques secondary ion mass spectrometry and deep-level transient spectroscopy combined
with diffusion simulations.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0205866

I. INTRODUCTION

The diffusion of defects and impurities in semiconductors
plays a fundamental role in the processing, operation, and stability
of semiconductor devices. To make semiconductor materials suit-
able, e.g., electronics, sensors, power devices, and quantum technol-
ogy, it is essential to understand and control the atomic transport
of dopants and impurities and their interaction with defects. By
identifying the diffusion mechanisms for different defect species,
we can in many cases also reveal information about the defect’s
behavior in relation to device operation and obtain fundamental
knowledge about the semiconductor material’s intrinsic properties.

First-principles calculations based on density functional
theory (DFT) enable us to study diffusion on an atomic level and
calculate properties like formation energies, binding energies,
migration barriers, and probable pathways. These predictions

provide a starting point for developing a detailed diffusion model.
Through numerical simulation of such models, the results may be
compared to experimental data. In this way, one can get more
detailed insight into the different diffusion models, as well as
opportunities to benchmark the DFT results.

Wide bandgap (WBG) semiconductors are predicted to be the
next-generation materials for energy-efficient power devices.1,2 The
critical field is shown to increase with the size of the bandgap, and
an increased breakdown voltage is particularly useful in power
devices that need to be efficient and reliable in high voltage, high
temperature, and harsh environment applications.3,4 Historically,
WBG semiconductors have been challenging to describe using
DFT, even qualitatively, because the semilocal approximations to
the exchange-correlation energy tend to severely underestimate the
electronic bandgap.5 Indeed, the discrepancy typically increases
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with the size of the bandgap. For example, the Perdew–Burke–
Ernzerhof (PBE) functional6 underestimates the experimental
bandgaps of ZnO (3.4 eV7) and β�Ga2O3 (4.9 eV8) by 80% and
60%, respectively.9,10 Another related issue with semilocal function-
als is their tendency to delocalize charge, which, for instance, mani-
fests itself in the failure to describe polarons. With more precise
methods, and in particular, after the introduction of screened
hybrid functionals, WBG semiconductors can now be studied
quantitatively. Hybrid functionals mix semilocal approximations to
the exchange-correlation energy with a portion of nonlocal
Hartree–Fock exchange, the fraction of which is often adjusted
empirically to reproduce the experimental band gap,11 or to satisfy
exact physical constraints such as the generalized Koopmans
theorem.12,13 Importantly, the formation energy and energy levels
of defects relevant to diffusion can now be described with a degree
of accuracy that allows calculations to serve as a highly useful and
effective aid in diffusion studies.11,14–16

In this Perspective, we aim to give an overview of how one
can study the diffusion of defects in WBG semiconductors using a
combination of DFT calculations and selected experimental
methods. We focus on the DFT-related methods and how they
compare to experimental results. The article aims to describe how
to calculate diffusion related properties such as defect formation
energies, binding energies, and migration barriers, and the imple-
mentation of the theoretical results in diffusion modeling of experi-
mental results. There are multiple approaches to studying diffusion
experimentally, but we have limited our study to direct approaches
to measure diffusion, e.g., secondary ion mass spectrometry (SIMS)
and deep-level transient spectroscopy (DLTS), making it straight-
forward to compare results directly with DFT predictions. As case
studies, we apply these approaches to defect and dopant diffusion
in the WBG semiconductors 4H-SiC, ZnO, and β�Ga2O3.

II. MECHANISMS FOR DEFECT DIFFUSION

A system with a concentration gradient will, given sufficient
time, equalize the concentration in a process called diffusion. In
1855, Adolf Fick published his work on the mixing of salt and
water.17 He introduced the diffusion coefficient D in a linear rela-
tion between the gradient of the concentration C and the flux of
particles. By pairing this law with the equation of continuity, he
formulated Fick’s second law, also called the diffusion equation

@C
@t

¼ �D
@2C
@x2

: (1)

The diffusion coefficient has an Arrhenius relation to the activation
energy EA,

D ¼ D0 exp �EA=kTð Þ, (2)

where D0 denotes a diffusion pre-factor, T is the temperature, and
k is the Boltzmann constant.

Defect diffusion can, e.g., occur by defects diffusing freely,
depend on intrinsic defects, be limited by solid solubility or trap-
ping, or may also involve a more complex rearrangement of the
matrix structure. Understanding the diffusion process on an atomic

level involves determining a diffusion mechanism for the migrating
species. The most technologically relevant mechanisms for diffusion
in WBG semiconductors include the direct and indirect (intersti-
tialcy) interstitial, vacancy, kick-out, and dissociative mechanisms,18

see Fig. 1 for a schematic of diffusion mechanisms for substitutional
and interstitial impurity atoms in a crystal. When a diffusing species
jumps between interstitial sites, the diffusion mechanism is called
the direct interstitial mechanism [case (1) in Fig. 1]. The intersti-
tialcy mechanism [case (2) in Fig. 1] also involves the diffusing
species in an interstitial site, but the jump to the next interstitial site
is via a temporary displacement of matrix atoms. In the vacancy
mechanism [case (3) in Fig. 1], the diffusing species requires a
vacant lattice site to induce transport. The following migration can
either occur by a rotation around the vacancy followed by a swap-
ping of sites19 or by a swapping of sites followed by dissociation (an
effect where transport of vacancies in one direction will effectively
move all substitutional atoms, including the diffusing impurity, in
the opposite direction of the vacancy transport). The mechanism
will depend on the binding energy between the given impurity and

FIG. 1. Ball-and-stick model illustrating defect-mediated diffusion mechanisms
for substitutional and interstitial impurity atoms (red and pink) in a hypothetical
diatomic crystal (host atoms are blue and orange): (1) direct interstitial, (2) inter-
stitialcy, (3) vacancy, (4) kick-out, and (5) dissociative mechanism. For the first
step of the interstitialcy diffusion (2) and the kick-out (4), the interstitial atom
(blue) replaces the substitutional atom (pink) and the pink atom moves to the
interstitial site. The pink interstitial atom can then either continue through a
direct interstitial diffusion mechanism (1), resulting in a kick-out mechanism (4)
or replace a substitutional blue atom and, thus, follow an interstitialcy mecha-
nism (2).
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the vacancy. The kick-out [case (4) in Fig. 1] and dissociative [case
(5) in Fig. 1] mechanisms are both substitutional–exchange mecha-
nisms where migration occurs interstitially, and the exchange
between substitutional and interstitial atoms happens through
replacement (kick-out) or formation of a vacancy (dissociative).

In general, several diffusion mechanisms may occur in parallel,
however, the mechanism that provides the highest total transport
of a given impurity will dominate the experimentally observed dif-
fusion profile. Interestingly, the calculated formation energy values
(see methodology described below) provided by DFT calculations
for the different impurity configurations can be used as a guide to
point toward the dominating diffusion mechanisms. To exemplify
this, consider the two following cases:

(i) If the formation energy of an interstitial defect configuration
for a given impurity is low (i.e., high equilibrium concentra-
tion), the interstitial diffusion mechanism will be a likely can-
didate. However, it is important to understand that even
when the formation energy is found to be relatively high (low
solubility), substantial transport may still occur if the barrier
for diffusion is low. Thus, to reveal the dominating diffusion
mechanism, both the formation energy and the diffusion
barrier need to be calculated. As will be discussed below,
identifying all relevant diffusion pathways can, however, be a
substantial challenge. The combination of high formation
energy and low diffusion barrier becomes especially interest-
ing when the diffusing species can form immobile complexes
with other defects (in other words, become trapped). In such
cases, transport may occur below the sensitivity limit of, e.g.,
SIMS, which precludes direct observation. However, in the
presence of defects that trap the diffusing specie, thus
forming immobile defect complexes, the diffusing species can
be measured due to pileup in defect-rich regions.
Interestingly, this provides a way to indirectly observe the
defects acting as a trap for the diffusing species and, hence,
observe the spatial distribution of defects that can otherwise
be difficult to measure experimentally. This is the typical
behavior of, e.g., hydrogen, exemplified below in the case
studies on both ZnO and β�Ga2O3.

(ii) In the case where both the formation energy for the intersti-
tial configuration and the diffusion barrier are high and the
occupation of a lattice site is more favorable, the substitu-
tional impurity will be effectively immobile. In this case,
other mediating defects, intrinsic or extrinsic, will be neces-
sary to induce impurity transport. This is exemplified by the
vacancy mechanisms described above.

III. COMPUTING DEFECT DIFFUSION

As discussed, there are several different mechanisms by which
impurities can diffuse in semiconductors. The activation energy for
each mechanism depends on the energy cost associated with the
formation and the migration of the diffusing impurity as well as
the diffusion-mediating intrinsic defect. This is illustrated in Fig. 2(a)
using vacancy-mediated diffusion as an example, where the impurity
can migrate only when a vacancy exists next to it. The formation
energy of this vacancy, in turn, depends on the Fermi-level position,

defect charge state and chemical potential. Different mechanisms
can thus be active, or even occur in parallel, depending on the
conditions.

First-principles defect calculations based on the supercell
approach provide a means to calculate thermodynamic quantities
such as defect formation energies, defect complex binding energies,
and energy barriers for defect migration, as described below and
can, therefore, be used to estimate the activation energy for differ-
ent mechanisms. This has proven useful to understand, which
mechanisms are likely to contribute to diffusion.

The calculations referred to above provide barriers for migra-
tion of defects at zero temperature, from which thermally activated
jump rates can be extracted using transition-state theory,20 but a
variety of other methods are also available and often more appro-
priate for kinetic studies, including, for example, molecular dynam-
ics (MD) (see, e.g., Ref. 21 for diffusion of intrinsic defects in Si),
kinetic Monte Carlo (MC) models (see, e.g., Refs. 22 and 23), and
more recently, coupling of MD simulations with neural network
based enhanced sampling (see, e.g., Ref. 24 for diffusion of spin
qubits in SiC).

A. Formation energy

An established formalism is available for computing thermo-
dynamic defect quantities from electronic structure calculations
based on DFT and the supercell method; detailed reviews on the
method are available in the literature (see, e.g., Refs. 11, 25, and 26).
Here, we shall briefly explain how the defect formation energy Ef ,
which is the energy cost for creating an isolated defect in a solid,
can be calculated using this method.

The defect is simulated in a periodically repeated supercell that
is constructed from a repetition of bulk unit cells and, typically, con-
tains a few hundred atoms depending on the computational demand
of the studied system and employed exchange-correlation functional.
Once geometry optimization has been performed for the defective
supercell, the formation energy is calculated as27,28

Ef (Xq) ¼ Etot(X
q)� Etot(bulk)�

X
i

niμi

þ q(EVBM þ EF)þ Δq, (3)

where Etot(bulk) is the total energy of the pristine supercell and
Etot(Xq) is the total energy of the supercell holding the defect in its
equilibrium geometry. The defect is formed by exchanging a number
of atomic species ni and charges q with reservoirs of chemical poten-
tial μi and EF, respectively. The latter is the Fermi-level position,
which is conventionally referenced to the valence band maximum
(VBM) EVBM. The chemical potential of atomic species is referenced
to the calculated total energy per atom of the element in its standard
state, which represents the upper bound (denoted as i-rich condi-
tions). Lower bounds on the chemical potential are imposed by the
thermodynamic stability condition of the target material, e.g.,
ΔμZn þ ΔμO ¼ ΔHf (ZnO) for ZnO, where ΔHf (ZnO) is the forma-
tion enthalpy of ZnO. The chemical potential of impurities is simi-
larly bound by the formation of mixed secondary phases, e.g., μH is
limited under O-rich conditions due to the formation of H2O.
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The formation energy is, thus, a variable that depends on the
Fermi-level position within the bandgap (for charged defects) and
the chemical conditions. It is convenient to plot the formation
energy as a function of the Fermi-level position in the bandgap, as
shown in Fig. 2(b) for a vacancy V, an impurity X, and their
complex VX. The slopes of the linear segments correspond to the
charge state, and kinks occur at Fermi-level positions where the for-
mation energies of the defect in two different charge states are
equal. Such plots are commonly shown for the different limits of
the chemical potential values, e.g., Zn-rich and O-rich conditions
for ZnO.

The term Δq is a finite-size correction that removes any spuri-
ous interaction between the charged defect and its images under
periodic boundary conditions.29,30

B. Binding energy

Defect-assisted impurity diffusion involves the formation of
an impurity-defect complex. Depending on the defects, the

formation of this complex may be favorable or unfavorable due to
elastic, magnetic, and especially electrostatic interactions between
the defects. The binding energy Eb of the complex AB is the differ-
ence in formation energy between the defect complex and the sum
of the formation energies of the constituents A and B11,

Eb(AB) ¼ Ef (A)þ Ef (B)� Ef (AB): (4)

A positive binding energy implies a stable complex. For charged
defects, the binding energy can be Fermi-level dependent.
However, in Fermi-level regions where the overall charge state is
unchanged upon dissociation of the complex, the binding energy
will be well defined.

To assess the thermal stability of the complex, one must also
calculate the dissociation energy Ed, which is the actual activation
barrier that must be surmounted in order for the complex to break
up.25 Ed can be calculated, often to good approximation, as the
sum of the binding energy of the complex and the lowest migration

FIG. 2. Schematic (a) potential energy surface showing the barriers and energy cost of different steps in vacancy-mediated diffusion. This also illustrates the relation
between the binding and dissociation energy of a complex. (b) Formation energy diagram for a vacancy (V ) with three stable charge states q ¼ þ1, 0, � 1, � 2, a
shallow donor impurity (X ) and their complex (VX ). (c) Minimum-energy pathway between initial and final defect positions along the migration pathway, as obtained from a
nudged elastic band calculation. The contour plot shows the initial guess (from linear interpolation) and the final path.
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barrier of the two isolated constituent defects. For example, in
Fig. 2(a), the VX dissociation energy (Ed(VX)) is given by the V
migration barrier (Em(V)) plus the VX binding energy (Eb(VX)).

C. Migration barrier and path

In addition to the formation energy and the energy differences
between distinct stable configurations of isolated defects and com-
plexes, we need to study the kinetics of the atomic hopping processes
required for transitions between these stable minima. The transition
rates can be explored using transition-state theory, where the initial
and final structures are separated by an energy barrier. The problem
then amounts to finding the minimum-energy pathway (MEP) for
the transition. This can be achieved by performing total energy cal-
culations as a function of the position of the hopping atom, where
only the surrounding host atoms are allowed to relax for each posi-
tion.25 The resulting adiabatic total energy as a function of the three
spatial coordinates of the hopping atom will then map out a poten-
tial energy surface (PES), such as the one illustrated in Fig. 2(c),
from which the saddle point and corresponding migration barrier
(Em) can be determined. However, accurate results require a large
number of atomic positions to be sampled.

A far more efficient approach is the nudged elastic band
(NEB) method,31 illustrated in Fig. 2(c), which is an automated
search method for the MEP. The typical workflow is as follows: (i)
An initial guess for the pathway is provided in the form of a
number of structures (or images) between the endpoints. For
simple hops over a single barrier, a linear interpolation between the
endpoint structures will often suffice as a starting point (care must
be taken to ensure that the spacing between any two atoms is not
too small); this would be the images along the dashed line on the
contour plot in Fig. 2(c). For more complicated processes, e.g.,
involving bond rotations and metastable minima along the path, it
can be sensible to divide the transition into steps. (ii) An initial
NEB calculation is performed, which involves a constrained relaxa-
tion simultaneously for each image. Specifically, by including artifi-
cial spring forces between the images, they are kept equally spaced
and prevented from sliding into the initial or final structures. The
images are then iteratively driven toward the MEP, shown with a
solid line in Fig. 2(c). (iii) Finally, the climbing-image mode of the
NEB search is turned on,32 where the forces along the reaction path
for the highest-energy image is inverted [yellow image in Fig. 2(c)],
causing it to climb up to the transition state, and the migration
barrier is obtained.

Another approach to automatically search for the saddle point
is the dimer method.33 Two images or different replicas of the
system are needed to form the dimer which is then rotated to find
the lowest modes and identify the saddle point of the reaction
pathway. The two images that form the dimer can either start from
the initial state of the transition or be configured closer to the tran-
sition state. The dimer method is especially suited for more
complex reactions where the final state is not known or for when it
is challenging to identify a suitable initial guess of images for NEB
calculations. Alternatively, the dimer method can be used to obtain
a more accurate estimate of the saddle point starting from an initial
NEB calculation with less stringent criteria, e.g., energy cutoff and
k-mesh.

Once the formation energies, binding energy, and migration
barriers have been computed, the activation energy for vacancy-
mediated diffusion can be calculated as

Q ¼ [Ef (V)� Eb(VX)]þ Em(VX), (5)

that is, the formation energy of a vacancy reduced by the binding
energy of the complex plus the limiting migration barrier for the
vacancy-mediated diffusion process.19 Note that this activation
energy assumes that the X impurities are already incorporated
substitutionally.

D. Temperature dependency

When the temperature, volume, and pressure dependence are
taken into account, the formation energy should be replaced by the
Gibbs free energy of formation, which includes vibrational and
electronic entropy. These free energy contributions are seldom
included, as the vibrational part is computationally demanding,
and the electronic part is typically negligible.34 For our approach,
we are mainly interested in considering the relative energetics of
different defects to determine likely diffusion mechanisms. In cases
where the calculated formation energy is included in the diffusion
modeling, it is merely used as an initial value for a fitting parame-
ter.16 As discussed in Sec. IV, quantitative results are improved as
more cases are studied within a material system. Moreover, several
quantities of interest conserve the chemical species, such as binding
energies and migration barriers, making them independent of the
chemical potential contribution.35 Temperature dependence should
always be kept in mind, however, especially in cases where its omis-
sion is expected to affect the conclusion. We refer to, e.g., the
review by Freysoldt et al.11 for more discussion on the calculation
of free energies of formation. As an example, we also mention the
study on H diffusion in Si performed by Gomes et al.,35 where con-
figurational, vibrational, and rotational (for molecular H2) degrees
of freedom were taken into account to understand the condensation
of atomic H into molecules during cooling.

Here, it should also be noted that the zero-point energy con-
tribution to the activation energy can be significant for light ele-
ments such as H and D, and especially for diffusion of muonium,
which can be regarded as a light H isotope.36,37

In narrower-bandgap semiconductors, the temperature depen-
dence of the Fermi level due to the intrinsic carrier density can be
significant, but in WBG semiconductors this effect is often negligi-
ble. However, the temperature dependence of the bandgap can
usually not be ignored. For example, an experimental bandgap
shrinkage of 0.3–0.4 eV is reported for ZnO and β�Ga2O3 at
800 K.38,39 Such data can be included in the diffusion modeling,
albeit with an assumption regarding the shifts of the individual
valence and conduction band edges.40 Alternatively, the tempera-
ture dependence of the electronic band structure arising from elec-
tron–phonon interactions can be calculated from first-principles
(including the shifts of the individual band edges).41,42

E. Diffusion pre-factor

The diffusivity or diffusion coefficient D of a defect is often
modeled according to the Arrhenius equation D ¼ D0exp(�EA=kT),
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where EA is the activation energy of migration and D0 is the diffusion
pre-factor. In this relation, D0 is usually assumed to be temperature
independent. D0 contains contributions such as the attempt frequency
and the geometry of the system and is an important feature that is
quantified when studying defect diffusion experimentally. However,
obtaining D0 from first principles is a rather complex problem, and
theoretical diffusion studies often focus on the migration barrier and
path alone instead.

In a simple first attempt, the random walk model can be used
to obtain an approximate expression for the diffusion pre-factor as
D0 � Γ0d2. Here, Γ0 is the attempt frequency, and d is the jump
distance. If we approximate Γ0 by a typical phonon frequency of
1� 1013 s�1 and assume a cubic system with a lattice distance of
3.25 Å, we obtain D0 � 1� 10�2 cm2 s�1.19,43 For more accurate
estimates of the diffusion pre-factor, the attempt frequency can be
obtained using transition-state theory20 and necessitates calculating
the vibrational spectrum of the system (see, e.g., Refs. 35 and 44).
In the following, we will focus on case studies that do not obtain
D0 using theoretical methods but instead compare theoretically
obtained migration barriers and paths to experimental studies and
diffusion modeling.

IV. COMPARISON WITH EXPERIMENTAL
MEASUREMENTS THROUGH DIFFUSION MODELING

The physical process of diffusion is described by Fick’s law
of diffusion [Eq. (1)]. Traditionally, there are at least two different
approaches to modeling diffusion, both using Fick’s law as a starting
point (i) to generalize the diffusivity D and allow it to depend on the
specific experimental conditions and (ii) to treat D as a material prop-
erty that depends only on the diffusing species and the host material.

By generalizing the diffusivity, e.g., by treating it as a sum of
contributions from different defect configurations, or by effectively
making D a function of the Fermi level or the equilibrium concen-
tration of the mediating intrinsic defects, one can recreate the diffu-
sion behavior in a range of complex cases (see, e.g., Ref. 45). A
widely used model which is based on this approach is Fair’s
vacancy model where D is defined as the sum of the individual dif-
fusivities for each of the specific charge-state configurations taking
part in the diffusion model.46

An alternative approach is to treat the diffusivity as a material
property dependent only on the chemical nature of the diffusing
species and the host material that the species is diffusing through,
i.e., where D is independent of the equilibrium concentration of
mediating defects, Fermi level, etc. In this approach, the details of
diffusion and defect reactions are explicitly described as part of
Fick’s law of diffusion [Eq. (1)] by the specific inclusion of defect
reactions. The following examples will describe various cases of this
approach. The major benefit of such an approach is that the input
into the model, and also the resulting output of the diffusion
model is restricted to be measurable quantities such as the concen-
tration of a specific defect complex or the vacancy concentration.
The equilibrium concentration of the given defect complex or the
vacancy concentration can also be calculated using DFT. In this
way, one can by diffusion simulations perform benchmark studies
by combining state-of-the-art (SoA) DFT calculations with a range
of different experimental methodologies to measure independently

the different constituents taking part in the diffusion process, as
will be described in the case studies below.

A major limitation in all diffusion studies is the fact that given
an experimental diffusion profile, e.g., for a specific impurity, one
can only extract the total impurity transport. That is, there is typi-
cally not enough information in a single diffusion experiment to
differentiate between the diffusivity and at which concentration the
diffusing species is migrating. For example, one can get a unique
number for the total transport or flux of a species, however, not the
independent contributions to the total transport. Thus, the same
profile may be the result of a fast diffusing species moving at a low
concentration or a more slowly diffusing species moving at a
higher concentration. However, through the combination of differ-
ent experimental methods and DFT and by systematically working
through the diffusion behavior of a range of different species in a
given material system, one can build a self-consistent understand-
ing of that material system. Such an iterative approach resembles
the iterative approach utilized to perform the DFT calculations.
This is an approach that has proven itself as a highly fruitful
method to gain insight into complex systems.

V. CASE STUDIES

A. Design of diffusion experiments

1. Introduction of defects and dopants

To study impurity diffusion, one needs in most cases to intro-
duce the impurities into the material. There are numerous
approaches to introduce the element of interest. Here, we will con-
sider just a few that are utilized in the case studies. With ion
implantation, illustrated in Fig. 3(a), one can control the fluence
and the energy of the implanted impurities. The implanted samples
are annealed for different time periods and at different tempera-
tures. However, ion implantation will often cause the formation of
intrinsic defects in addition to the implanted impurity, which can
be both advantageous and challenging. A different approach to
introduce impurities is by drive-in diffusion, e.g., by depositing an
impurity-doped thin film or by using layered samples with a differ-
ent impurity concentration, see Fig. 3(b). During annealing, impu-
rities will migrate from the layer with a high concentration into the
layer with a lower concentration. In some cases, where the intro-
duced diffusing species has a low evaporation temperature, it is
possible to introduce impurities through a gas phase by controlling
the ambient. This can be done by using sealed ampules as shown
in Fig. 3(c) or by using a gaseous flow during annealing.

2. Techniques to measure diffusion profiles

A multitude of techniques can be used to study the diffusion
of defects and impurities. However, in this Perspective, we will
focus on direct monitoring of impurity and vacancy diffusion via
two techniques, namely, SIMS and DLTS.

A widely used approach to study impurity diffusion is by mea-
suring concentration vs depth of the element of interest using
SIMS in samples with different thermal history. Figure 3(d) illus-
trates the principles behind SIMS, where a primary ion beam is
directed toward the sample resulting in the ejection of atoms and
ions from the sample surface through a sputter process. The
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secondary ions are accelerated by an electric field and directed
toward a mass spectrometer where ions of different mass over
charge ratios are separated by electric and magnetic fields. By scan-
ning the magnetic field, one can construct a mass spectrum to
identify the different isotopes originating from the sample. To form
a concentration vs depth profile, the elements of interest are moni-
tored as a function of time as the primary beam sputters a crater,
see Fig. 3(e). The concentration axis is calibrated by implanting a
reference sample with a known fluence while the relation between
measurement time and depth is found through the sputter rate. In
this way, the SIMS measurement can provide a high precision for
the measured concentration vs depth. Furthermore, the SIMS mea-
surement is highly suitable for measuring low impurity concentra-
tions, however, the sensitivity depends on both the matrix and the
measured impurity element.

DLTS, on the other hand, detects electrically active defects
independent of whether they have an intrinsic or extrinsic origin.
This approach is particularly useful for detection of defects that are
not measurable with SIMS, such as vacancies, interstitials, and
intrinsic defect complexes. A drawback is that one relies on indirect
identification of such defects, however, there is a tremendous effort
in the community to provide such identifications. As will be shown
below, DLTS can be employed to study diffusion of, e.g., intrinsic
defects such as vacancies.

DLTS measures the transient capacitance after changing the
bias over a Schottky barrier diode or pn-junction. The change in
capacitance can be related to the emission of electrons or holes
from the defect to the conduction or valence band, respectively. To
form a conventional DLTS spectrum [see right panel of Fig. 3(g)],
the transient capacitance is measured as a function of temperature,

FIG. 3. Introduction of defects and diffusion by (a) ion implantation, (b) film deposition, and (c) through a vapor phase in a sealed ampule. (d) Schematic figure of second-
ary ion mass spectrometry (SIMS), where an ion source sputters the sample surface, releasing ions that are separated by electric and magnetic fields. (e) The result from
a typical depth profiling measurement with SIMS. (f ) Schematic figure of deep-level transient spectroscopy (DLTS). (g) A depth profiling of the concentration of a specific
defect and a typical DLTS spectrum showing electrically active defects.
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and through an Arrhenius plot, one may extract the activation
energy, which is related to the defect’s position in the bandgap, and
an apparent capture cross section. However, if an isothermal mea-
surement is conducted at the temperature where the DLTS signal is
at its maximum for a specific defect, one may extract the depth dis-
tribution of the defect in question [left panel of Fig. 3(g)]. Indeed,
this is a powerful approach for studying the diffusion of intrinsic
defect levels otherwise difficult to probe, e.g., due to a low defect
concentration.

In the following, case studies utilizing both DLTS and
SIMS will be discussed and combined with DFT and diffusion
modeling to extract information about the diffusivity and diffusion
mechanism.

B. Free diffusion

Equation (1) can be solved with the proper boundary condi-
tions. The solution for a constant surface source CS gives the con-
centration of a diffusing species A as

CA(x, t) ¼ CS erfc
x

2
ffiffiffiffiffiffiffiffiffiffi
DAT

p
� �

, (6)

where DA is the diffusion coefficient for the diffusing species. In
this diffusion model, the shape of the resulting diffusion profile is a
result of the initial defect gradient in the material and the diffusion
barrier of the specific defect in a given solid but nothing else. Thus,
this mode of diffusion is often referred to as free diffusion. A diffu-
sion profile shape given by the error function is, therefore, a typical
indication of free diffusion in solids, see Fig. 4(a).

1. Self-diffusion in SiC

Studies on self-diffusion of species in crystalline solids are
essential for understanding, e.g., defect formation during material
growth and thermal response toward melting. An example of such a
self-diffusion study in SiC, a promising material for future power
electronic devices, was performed in Ref. 47. The diffusion of 13C
and 30Si was studied using SIMS in a material stack consisting of a
graphitized carbon cap, an isotope purified 4H-SiC epitaxial layer,
and a 4H-SiC substrate with natural abundance of the different Si
and C isotopes. Figure 5 shows SIMS profiles demonstrating the dif-
fusion of 13C into the isotope purified epitaxial layer from (left side)
the carbon cap and (right side) the substrate. Diffusion-profile fitting
was performed using the error function according to

C ¼ C2 þ C1 � C2

2
erfc

x � d

2
ffiffiffiffiffiffiffi
DT

p
� �

, (7)

with C being the concentration, C1 and C2 boundary conditions, T
the annealing temperature, and x and d representing depth and
interface position, respectively. Arrhenius analysis resulted in an esti-
mated diffusivity of DC ¼ 8:3� 106 � e�10:4=kBT cm2 s�1 for self-
diffusion of 13C in 4H-SiC.

The SIMS measurements enable us to extract the diffusivity
but not the mechanism for self-diffusion, i.e., the responsible
sublattice and mediating species. For this, DFT calculations are
essential and can be used to reveal the activation energy for

migration as the sum of the formation energy and migration barriers
of the mediating defect species. In the case of C self-diffusion in
4H-SiC, the available defects via which carbon can self-diffuse are
the carbon vacancy (VC), the carbon interstitial (Ci), and the carbon
antisite (CSi).

47 Migration through antisites is unlikely, due to high
predicted activation energies, which means that C atoms will migrate
strictly on the C sublattice.48 Instead, the available pathways are self-
diffusion via vacancies injected from the SiC surface during high-
temperature annealing, or by Frenkel-pair formation to facilitate self-
diffusion via interstitials. Combining theory and experiment, it was
shown that the mechanism depends on the specific annealing condi-
tions. Carbon self-diffusion was tentatively assigned to Frenkel-pair
formation in the SiC bulk when a carbon rich graphitized photoresist
(C-cap) is present during annealing to protect the surface and to VC

injection from the surface in the absence of a C-cap.47

2. Carbon vacancy diffusion in SiC

The carbon vacancy is a prominent defect that is known as an
efficient carrier trap49 and an important minority carrier lifetime
killer50,51 in 4H-SiC. In fact, VC is present in SoA 4H-SiC epitaxial
layers to densities around 5� 1012 cm�3,52 an amount that is
already enough to prevent, e.g., operation of SiC bipolar devices
up to 10 kV due to the lifetime reduction. VC can be thermally
generated53 and was shown to migrate at temperatures of
1100–1600 �C,54,55 precisely in the range used for thermal

FIG. 4. Schematic of example diffusion modeling results for (a) free, (b)
trap-limited, and (c) reaction diffusion.
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treatments after implantation doping. However, the migration
mechanism was unclear, and the impact of the anisotropic crystal
field in 4H-SiC was an open question.

The diffusion of VC in n-type 4H-SiC was studied in Ref. 56
using two different types of epitaxial layers: (i) c-cut (0001) and (ii)
a-cut (11�20). The vacancies were generated by implantation of 4
MeV carbon ions (to avoid contaminating with impurities) with a
projected depth of around 2.8 μm. The presence of VC can be
detected using a Schottky diode structure (or another type of recti-
fying junction) and by monitoring the Z1=2 peak observed in DLTS
spectra and assigned to the negative-U double-electron (0/2�)
transition of VC.

49,57 The curves (dots are experimental data,
dashed lines are fits) in Figs. 6(a) and 6(b) show the depth depen-
dence of the VC concentration before and after C implantation
along the [0001] and [11�20] directions, respectively. The profiles
were obtained using DLTS depth profiling at 285 K coinciding with
the Z1=2 peak maximum.

As shown in Figs. 6(a) and 6(b), high-temperature annealing
at 1200–1500 �C for different durations was performed to induce
migration of the VC, causing broadening of its depth profile.
Evidently, the carbon vacancy migrates faster along the a-axis as
compared to the c-axis in 4H-SiC. Furthermore, diffusion modeling
according to Eq. (1) was performed using the fit to the pre-
diffusion state [purple curves in Figs. 6(a) and 6(b)] as the initial
profile and fitting the calculated profiles to the post-diffusion
experimental data [solid pink and yellow curves in Figs. 6(a)
and 6(b)] to extract diffusion parameters along the different axes.
Arrhenius analysis results in Dc

0 ¼ 0:54 cm2 s�1, Ec
A ¼ 4:4 eV and

Da
0 ¼ 0:02 cm2 s�1, Ea

A ¼ 3:6 eV. The agreement between the exper-
imental data and Fick’s diffusion law affirms that VC migrates
according to fundamental vacancy migration via vacancy-atom
exchange on the carbon sublattice.

To determine the diffusion mechanism for the VC in 4H-SiC
and explain the experimentally observed anisotropy, DFT calcula-
tions are needed. Using the NEB method, the importance of the
inequivalent lattice sites in 4H-SiC [hexagonal (h) and pseudo-
cubic (k)] for VC motion could be established. Indeed, as shown by
the potential energy surfaces for VC migration computed using
NEB along the c- and a-axes in Fig. 6(c), axial and basal VC

motion occurs along different pathways. There are two possible
jumps along the c-axis: kh0 and kh, see Fig. 6(c), with computed
migration barriers of 4.2 and 4.1 eV, respectively. Since both jumps
are required for long-range migration of VC, the limiting barrier
for VC motion along the c-axis is 4.2 eV. Along the a-direction, on
the other hand, the two available basal jumps are hh and kk,
making it possible for VC to travel exclusively within either the hex-
agonal or pseudo-cubic carbon sublattice plane. The hexagonal
plane is found to be preferred due to a lower computed migration
barrier of 3.7 eV as compared to 4.0 eV within the k-plane.

The computed energy barriers for VC diffusion in 4H-SiC are
thus 4.2 eV for axial migration along the c-axis, and 3.7 eV for basal
migration along the a-axis, in excellent agreement with experimental
values of 4.4 and 3.6 eV, respectively. However, DFT calculations are
not only useful for discerning the migration barriers; NEB and dimer
calculations can also be used to identify the transition-state geometry
and explain differences in ease of motion for the relevant defects
species. In this particular case, the higher energy barrier (DFT predicts
a 4.2 eV activation energy) for axial migration (VC jump from k to h’
lattice site) is attributed to the transition state involving a high-energy
twofold coordinated C atom. The lower barrier basal migration (DFT
predicts a 3.7 eV activation energy for the hh VC jump), on the other
hand, it is enabled by a transition state with Si–C bond angles that are
the closest to perfect sp3 bonded structures. Structures showing the
transition states can be found in Fig. 9 of Ref. 56.

FIG. 5. Self-diffusion of 13C in (0001) 4H-SiC in a stack consisting of a carbon cap, an isotope purified epitaxial layer, and a 4H-SiC substrate with naturally occurring
isotope abundances. Self-diffusion of 13C is shown to occur in the isotope purified epitaxial layer from (left panel) the C-cap and (right panel) the substrate. The inset
shows an Arrhenius plot of the diffusivities obtained from the diffusion modeling (solid curves) for 13C self-diffusion from the substrate. The data are taken from Ref. 47.
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C. Trap-limited diffusion

Trap-limited diffusion (TLD) involves trapping and dissocia-
tion of the diffusing species, where trapping slows down and disso-
ciation enhances the transport. In the TLD model, the diffusing
species X is assumed to be mobile and the trap A is immobile.

Upon association between X and A, X goes from being mobile to
being immobile and is considered trapped,

Aimmobile þ Xmobile O XAimmobile: (8)

The model is based on Eq. (1) for diffusion of some species X,

@CX

@t
¼ DX

@2CX

@x2
� @CXA

@t
, (9)

where DX is the diffusion coefficient of X, CX is the concentration
of mobile X, and CXA is the concentration of X associated with a
trap A. The final term describes the association and dissociation of
diffusing species X with the trap A to form the immobile complex
XA,

@CXA

@t
¼ kXACXCA � kXCXA, (10)

where kXA is the capture rate, kX is the dissociation rate, and CA is
the trap concentration. The capture rate has an Arrhenius relation
to the migration barrier for the diffusing species Em(X),

kXA ¼ 4πRΓ0 d
2 e�Em(X)=kT : (11)

Here, 4πR describes the capture cross section, Γ0 is the attempt fre-
quency, and d is the jump distance. The dissociation rate has an
Arrhenius relation to the dissociation energy Ed(XA) needed for X
to escape the trap A,

kX ¼ Γ0 e
�Ed(XA)=kT : (12)

Trap-limited diffusion often results in diffusion profiles with a
sharp decrease in concentration, as illustrated in Fig. 4(b). In this
model, the dissociation rate depends on temperature and the
binding energy of the resulting complex. For a given capture rate,
the angle of the diffusion front is strongly dependent on the disso-
ciation rate. As the dissociation rate increases, the diffusion profile
will approach the free diffusion profile as described above and lose
the characteristic sharp drop in concentration. This will typically
happen as the temperature is increased during the diffusion experi-
ment and can be intuitively understood as reduced stability of the
trap. Thus, at sufficiently high temperatures, the diffusion model
collapses back into the free-diffusion model. For complexes with a
very high binding energy, however, this effect is difficult to observe.

1. Hydrogen diffusion in ZnO and β-Ga2O3

Hydrogen is an ubiquitous impurity that strongly influences
the properties of solids. This holds true for both ZnO and
β�Ga2O3, two WBG oxides that have received considerable atten-
tion for their semiconductor properties. Although interstitial
hydrogen (Hi) exhibits amphoteric behavior in most semiconduc-
tors,58,59 theory predicts that the thermodynamic (þ/�)
charge-state transition level lies above the CBM in both ZnO and
β�Ga2O3, resulting in shallow-donor behavior.60,61 However, Hi is
generally quite mobile and reactive58—as exemplified by the low
migration barriers calculated for Hi in ZnO and β�Ga2O3 shown

FIG. 6. Diffusion of VC in 4H-SiC along two different crystallographic directions,
(a) the c-axis [0001] and (b) the a-axis [11�20], studied using DLTS depth profil-
ing and fitted using diffusing equation modeling. The data are taken from
Ref. 56. (c) The atomic structure of 4H-SiC (Si and C shown in gray and
orange, respectively) and minimum energy paths for VC migration along [0001]
and [11�20], respectively. Reproduced with permission from Bathen et al., Phys.
Rev. B 100, 014103 (2019). Copyright 2019 American Physical Society.
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in Fig. 7—and tends to end up in a trapped form.61,62 H can, for
instance, occupy an O site, resulting in an HO complex acting as an
overall shallow donor.61,63,64 As a donor, Hi will also form particu-
larly stable complexes with acceptors such as VGa in β�Ga2O3 and
VZn in ZnO.65–69 Thus, H can act as a marker for other defects,
including intrinsic ones that are otherwise challenging to measure
chemically, e.g., with SIMS.

Thomas and Lander showed already in 1956 that the solubility
of H in ZnO is fairly low.73 This is also supported by first-
principles calculations,9,60,74 which show a relatively high formation
energy for Hi in ZnO. Regardless, it has been found that interstitial
diffusion is the dominating pathway for H migration in ZnO.62,75

In Fig. 7(a), diffusion of implanted deuterium was investigated in
three different sets of hydrothermally grown (HT) ZnO samples: (i)
as-received, (ii) heat treated at 1100 �C for 1 h, and (iii) heat treated
at 1500 �C for 1 h. Deuterium is used instead of hydrogen due to
its superior detection limit in SIMS measurements. Interestingly,
the three deuterium diffusion profiles are quite different.
Interpreted within the framework of trap-limited diffusion, the
concentration of traps seems to decrease with the heat treatment.
Furthermore, it shows that after 1500 �C for 1 h the trap concentra-
tion is reduced below the detection limit for deuterium of
1� 1016 cm�3.

Interestingly, when evaluating the diffusion profiles in the
sample heated at 1100 �C with the as-received one, the dissociation
rate is much higher in the latter, even though the diffusion is
carried out at the same temperature (400 �C). The difference in the
dissociation rate can be directly observed as a difference in slope in
the diffusion front. This indicates the presence of two different

traps for H in the as-received vs heat treated material, however,
with similar characteristics.

HT ZnO usually has a high residual Li content, and H is
known to form complexes with LiZn acceptors in such
material.76–79 The Li concentration in the as-received sample was
measured at �3� 1017 cm�3, which is close to the trap concentra-
tion. After 1 h at 1100 �C the Li content was lowered in the region
of diffusion by approximately one order of magnitude. Finally, after
1 h at 1500 �C, the measured concentration of Li was reduced to
below 1014 cm�3, which is consistent with the trap concentration
being somewhere below the SIMS detection limit for deuterium.
This makes LiZn an excellent candidate for the H trap in the
as-received sample. Binding energies obtained from hybrid func-
tional calculations lend further support to this. As listed in Table I,
the LiZnH complex shows a binding energy of 1.17 eV.80

Considering that the Li concentration level is below that of
traps in the sample heat treated at 1100 �C and the observed reduc-
tion in dissociation rate, other traps are likely present with only
slightly different binding energies to LiZnH. Based on hybrid func-
tional calculations, two candidates of intrinsic nature are proposed.
As mentioned, VZn is a favorable trap for H, and experiments have
shown that up to three H atoms can reside in the vacancy, resulting
in a VZn3H complex acting as a shallow donor.68,72 As listed in
Table I, the calculated binding energy decreases as H atoms are
successively added to the vacancy to a value of 1.38 eV for VZn3H.
In this scenario, the complex VZn2H would act as the trap for a
third H. A prerequisite, for the existence of such trap would be
VZn. However, VZn is likely to be present, considering the low for-
mation energy predicted under n-type conditions.9,72,74,81,82

FIG. 7. 2H concentration-depth profiles (markers) for (a) three different HT ZnO samples implanted with 2H and subjected to a 400 �C anneal for 30 min: one as-received
and two pre-annealed for 1 h at 1100 and 1500 �C to reduce the Li content (indicated on the y-axis). Panel (b) shows 2H concentration–depth profiles for a (�201)-oriented
β�Ga2O3 sample implanted with 2H after 30 min duration heat treatments at selected temperatures between 350 and 600 �C. The solid curves are fits to the data using
the trap-limited diffusion model. The data and fits in (b) are taken from Ref. 70. The insets show the lowest barrier for long-range Hi migration, i.e., along [010] in
β�Ga2O3 and in the basal plane of ZnO, as obtained from NEB calculations using the strongly constrained and appropriately normed (SCAN)71 functional. (c) Relaxed
structures and binding energies from Refs. 70 and 72 of LiZnH and VZn3H in ZnO, and VibGa2H in β�Ga2O3.
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Moreover, VZn2H is known to exist in ZnO.65,77 One of the key
assumptions in the TLD model is that the trap is immobile.
Although it would require further studies, one can speculate that
since the first two H residing in VZn results in a highly stable defect
complex, they may effectively pin down VZn (which otherwise has a

calculated migration barrier of 1.4 eV81), making it immobile
during the 400 �C anneal. Another candidate for the trap is VO,
which would result in the aforementioned HO, with calculated
binding and dissociation energies of 1.02 and 1.74 eV, respectively.
However, VO exhibits a rather high formation energy in n-type
material and is, therefore, less likely to be present at the observed
trap concentration level.9,74,81,82 Due to this, it is more likely that
the defect complexes acting as traps for hydrogen diffusion are,
VZnLi (LiZn) and VZn2H, respectively. Here, it should be pointed
out that, in order to suggest VZn2H, specifically, as a possible trap
for H diffusion, DFT has played a substantial role.

β�Ga2O3 has received massive attention in the last few years.
As in the earlier example of H diffusion in ZnO, one expects H to
exhibit trap-limited diffusion in β�Ga2O3. In Fig. 7(b), the

FIG. 8. (a) The ZnGaZn
þ
i donor complex. (b) Formation energies for defects rel-

evant for Zn diffusion in β�Ga2O3 under intermediate conditions. (c)
Concentration of Zn as a function of depth in (�201) oriented β�Ga2O3.

93 The
profiles are simulated using a trap-limited diffusion model. The data and fits in
(c) are taken from Ref. 93.

TABLE I. Binding energies for various hydrogenated defects in ZnO and
β− Ga2O3 when the Fermi level is at the CBM.70,72 The corresponding dissociation
energies can be estimated by adding the calculated Hi migration barriers of 0.72
and 0.24 eV for ZnO and β− Ga2O3, respectively.

Defect reaction Binding energy (eV)

Hþ
O ! V0

O þHþ
i 1.02

(VZnH)� ! V2�
Zn þHþ

i 3.04
(VZn2H)0 ! (VZnH)� þHþ

i 2.17
(VZn3H)þ ! (VZn2H)0 þHþ

i 1.38
(LiZnH)0 ! Li�Zn þHþ

i 1.17
(FeGa2H)0 ! Fe�Ga2 þHþ

i 0.74
Hþ

O1 ! V0
O1 þHþ

i 1.13
H�

O2 ! V0
O2 þHþ

i þ 2 e� 0.82
(V ib

GaH)
2� ! (V ib

Ga)
3� þHþ

i 2.94
(V ib

Ga2H)
� ! (V ib

GaH)
2� þHþ

i 2.62
(V ib

Ga3H)
0 ! (V ib

Ga2H)
� þHþ

i 0.73

FIG. 9. (a) Relaxed structure of the V ic
GaSn complex (where the purple Sn occu-

pies the ic position), and three-split vacancy V ibc
Ga (the intersitial Ga are indicated

in blue). (b) Formation energy of defects relevant for Sn diffusion in β�Ga2O3
under intermediate conditions. (c) Sn concentration–depth profiles for isochro-
nally heat treated (30 min from 1050 to 1250 �C), as measured by SIMS. RD
simulations are given by the black lines. Sn diffuses from a bulk substrate (high-
lighted in gray) into an epitaxial layer. The data and fits in (c) are taken from
Ref. 16.
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concentration vs depth profiles are shown for a (�201)-oriented
β�Ga2O3 sample subjected to 2H implantation, followed by heat
treatments between 350 and 600 �C. Heat treatments above 500 �C
result in 2H diffusion, which is evidenced by the increasing pene-
tration of 2H into the sample. Diffusion toward the surface of the
sample is also observed for heat treatments in this temperature
range. Importantly, the 2H concentration-depth profiles are similar
in shape to the concentration-depth profiles observed for 2H diffu-
sion in ZnO and H diffusion in SiC83 and can be modeled using
the TLD model. In the model, the total concentration of the trap is
assumed to remain unchanged during the diffusion process and
found by fitting the height of the diffusion shoulder. The effective
capture radius of the trap was set to 5 Å, which is on the order of
the lattice constant. The fits from the TLD model are in excellent
agreement with the data and capture especially well the steep
decrease in the 2H concentration deeper into the sample. This
results in an activation energy for 2H diffusion of 1.9 eV and a trap
dissociation energy of 2.6 eV.

Interestingly, the 1.9 eV migration barrier is higher than the
one obtained for H in ZnO75 and substantially higher than the
0.24 eV barrier predicted for Hi migration along [010] within the
large eight-sided channel of β�Ga2O3, as shown in Fig. 7(b). The
[001] direction is, however, perpendicular to the relevant direction
in (�201) β�Ga2O3, and a higher migration barrier can be envi-
sioned for Hi to hop between different channels than to move
within a single channel. The 2.6 eV dissociation energy is also
higher than the one obtained for ZnO. Again, we can propose
potential traps based on calculated binding energies of H-related
defects in β�Ga2O3, as listed in Table I. In contrast to what was
found for ZnO, impurities are not likely candidates in this case.
Indeed, complexes between H and common acceptor impurities
such as FeGa exhibit modest binding energies of 0.74 eV. The
binding energy of HO complexes is similarly too low, irrespective of
the prediction that HO2 in β�Ga2O3 can be further stabilized
under n-type conditions by undergoing a large structural rear-
rangement and capturing two electrons.84

Similar to VZn in n-type ZnO, VGa exhibits the lowest forma-
tion energy among the intrinsic defects in β�Ga2O3, and is a
highly favorable trap for H. Interestingly, VGa shows a rather
unusual behavior where the simple vacancies on the Ga1 and Ga2
sites (VGa1 and VGa2) are only metastable.85 Indeed, a neighboring
Ga ion will rather jump into an interstitial position, such that the
vacancy is split between two Ga sites connected by the Gai. As
described in Refs. 85–88, there are three favorable split configura-
tions, labeled as V ia

Ga, V
ib
Ga, and V ic

Ga, where the latter is the lowest in
energy under n-type conditions. The most favorable configuration
of VGa containing H is the V ib

Ga2H complex, as shown in Fig. 7(c).
This very configuration has also been assigned to the dominant O–
H-related vibrational line observed in β�Ga2O3 annealed in H2.

69

Curiously, V ib
Ga binds the first two H with similar binding energies

of 2.94 and 2.62 eV, respectively, which can be understood by con-
sidering the Coulomb repulsion between different Hþ ions in the
complex. For VZn2H and VZn3H in ZnO, the O–Hþ bonds rotate
to avoid each other but are still quite close together. In V ib

Ga2H,
however, the two Hþ ions are situated in different vacancies located
on opposite sides of the complex, resulting in minimal Coulomb
repulsion. The calculated 2.62 eV binding energy (2.86 eV

dissociation energy) of this complex is in excellent agreement with
the 2.6 eV dissociation energy extracted using the TLD model.
Furthermore, a third H would be captured with a much lower
binding energy of 0.73 eV, as it must share the vacancy with
another H and form an O–H bond with a threefold—rather than
twofold—coordinated O. Other configurations with three H exist
with higher binding energies. However, as discussed in detail by
Fowler et al.,89 the rearrangements required to form these configu-
rations after sequential trapping of H are improbable.

These studies on trap-limited diffusion of H in ZnO and
β�Ga2O3 clearly demonstrate the benefits of incorporating first-
principles calculations. Calculated migration barriers and binding
energies point to specific mechanisms for the diffusion process,
while revealing additional insights into the defects involved, which
in turn could be used to guide further experimental work.

2. Zinc diffusion in β−Ga2O3

Zn has been suggested as a possible acceptor dopant to
achieve semi-insulating layers in β�Ga2O3-based devices.90

First-principles calculations predicted that Zn can form a stable
acceptor on the substitutional Ga site,91,92 see Fig. 8(b). To study
Zn diffusion in β�Ga2O3, Zn was introduced into β�Ga2O3

through a vapor phase in sealed evacuated quartz ampules at tem-
peratures in the range 900–1100 �C.93 The resulting SIMS profiles
are presented in Fig. 8(c) where the Zn concentrations turned out
to be high, around �1� 1021 cm�1. Furthermore, the samples were
still conductive after introducing a considerable amount of what
were presumably acceptors. Due to the familiar shape of the diffu-
sion profiles, the TLD model was implemented to simulate the dif-
fusion profiles. The profiles could indeed be fitted using the
trap-limited model [see solid lines in Fig. 8(c)].

The TLD simulations are blind to the exact details of the dif-
fusion process and can not reveal the identity of the trap. The first-
principle calculations predict that Zn migrates via the interstitialcy
mechanism through the β-Ga2O3 structure, but would get trapped
in a Ga site if encountering a Ga vacancy

Zni þ VGa O ZnGa, (13)

where Zni is mobile and VGa and ZnGa are immobile. Once Zni
occupies a Ga site, Eb is too high for Zni to escape. VGa is, there-
fore, an obvious candidate as the trap in the TLD model. However,
the Ed needed for Zn to escape ZnGa is found with DFT to be
7.1 eV which is considerably higher than the Ed extracted from the
simulations of the Zn concentration profiles of 3:2+ 0:6 eV.

DFT also predicted that two Zn atoms can be trapped in the
same Ga site in a donor configuration ZnGaZni

Zni þ ZnGa O ZnGaZni, (14)

where Zni is considered mobile and ZnGa and ZnGaZni immobile,
see Fig. 8(a). Such a donor complex could explain why the samples
were still conductive after introducing �1� 1020 cm�3 Zn impuri-
ties. Upon subsequent heat treatment in air, the samples turned
insulating, indicating that Zn was dissociating from ZnGaZni,
leaving the acceptor ZnGa behind. The Ed for Zni to escape
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ZnGaZni was computed with DFT to be 3.0 eV which corresponded
much better to the extracted value from the TLD model. Thus the
Ed from DFT revealed that ZnGa was the probable identity of the
trap in the implemented TLD model.

SIMS measurements can only provide the total Zn concentra-
tion and can not distinguish between different defect configura-
tions. Through the combination of simulations and DFT, the
dominating limiting reaction was found to be the trapping of Zni
by ZnGa. Without the DFT computed dissociation energies, the
identity of the trap might not have been revealed.

To gain further insight into the defect dynamics, the lumines-
cence from Zn-related defects in β�Ga2O3 was studied with photo-
luminescence (PL) and first-principles calculations.94 β�Ga2O3

samples were heat treated in Zn vapor at 1100 �C and later heat-
treated in O2 flow. After the heat treatments in O2 flow a broad
emission peaking at around 2.5 eV emerged. Based on the agree-
ment with the luminescence line calculated based on a one-
dimensional configuration coordinate diagram derived from hybrid
functional calculations, the 2.5 eV emission was attributed to ZnGa.
It was also predicted that ZnGaZni, as a shallow donor, will not give
rise to broad luminescence. Importantly, the luminescence from
ZnGa increased as the samples were annealed at higher tempera-
tures in O2 flow. For the highest temperatures, the samples turned
insulating. The results from this study supported the diffusion
mechanism that was suggested in Ref. 93; after the initial heat treat-
ment, ZnGaZni dominates the Zn defect configuration, while after
the subsequent heat treatment in O2 flow, the complex dissociates,
leaving behind ZnGa. Zn diffusion in β�Ga2O3 could have been
studied with the experimental techniques only. However, the diffu-
sion mechanism would not have been revealed without first-
principles calculations.

D. Reaction diffusion

The reaction-diffusion (RD) model describes a situation where
the species X is initially immobile and the diffusion is mediated
through a reaction with a defect B through the formation of a
mobile defect complex XB. When the complex dissociates the
species X will go back to its immobile configuration:

Bmobile þ Ximmobile O XBmobile: (15)

The model is based on Eq. (1) for the diffusion of the XB complex:

@CXB

@t
¼ DXB

@2CXB

@x2
� @CX

@t
, (16)

where DXB is the diffusion coefficient for the XB complex, CXB is the
concentration of the mobile XB complex, and CX is the concentra-
tion of immobile X. @CX

@t describes the time-dependent defect reac-
tion, given by the association and dissociation between X and B:

@CX

@t
¼ kXCXB � kXBCBCX , (17)

where kXB is the capture rate, kX is the dissociation rate and CB is
the concentration of B. It is worth noting that the equation is similar
to the one used to describe trap-limited diffusion, Eq. (9), however,

the roles of the species and defects are reversed and the assumptions,
therefore, differ. e.g., in the following we will, in order to simplify the
model, assume that the CB equals the thermodynamic equilibrium
concentration of defects in the material. CB can then be calculated
from the Fermi-level position. In reality, this means that the migra-
tion of the mediating defect is not limiting the defect reaction rate,
which is satisfied if the transport of B is much higher than XB.
Under this assumption CB is given as a function of the carrier con-
centration n14:

CB ¼ Ns 2
mekT

2π�h2

� �3=2
 !�q

exp � Ef

kT

� �
nq, (18)

where Ns is the number of atomic sites, me is the electronic effective
mass, q is the charge of the defect B and Ef is the formation energy
of B.14

Figure 4(c) shows examples of reaction-diffusion concentra-
tion profiles. A key difference between the shape of profiles
described by the reaction-diffusion model and the trap-limited dif-
fusion model is that in the former model, the angle of the diffusion
front is not dependent on the temperature as is the case in TLD.
The shape will also depend on the charge state q of the mediating
defect. e.g., as q increases, it results in a sharper diffusion front due
to the much stronger dependency on n in Eq. 18. The model will
also collapse into free diffusion when the binding energy for the
complex is high or if the background carrier concentration is
higher than the change in charge carriers provided by the diffusing
complex. In the following, the RD model will be utilized to describe
vacancy-mediated diffusion, but it can in principle be applied to
cases where the diffusion is mediated by other defects as well.

1. Tin diffusion in β−Ga2O3

Sn prefers to substitute for Ga (SnGa) in β�Ga2O3, acting as a
shallow single donor,61 and is one of the most commonly used
n-type dopants in this material.95 Under n-type conditions, the
migration of SnGa is mediated by VGa.

16 Indeed, interstitial Sn
and Ga are both highly unfavorable in n-type material, as shown in
Fig. 9(b), which means that interstitial-substitutional mechanisms are
unlikely to play a role. In contrast, a low formation energy is pre-
dicted for VGa, and there will be a strong attractive interaction
between the triply negatively charged vacancy and the Sn donor,
making VGaSnGa complex formation likely. Thus, in contrast to the H
and Zn impurities discussed above, which migrate interstitially until
trapped by a defect, SnGa is in the trapped state as an isolated defect,
and migrates only through the formation of a complex with VGa.

16

As already mentioned, VGa prefers to form split configurations
in β�Ga2O3, where V ic

Ga is lowest in energy under n-type condi-
tions. This holds true when a complex is formed between VGa and
Sn (V ic

GaSn). As shown in Fig. 9(a), the Sn ion takes up the ic inter-
stitial position in the complex. NEB calculations have shown that
split configurations play a crucial role in VGa migration.86,88 Hybrid
functional calculations yield migration barriers that depend
strongly on the crystal direction: 2.1 eV for the [100] and [001]
directions, and 1.0 eV for the [001] direction. For the latter direc-
tion, migration occurs by alternation between V ic

Ga and V ib
Ga
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configurations. The low barrier is enabled by passing through the
three-split vacancy configuration V ibc

Ga shown in Fig. 9(a), rather
than the unfavorable VGa1, as an intermediate state.88 NEB calcula-
tions have also revealed the pathways for migration of V ic

GaSn,
which proceeds through a series of exchanges (Sn ion jumps into
the VGa) and rotations (an adjacent Ga ion jumps into the VGa).

16

The resulting overall migration barrier is 3.4, 3.2, and 3.4 eV for the
[100], [010], and [001] directions, respectively.16

In Fig. 9(c), diffusion of Sn from a Sn-doped bulk substrate
with surface orientation (001) into an epilayer of β�Ga2O3 was
investigated. The sample was isochronally annealed under O2 flow
for 30 min in the temperature range from 1050 to 1250 �C. Similar
to the trap-limited diffusion profiles of H and Zn discussed above,
the Sn diffusion profiles are characterized by a steep drop at the dif-
fusion front. Considering a vacancy-mediated diffusion process, the
Sn profiles were modeled using the RD model. As shown in Fig. 9
(c), the experimental profiles are well described by the simulations.
Notably, since the RD model contains several fitting parameters,
these simulations relied heavily on input from the hybrid functional
calculations. Specifically, the VGa migration barrier and VGaSnGa
binding energy was fixed to the calculated values of 1.0 and 1.6 eV,
respectively. The VGa formation energy was treated as a fitting
parameter (resulting in values of 12.4–12.8 eV), but guided by the
value obtained from hybrid functional calculations with a tabulated
value of μO for equilibrium with 1 atm O2 gas at 1150 �C (resulting
in 14.0 eV). A background donor concentration (Nþ

d ) of 2�
1017 cm�3 was also included in the charge-neutrality condition
(based on the measured concentration of impurities in the epilayer
of the as-received sample). Finally, the bandgap shrinkage with
increasing temperature was extrapolated from previously reported
experimental measurements. From an Arrhenius plot of the
VGaSnGa diffusivities extracted from the RD modeling, a diffusion
coefficient and activation energy of D0 ¼ 2� 10�1 cm2 s�1 and
3.0+0.4 eV was obtained, respectively. The activation energy,
which represents the VGaSnGa migration barrier, agrees well with
the 3.4 eV obtained from NEB calculations for the [001] direction,
and the diffusivity is close to the value expected from a random
walk model (see Sec. III E).

The steep drop in concentration is well-captured by the simu-
lations in Fig. 9(c). In the employed RD model, this arises due to
the drop in Fermi-level position when going from the Sn-doped
substrate to the epilayer, which results in a threefold increase in the
formation energy of VGa due to its triple negative charge state. The
resulting lower concentration of VGaSnGa complexes slows down
the Sn migration at the diffusion front. Thus, in contrast to the
TLD model, where the trap concentration is fixed and the steep
drop arises due to a high binding energy of the complex, the shape
of the Sn diffusion profile is, within the RD model, governed by the
Fermi-level dependent access to diffusion-mediating VGa.

2. Aluminum diffusion in doped ZnO

The reaction-diffusion model used to simulate Sn diffusion in
β�Ga2O3 can also be used to describe diffusion of Al in ZnO,14

mutatis mutandis. Al substitutes for Zn (AlZn) and behaves as a
shallow single donor in ZnO.74 In this case, the diffusion is medi-
ated by VZn in the double rather than triple negative charge state

for VGa as described above, resulting in a weaker Fermi-level depen-
dence for the VZn concentration. In Ref. 96, this relation was
shown, where a nearly quadratic dependence was indeed estab-
lished between the concentrations of VZn and the charge carrier
concentration given by the shallow Al-donor as measured using
positron annihilation spectroscopy (PAS) and SIMS, respectively.
This relation between the n-type doping and concentration of
diffusion-mediating VZn provides a way to experimentally verify
the diffusion mechanism for Al in ZnO, and verify the assumption
that the defect reaction was not limited by transport of VZn. If the
vacancy mechanism is correct, it should be possible to control the
profile by adjusting Nþ

d through doping. Conversely, the diffusivity
of Al within a free interstitial or substitutional-interstitial mecha-
nism would not be enhanced with increasing Fermi level.96

In Fig. 10, the Fermi-level dependence of Al diffusion was
studied by comparing Al diffusion from a sputtered thin film con-
taining Al to the 1021 cm�3 level into two (0001)-oriented HT ZnO
samples having different Nþ

d : (i) ZnO with a high residual Li
content of 1� 1017 cm�3, resulting in a low Nþ

d of
�3� 1013 cm�3,14 and (ii) ZnO with a lower Li content
(, 1�1015 cm�3) doped with Ga donors to a concentration
Nþ
d � 1� 1019 cm�3. As shown in Fig. 10, the undoped ZnO

shows an Al profile with a sharp drop at the diffusion front (even
steeper than the ones obtained for Sn diffusion in β�Ga2O3). In
stark contrast, the Al profile in the predoped sample is flattened
significantly and the Al diffusivity is enhanced. Hence, the RD
model has almost collapsed into free diffusion due to the abun-
dance of VZn. This result strongly suggests that Al diffusion is
indeed mediated by VZn.

FIG. 10. Experimental Al diffusion profiles in two (0001) HT ZnO samples with
different background-donor concentration: doped (� 1� 1019 cm�3) and
undoped (� 3� 1013 cm�3).96 Al is diffused into the bulk ZnO from an
Al-doped thin film deposited by sputtering (Al � 2� 1021 cm�3). The samples
were isochronally annealed for 30 min starting at 700 �C (doped) and 800 �C
(undoped) in temperature steps of 100 �C, and both profiles shown are for the
1100 �C annealing step. The data and fits are taken from Ref. 96.
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The inset Arrhenius plot in Fig. 10 shows basically identical
activation energies for VZnAlZn diffusion of 2.4 and 2.5 eV for the
doped and undoped ZnO, respectively. This is sensible, as the
migration barrier of VZnAlZn is a material parameter that should
not depend on the Fermi-level. Note that, for the four VZnAlZn dif-
fusivities extracted from the doped sample, the Al concentration is
below the background concentration of Ga (isoconcentration
regime), i.e., the doping is dictated by Ga. This is not the case for
the 1100 �C annealing step shown in Fig. 10, where the Al concen-
tration profile partially exceeds 1� 1019 cm�3. The extracted
VZnAlZn migration barrier of about 2.5 eV is in close agreement
with NEB calculations reported by Steiauf et al.,19 showing a
2.55 eV barrier for VZnAlZn migration along [0001].

VI. CONCLUDING REMARKS

Defects play a crucial role in the migration of atoms in solids.
By studying the atomic interaction between the defects, diffusion
processes can be well understood. In this Perspective, we have dis-
cussed approaches for combining experimental measurements, dif-
fusion modeling, and first-principles calculations to investigate the
interplay between impurities, matrix atoms, and intrinsic defects in
wide bandgap semiconductors. The main mechanisms for diffusion
in semiconductors are introduced, as well as how to predict rele-
vant properties from theory. We have a particular focus on how
properties relevant to diffusion can be obtained by DFT calcula-
tions. Important for the calculations are finding the energy barriers
and, in particular the minimum energy paths, for migration. For
more complex structures, like the monoclinic β�Ga2O3, this can
be a cumbersome exercise. Here, more automated search with the
aid of machine learning approaches may be a way forward.

Several case studies are presented herein, and organized
according to the complexity of the diffusion model and the integra-
tion between experiments and DFT calculations. Examples include
models for free diffusion, including the study of self-diffusion and
vacancy diffusion in 4H-SiC, where the experimentally obtained
activation energies can be compared to similar values extracted
from DFT. Indeed, DFT has developed into a framework for quan-
titative comparison with experiments, where excellent agreement is
found for the examples shown.

Next, the trap-limited diffusion model is presented; a model
that is successfully applied to wide bandgap oxides like ZnO and
β�Ga2O3, where the solubility of the diffusing species is typically
low and the diffusion profile is governed by trapping and dissocia-
tion from a complex. Here, DFT is not only used to compare acti-
vation energies and confirm pathways, but also to identify the trap
and understand the trapping mechanism. Hydrogen diffusion in
various oxides, here represented by ZnO and β�Ga2O3, are prime
examples where such a diffusion model accurately describes the
process.

Finally, we show two examples from an approach to diffusion
modeling where results from DFT are essential in the model and
part of the input parameters used, namely, the reaction-diffusion
model. In the examples of Sn diffusion in β�Ga2O3 and Al diffu-
sion in ZnO, the formation of cation vacancies is crucial and given
by the local Fermi level. Hence, formation energies can be used as
input to the diffusion model and, taking the local charge carrier

concentration into account, one can excellently describe otherwise
challenging diffusion profiles. This model is particularly useful in
wide bandgap oxides where cation vacancies tend to be double or
even triple acceptors, and their formation energy is consequently
highly Fermi-level dependent.

All case studies have given examples of how the approach of
combining first-principle calculations and diffusion experiments
has resulted in detailed descriptions of the atomic migration of
defects. As more defect diffusion systems are studied in the same
material, the extracted values improve, and a more complete
picture forms. This approach has shown to be powerful in identify-
ing diffusion mechanisms and can be applied to a wide range of
defects in wide bandgap semiconductors.
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