
  

 

 
Abstract— Privacy has recently got attention, especially since 

the introduction of the General Data Protection Regulation 

(GDPR) in Europe, the new Artificial Intelligence Act (AIA) 

and the new Machinery Regulation. Privacy can be defined as 

someone’s right to keep personal matters, including personal 

life, personal information, or relationships, to themselves. A 

social robot’s appearance (=the combination of embodiment 

and motion) may contribute to how human users perceive 

them, including how these robots are perceived in relation to 

privacy. If these robots are part of certain services such as 

home- or healthcare, these may also have consequences on how 

these services are perceived. This study aims at showcasing the 

users’ perception of privacy based on the perceived robot’s 

appearance. Three social robots were chosen for this purpose: 

PLEO (with a zoomorphic appearance), Pepper (with a child-

like anthropomorphic appearance), and TIAGo (with a 

mechanical and asymmetrical appearance). The data was 

collected through an in-lab observational video-based study 

from 50 participants with very limited- or no experience with 

robots. Our findings show that PLEO was perceived as 

preserving most of the users' privacy, while Pepper was 

perceived as more privacy-invasive than PLEO but less than 

TIAGo. TIAGo was perceived as hard to interpret in terms of 

privacy. Our findings also point out that designing robots with 

a cute appearance, such as PLEO, may contribute to 

participants trusting the robot more and thus being willing to 

share their data. The paper provides a list of characteristics 

that participants associated with a social robot as preserving or 

not their privacy. Further, the paper discusses the appearance 

of these social robots in terms of “cuteness” as a dark pattern 

in the design of social robots that may lead to data myopia, but 

also the possible consequences this may have, for vulnerable 

users, while trying to design more inclusive robots. 

I. INTRODUCTION 

During the next few years, social robots are predicted to 
be extensively used for home- and healthcare, as well as 
consumer products in therapy, rehabilitation, or as 
companion robots [1], [2], [3]. Social robots used in private 
environments may however pose privacy concerns or risks. 
At the same time, their appearances, which we defined here 
as the combination of the social robot embodiment and 
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motion, can affect users' perceptions of privacy. If these 
robots are used, for example, in homecare settings, during 
rehabilitation, or therapy, users' perceptions of privacy may 
affect how they perceive other services as well (e.g., 
homecare service). Furthermore, if privacy issues arise when 
these robots are used as consumer products, they may also 
negatively impact the consumer experience. 

The aim of this study was to explore people's perceptions 
of social robots with different appearances in relation to 
privacy. The paper’s objective is to showcase the users’ 
perception of privacy based on different social robots’ 
appearances (= the combination of embodiment and motion). 
Thus, the research question addressed is:  How do people 
with limited or no experience with robots perceive social 
robots in terms of privacy based on their appearance (= 
embodiment and motion)? Three robots were chosen for this 
purpose: a humanoid robot (Pepper), a social and assistive 
robot with a mechanical and asymmetrical appearance 
(TIAGo), and a zoomorphic robot (PLEO)  (Fig 1.).  

 
Figure 1: Illustration of the social robots included in the study: Pepper, 

TIAGo, and PLEO (from left to right)  

A. Background 

Privacy has recently gotten attention, especially since the 
introduction of the General Data Protection Regulation 
(GDPR) in Europe [4], the new Artificial Intelligence Act 
(AIA) [5], and the New Machinery Regulation [6]. Privacy 
can be defined as someone’s right to keep personal matters, 
including personal life, personal information, or relationships, 
to themselves [7]. In Human-Robot Interaction (HRI), when 
social robots are used in the home- and healthcare, therapy 
sessions, in rehabilitation, or as consumer products, the users 
are often concerned with their privacy due to the robot’s 
equipment (e.g., sensors, cameras, microphones) [8]. 
Concerns are related to what kind of data is collected and 
whether the data is sent over the Internet to other services or 
stakeholders to be processed through Machine Learning 
algorithms with the aim of improving future algorithms or 
models [8].  

Several studies point out that privacy in HRI is a central 
aspect to be addressed [9], [10], [11]. The perception of 
privacy related to the use of social robots may affect how a 
service is perceived. It is, therefore, important to understand 
what people with limited or no experience with robots think 
about the privacy of robots as they may become potential 
future users of these technologies. This group of people are 
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also less biased towards the use of social robots in different 
settings since their experiences with robots are limited. In 
addition, they may shed light on a larger societal issue: such 
as how users with limited or no experience with robots may 
trust social robots in terms of privacy more than those with 
robot literacy. It is expected that social robots will be 
extensively used as not only welfare technologies for the 
aging population in the future [12], but also as consumer 
products (e.g., as toys, home appliances, robot companions, 
etc.). However, privacy still remains an issue, “in particular 
when potentially vulnerable persons interact with robots”[9], 
[11], [12]. Hence, we wished to investigate how potential 
future users of these robots perceive these robots in relation 
to privacy based on the robots’ appearances. Next, we 
introduce the theoretical framework of this paper.  

II. THEORETICAL FRAMEWORK: ON PRIVACY AND THE 

“CUTE” APPEARANCE OF SOCIAL ROBOTS AS A DARK 

PATTERN 

A social robot is characterized as an intelligent hub 
hidden behind a cute appearance. Studies argue that there is 
a growing trend toward such robots  [13]. Lovot, Jibo, 
Cozmo by Anki, Honda's 3E, and Buddy by Blue Frog are 
examples of robots with such characteristics [14]. Cuteness 
in social robots reflects a sense of robot powerlessness, but 
at the same time, it reflects that they are exceptionally 
powerful [14]. Cuteness, as a design feature, creates an ideal 
environment for the creation of social and emotional 
intimacy between the human user and the robot by creating a 
positive affective bond between the subject (the human) and 
the object (the robot). Meanwhile, studies recognize that 
roboticists who create cute robots acknowledge these 
reasons themselves: they would like the robots to look like 
infants, and users would feel nurtured and protected by the 
robots, thus creating emotional bonds with them [14].  

However, social robots' cuteness may deceive users when 
it comes to their privacy. Users may feel tempted to 
exchange their own data for short-term positive feelings of 
companionship when cute social robots appeal to their 
emotional feelings [14]. This issue is defined as a “dark 
pattern” [14]. Harry Brignull [15] introduced the concept, 
which is derived from the Software Engineering concept of 
"design patterns." This concept abstracts problems and 
solutions from specific use cases so that they can be applied 
to similar problems. In the same way, "dark patterns" are 
used in technology but designed to manipulate, trick, or 
deceive. Dark patterns are derived from persuasive design, 
which uses data to create designs that appeal to human 
emotions through the design of digital technology, such as 
social robots. Interaction design literature has been mainly 
focused on screen-based digital interactions when it comes 
to "dark patterns.". Recently, research also revealed that 
social robots are currently designed according to these dark 
patterns. For instance, the cuteness of social robots is a “dark 
pattern” [14]. Cute social robots may deprive users of some 
level of agency at the interaction level. At the same time, 
cute social robots create emotional responses in their 
interaction with humans, which may lead to “data myopia.” 
Data myopia is defined as: “Because individual experience 
does not always feel unsafe, users are viscerally disengaged 
from the seemingly abstract dangers of data collection and 

aggregation, even if they know such risks exist. Our lack of 
felt connection to the aggregation of our everyday data, and 
our resulting data myopia, influence our broader attitudes 
toward information privacy and the appropriate flows of our 
personal information at a societal level.” [16] (p. 21). 
Previous studies argue that we are more likely to enter into 
data-sharing agreements with social robots when we do not 
feel unsafe, such as when interacting with cute robots. In 
addition, [14] suggests dark patterns are used in technology 
design to give the illusion of user sovereignty. By doing this, 
users are given the impression that they are in control not 
just of their actions but also of the technology. Through 
gamification or other features that reward users for using 
technology, dark patterns can also promote addictive or 
compulsive behaviors. These mechanisms, as short-term 
gains, often outweigh the users’ long-term decisions or 
actions. Additionally, these dark patterns are designed to 
exploit the users' data by appealing to their emotions and 
causing "data myopia." Even if these design decisions are 
initially made with good intentions (e.g., appealing design), 
they can still result in undesirable outcomes (e.g., collecting 
more data than is necessary about the user). Next, we present 
our data collection and analysis. 

III. METHOD 

There are two ways of collecting data about how users 
perceive privacy in relation to the appearance of social 
robots [17]. One can ask the users directly what they think 
about such a product or have direct access to a user's 
emotions – data that can be used to understand how they feel 
about a product. The former can be done through interviews 
or surveys, while the latter can be directly captured using 
eye tracking and biological signals [17]. This study was 
conducted as an observational study, in the university’s 
pupillometry and eye-tracking lab, through a survey. In the 
study, the participants were tasked with observing three 
different types of robots expressing various movements in 
nine-second videos that included all their body parts (e.g., 
head, torso, arms, and legs - if any). These videos were 
recordings of real robots, namely PLEO (= a robot dinosaur 
with a zoomorphic appearance), Pepper (= a humanoid robot 
with a child appearance), and TIAGo (= a robot with a 
mechanical and asymmetrical appearance), as shown in Fig 
1. These robots were mainly selected based on the 
representation of their embodiments (zoomorphic vs. 
anthropomorphic vs. mechanical and asymmetrical 
appearance). Other reasons for including these robots were 
their pre-programmed expressive behavior and similar 
expressive features, such as a head and limbs, but also due to 
their availability. Video recordings of these robots were 
used, as opposed to images, since we could showcase 
various movements in these videos. Although images may 
have allowed us to use a higher number of robots, images 
can only express the embodiments of the robots and not their 
motions. Thus, images are rather limited, and therefore short 
videos were used. The video recordings of these robots were 
made against a neutral background. Furthermore, the robots 
were filmed from three different angles, as suggested by 
Laeng & Rouw [18]. These angles are front, side, and ¾-
angle, were selected to limit that amount of familiarization. 
In total, eighteen unique videos were shown in randomized 
order. The study was first piloted with six participants. The 



  

duration of the experiment was 30-45 minutes. After 
observing each of the videos with the robots, the participants 
were asked to complete the survey questions. This paper 
presents in detail the qualitative findings from the study.  

The participants were recruited in March 2022 through 
social media platforms and poster promotion of the study. 
The inclusion criteria for the study were: 1) the ability to 
read and write in English and b) very limited experience or 
no prior experience in interacting with social robots. Based 
on these criteria, we recruited 50 participants: 14 males with 
a mean age of 28.4 (SD = 6.4) and 36 females with a mean 
age of 25.2 (SD = 3.49). All the participants gave their 
informed consent to take part in the study and could 
withdraw from it, at any time, without giving any 
explanation and without any consequences for them. All 
participants were rewarded with a gift card of 10 EUR upon 
completing this survey. The study was conducted according 
to the ethical guidelines from the Ethical Center for 
Research Data (NSD) (Ref. Nr: 863869). The data was 
stored on the Service for Sensitive Data (TSD), at the 
University of Oslo, Norway. 

The data presented in this paper were gathered using a 
survey with open- and closed-ended questions in order to 
understand how different types of robots and their behavior 
(motion) and appearance regarding privacy are perceived 
after seeing each of the provided short videos of robots. 
Participants were asked to rate the perceived privacy of the 
robots on a scale of 1 (= "I think that the robot does not 
respect my privacy at all, based on its appearance and 
motion") to 7 (= "I think that the robot respects very much 
the privacy, based on its appearance and motion") and 
motivate their answers. Lastly, participants were asked to 
describe what it would mean for them that a robot respects 
privacy and which features of a robot contribute to this 
phenomenon. The data was analyzed based on G. Walsham's 
(2006) method [19]. Based on the participants’ answers, the 
data was sorted into themes and issues focusing on the idea 
of privacy as the guiding principle for the analysis. The 
categories for each of these were re-visited a couple of times 
while looking for eventual contradictions in the data. Excel 
and MS Word were used to document during the whole 
process. In the end, the themes were sorted. These themes 
guided the writing of the findings, as presented in the next 
section. 

IV. FINDINGS 

In general, the majority of the participants associated some 
characteristics, such as robot capabilities, robot appearance, 
or design of the robots, with privacy. However, a few (n=7) 
of the participants did not specifically think about eventual 
privacy issues when interacting with a robot. They clearly 
indicated that they could not relate to the robots’ privacy 
aspects. In general, we asked the participants to rate 
perceived privacy in relation to each of the robots, on a scale 
from 1 (= "I think that the robot does not respect my privacy 
at all, based on its appearance and motion") to 7 (= "I think 
that the robot respects very much the privacy, based on its 
appearance and motion"). The standard deviation was 
SD=1.62, while the mean = 3.92. This means that the 
majority of the participants rated perceived privacy between 

2.3-5.54. This means that the participants had some concerns 
about their own privacy when using social robots, while 
others did not, although they had very limited experience 
with social robots. Table 1 shows a summary of the 
characteristics associated with robot privacy based on the 
users’ perception. 

A. Robot appearance and privacy: participants think that 

humanoid robots respect less human privacy than robotic 

toys 

Regarding the robot's appearance and whether these robots 
respect people’s privacy, the opinions among the 
participants varied. PLEO, for instance, was viewed as 
familiar, as a toy, or a pet, and the participants did not 
consider it as privacy-intrusive, as some of the participants 
indicated: “I considered the Dino robot to have as use-case 
just being a toy, so I am not worried about it.”, “Maybe the 
dino respects my privacy a little more than the humanoid 
because I wouldn’t expect a dino to be interested in my 
private stuff at all.”, “Because they look familiar, and I 
assume that they would respect my privacy as an animal,” “I 
believe I found the Dinosaur robot was respecting my 
privacy and beliefs because he was just acting like a dog.”, 
“The dinosaur seemed like a pet to me, and I feel like pets do 
not really invade our privacy. They might just need 
attention, and that is it.” In contrast, two of the participants 
experienced that PLEO was respecting their privacy less 
because the robot appeared as curios and as an animal: “felt 
a bit like an animal, and animals usually don’t respect 
privacy like they don’t seem to understand that you need 
space.” Another point indicated by one of the participants 
was that the robot is equipped with “fewer screens or 
camera-like eyes,” and therefore, it appeared that it would 
protect more privacy. Regarding Pepper, some of the 
participants (14%) associated its humanoid appearance and 
the presence of a screen on its chest with perceiving it as a 
privacy-invasive robot. However, the robot seemed to be 
able to move on its own and could move its head away: this 
feature made the robot also as being perceived as possibly 
respecting more the privacy of the users, as one participant 
pointed out: “It had the possibility to look away.” TIAGo, on 
the other hand, was perceived as a machine that would not 
understand privacy or commands. One participant clearly 
indicated that: “The one-armed robot and the human-like 
robot both seemed like they had no sense of privacy or 
awareness for that matter.” Another participant specified 
that TIAGo was “hard to read,” and therefore, it was 
perceived as not respecting its privacy. Thus, the legibility of 
the robot was important in the users’ perception of privacy. 

While some of the participants clearly referred to some 
specific robots, when reflecting on privacy, 38% of the 
participants talked about privacy and robots in general. Only 
22% of the participants stated that the robots did not feel 
intrusive or that all robots would respect their privacy. Here 
are a few examples: “All of the robots seem reliable to 
protect my privacy.”, “I did not find any of them not 
respecting my privacy,” “These robots didn't feel intrusive at 
all,” “I have no particular feeling of respecting my privacy 
from these robots.”, “All of them respect my privacy.” In 
contrast, only 16% of participants were quite concerned 
about their privacy when it comes to social robots. Some of 
the concerns enumerated included: the companies behind the 



  

robots, various data types collected by the robot, or that the 
robots do not understand social cues and, therefore, they are 
not able to respect one’s privacy. Finally, just 12% of the 
participants seemed to be aware of the connection between 
privacy and the robot design. In general, the participants put 
the responsibility of a privacy-respecting robot on the 
designer, but also on whom has access to the robot or the 
data collected by the robot. Other participants would argue 
that they would feel more comfortable regarding their 
privacy if the robot would not be connected to any network, 
while others would argue that robots can respect one’s 
privacy if they are well-programmed. 

TABLE I.  CHARACTERISTICS ASSOCIATED WITH PERCEIVED PRIVACY 

IN SOCIAL ROBOTS – ACCORDING TO THE PARTICIPANTS 

Robot 

Charcate

ristics 
Does not give 

feelings of privacy 
Gives feelings of privacy 

Appearan
ce 

Machine-like 

appearance 

Non-friendly 

appearance 

A toy appearance 

Familiar look 

Pet Look 

Friendly Appearance 

Behavior 

The robot does 

not behave 

according to 

social norms 

Does not respect 

spatial and/or 

emotional 

privacy 

Impolite 

Aggressive 

behavior 

Too bold 

behavior 

Loud behavior 

Invasive behavior 

Being able to move its 

head away 

Pre-programmed to respect 

one’s privacy 

The robot behaves 

according to social norms 

Respecting spatial and/or 

emotional privacy 

Polite 

Non-aggressive behavior 

Humble behavior 

Quit behavior 

Respectful behavior 

It does not “listen” all the 

time 

Control 

Hard to read the 

intentions of the 

robot 

Depends on the 

company behind 

the robot 

Being connected 

to a network 

A third party 

having access to 

users’ data 

Does not follow 

the users’ 

commands 

Easy to understand the 

robot’s intentions 

Depends on the company 

behind the robot 

Not being connected to a 

network 

A third party not having 

access to the users’ data 

Follows the users’ 

commands 

User’s control over what 

type of data is collected 

User’s control over how 

the data is processed 

The user is able to turn off 

the robot 

Explicit consent is given 

by the user 

The user is able to switch 

ON/OFF the microphone, 

speakers, etc. 

It inspires trust 

Functional

ities and 
Capabiliti

es 

Presence of 

screens and eyes 

Does not 

understand social 

cues 

Move away by itself 

Fewer screens and/or eyes 

Understand social cues 

Warning or indicating 

when data is recorded 

Robot 

Charcate

ristics 
Does not give 

feelings of privacy 
Gives feelings of privacy 

Do not warn or 

indicate when 

data is recorded 

Audio/video 

recordings 

without consent 

The robot does 

not understand 

social norms 

Audio/video recording 

with the consent 

It can turn OFF by itself 

The robot understands 

social norms 

 

B. Privacy in relation to social robots – as defined by the 

participants 

We asked the participants how they would define privacy 
in relation to social robots. In general, the participants 
indicated one or several characteristics of a robot that are to 
be perceived as respecting or not their privacy. The 
participants associated the privacy of robots with the 
following parameters (listed from the maximum to the 
minimum number of appearances): 1) capabilities of the 
robot and 2) robot design and appearance. Only two 
participants could not relate the concept of privacy to social 
robots, as they stated: “I can't really tell how a robot can 
respect my privacy or not.”, “I have never been in a 
situation where a robot would disrespect my privacy. In fact, 
I think the intention is the most part of the issue when 
someone violates our privacy. Since the robots can not have 
intentions, I do not think they can neither respect nor 
disrespect our privacy.” Privacy respecting robots in relation 
to the 1) capabilities of the robot was defined by the 
participants in terms of the following four characteristics: 
whether the robot follows the commands from the human 
(36%), whether the robot discloses personal data (22%), 
whether it understands social norms (18%), and how it 
behaves (12%). It seems that for many of the participants 
(36%) was important that the robot followed their 
commands and that they could feel that they were in control. 
The participants pointed clearly out that they wished they 
were in control of the robot. They also indicated that the 
robot should look away when it is told to do so, without 
gathering data about them if the user did not wish that. 
Similarly, the participants explained that they wished to have 
control over what kind of data is collected and also to be 
able to turn the robot off. Similarly, three participants 
specifically indicated that they wished to give explicit 
consent if data were collected by the robot. Further, the 
participants wished to have control over the processing of 
their data. Along the same lines, many participants (22%) 
associated the idea of privacy in HRI with their personal 
data not being disclosed to a third party. The participants 
also explained that the robot should warn them when it 
records data about them, but it should also not save their 
data. One of the participants expressed in an explicit way 
that s/he wanted to know the type of data the robot was 
recording in the case of a recording. Similarly, one 
participant reported feelings of discomfort if s/he were to be 
audio or video recorded, especially if s/he was not aware of 
that. Amongst other robot capabilities expressed by the 
participants in relation to their perception of privacy in 
social robots was that it was important for the participants 



  

that the robot understands (and acts according to) social 
norms (18%). This includes that the robot should understand 
social norms regarding its behavior related to privacy but 
also that the robot respects when a person does not wish to 
interact with it. The participants clearly expressed, in some 
cases, that a robot should respect the privacy of others 
exactly as a human does: “It's important, just like humans 
should respect each other's privacy.” Furthermore, a few 
participants (12%) pointed out that the behavior of the robot 
can be associated with (dis)respecting their privacy. 
Specifically, for these participants, it was important that the 
robot shows respect for privacy in terms of spatial privacy, 
but also emotional privacy. At the same time, one participant 
expressed that the robot should behave in a polite way, not 
being too loud or too invasive, whereas another participant 
expressed that the robot should not behave aggressively, be 
too bold, or be too engaged while also keeping a physical 
distance. 

Privacy respecting robots in terms of the 2) robot design 
and appearance was defined by the participants based on the 
following characteristics: whether the robot was designed 
according to privacy by design principles (20%), how the 
robot appears (12%), and whether the robot gives feelings of 
safety or not based on its appearance (2%). 20% of the 
participants associated privacy in social robots with privacy 
by design, such as the participants expected the robot to have 
built-in features that make the robot respect one’s privacy. 
Amongst these features, there were named: the possibility to 
switch ON/OFF the microphone, camera, or sensors, that the 
robot informs when it is recording, that it can move away by 
itself with the purpose of not recording data, that it can 
completely turn off by itself, and that does not “listen” all 
the time, even when it seems to be off. In addition, the 
participants pointed out that the robot software should be 
built in accordance with GDPR and not collect data without 
consent. Moreover, it also seemed that the appearance of the 
robot seemed to be of high importance for at least some of 
the participants (12%). They interpret it as a robot respecting 
their privacy if it appears as friendly, keeps a distance when 
needed, if it looks familiar, and shows gestures of politeness. 
In that way, it seems that the participants would feel that the 
robot is more trustworthy, thus also respecting their privacy. 

V. DISCUSSION: ON PERCEIVED PRIVACY BASED ON ROBOT 

APPEARANCE 

In this study, we have addressed the research question: 
How do people with limited or no experience with robots 
perceive social robots in terms of privacy based on their 
appearance (= embodiment and motion)? We have 
answered the research question through a qualitative 
observational video-based study, that included a survey, 
where we looked at the appearance of three social robots, 
namely PLEO (with a zoomorphic appearance), Pepper (= 
with a child-like anthropomorphic appearance) and TIAGo 
(with a mechanical and asymmetrical appearance), in 
relation to participants’ perceived privacy. 50 participants 
took part in the study. Our findings show that PLEO was not 
considered privacy-invasive at all because it has a familiar 
appearance as a toy but also as a pet. The participants 
expected that the robot would behave similarly to a pet in 
terms of privacy. Pepper, on the other hand, was considered 

more privacy-invasive than PLEO but less privacy-invasive 
than TIAGo. The reasons given were that the robot was 
equipped with a screen, potentially also with microphones 
and sensors, but also that it was able to turn its head away. 
TIAGo, however, was perceived as a machine-like robot that 
was not aware of privacy aspects and whose social cues 
were hard to read.  

It seems that PLEO, due to its toy appearance, was trusted 
more than a machine-like robot such as TIAGo. The 
research shows that the cute appearance of robots is used as 
a dark design pattern, often capitalizing on the users’ 
informational privacy [14] and leading to data myopia in the 
user. For instance, such an example is the Japanese Lovot 
robot, where design is used “to usher new technologies of 
surveillance into the domestic spaces and quotidian lives of 
older adults” [20]. Moreover, research also shows that users 
tend to disclose personal or private aspects to robots that 
look cute or have a friendly or pleasant appearance, social 
robots being a challenge to informational-, physical-, 
psychological-, and social privacy due to both their 
capabilities to create social bonding with the users, but also 
due to their autonomy [21]. In this sense, there is a risk that 
vulnerable users, the elderly, children, or care receivers, 
become even more vulnerable when they are given these 
kinds of robots to interact with without being aware of their 
privacy-invasiveness. While it seems that users have 
sovereignty over the robots that look cute, appearing as the 
users are the ones who are empowered, actually, the 
software and the company behind the robot are the ones who 
truly have sovereignty [14]. Nevertheless, [14] contends that 
users may become data myopic because of the cuteness of 
robots. It is dishonest to design a robot that is cute but has 
the intention of leading the user into data myopia [14]. 
Users' (information) privacy and data protection are directly 
affected by this type of design. Further, when asked how the 
participants would define privacy in relation to robots, we 
noticed that some of the participants were not aware of 
potential privacy issues. Others would instead associate 
privacy issues with the robot’s capabilities to look away, to 
follow commands, and social norms. Similarly, the 
participants wished to have control over their personal data, 
to know how the data is processed, and when the robot is 
recording audio or video data about them. Social cues, e.g., 
the robot being polite, not too bold, too loud, or too invasive, 
were associated with increased privacy by the participants. 
At the same time, the participants wished that the robot had 
built-in features that preserved their privacy. A lack of 
transparency in the design of these social robots may prevent 
users from understanding what data is collected about them 
[22]. Thus, while models of social robots aim to empower 
vulnerable groups, designers and roboticists risk of creating 
dark patterns in their designs that lead to data myopia. 

VI. CONCLUDING REMARKS 

In this paper, we investigated how people with limited or 
no experience with robots perceive social robots in terms of 
privacy. A video survey was conducted using three robots 
with different appearances (PLEO, Pepper, and TIAGo). We 
asked the participants questions about their perceived 
privacy based on the appearance of these robots. The study 
shows that the participants perceived the three robots 



  

differently in terms of privacy: PLEO was perceived as 
preserving the most the users’ privacy; Pepper was 
perceived as more privacy-invasive than PLEO, but less than 
TIAGo; TIAGo was perceived as hard to interpret in terms 
of privacy. Moreover, the study also shows that social robots 
that appear they respect users’ privacy do not necessarily 
respect the privacy of the user. The paper also provides a 
compiled list of concrete characteristics associated with 
perceived privacy in social robots based on the 50 
participants’ answers. Thus, we can conclude that the robots’ 
appearance (embodiment and motion) affects how the robot 
is perceived [22] and consequently may also affect how 
services that they are part of are perceived. This may have 
serious consequences if the social robot is part of, for 
instance, home- or healthcare services. However, the study is 
limited to only three robots, and 50 participants, with limited 
or no experience with robots, in the Norwegian context. 
Thus, the generalizability of the study should be treated as 
such. All in all, it seems that there is a need for further 
studies regarding privacy in social robots [21], [23]. 
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