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Abstract
This paper aims to understand how science and technology experts working in the 
digital mental health field interpret the ethical and social implications of its technol-
ogies, combining an ‘expert interview’ methodology with insights from sociotech-
nical systems theory. Following recruitment of experts in science and technology 
fields who had experience of supporting the development of DMH interventions, 
11 semi-structured interviews were conducted and analyzed in accordance with the 
Framework Method. A single theme of ‘complexity of implications’ is presented 
here and divided into the categories of ‘implications for users’, ‘implications for 
healthcare professionals and systems’, and ‘implications for society’. Participants 
identified a range of ethical and social implications of digital mental health technol-
ogies at the three different levels, which this discussion relates to three key aspects 
of complex sociotechnical systems identified in existing theoretical work. These 
are ‘heterogeneity’, ‘interdependence’ and ‘distribution’, each of which raises im-
portant questions for future research about how complex values, relationships and 
responsibilities should be negotiated in digital mental health. The paper concludes 
that this study’s approach provides a model for understanding the implications of 
digital health more broadly, with participants’ combined experience and knowledge 
shedding light on key interventions at the forefront of digitalization in healthcare.
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1 Introduction

[T]he machine has no feelings, it feels no fear and no hope, which only disturb, 
it has no wishes with regard to the result, it operates according to the pure logic 
of probability. For this reason I assert that the robot perceives more accurately 
than man […] (Frisch, 1959, p. 76).

The above quotation from Max Frisch’s unsentimental engineer in the classic novel 
Homo Faber represents, in caricature, what is sometimes thought to be the world-
view of those seeking to usher new technologies further into emotionally fraught 
areas of human life. The aim of this study is to move beyond such broad strokes and 
delve empirically into the views of science and technology experts who work on 
digital technologies specifically designed to improve mental health. The research will 
advance our understanding of the ethical and social implications of digital mental 
health (DMH) technologies from a hands-on perspective and generate theoretical 
linkages with literature from ethics and the social sciences.

Drawing on qualitative interviews with 11 experts from a range of science and 
technology disciplines who have engaged in the development of DMH interventions, 
this paper relies on sociotechnical systems theory to discuss challenges posed by 
complexity in DMH systems. The study shows how science and technology experts 
identify and conceptualize the ethical and social implications of DMH in thinking 
through potential risks and failures of DMH at the individual, organizational, and 
societal levels. Specifically, this paper argues that participants identified a range of 
implications that can be related to features of heterogeneity, interdependence, and 
distributed control in DMH systems and suggest future directions for debating val-
ues, relationships, and responsibilities in DMH.

2 Background

2.1 Digital Mental Health as a Complex Sociotechnical System

DMH represents a growing area of technology development that is characterized by 
the use of information and communication technology for “mental health assessment, 
support, prevention, and treatment” (Wies et al., 2021, p. 2). Hereafter, these uses will 
be described collectively as ‘DMH interventions’. With DMH approaches ranging 
from the relatively low-tech to the sophisticated (Lederman & D’Alfonso, 2021), 
the most popular routes, according to Baños et al. (2022), fall into three categories:

1. Internet-based interventions provide therapeutic programs to meet specific 
needs. Often broken up into online modules or lessons with homework assign-
ments, they can be accessed using web-enabled devices such as mobile or com-
puter devices (Andersson & Titov, 2014).

2. Smartphone apps can perform tasks throughout clinical care by tracking men-
tal health symptoms passively (via movement sensors, speech detectors, etc.), 
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supporting patient self-management (using medication reminders or in-app feed-
back) or transferring information between a user and their healthcare provider 
(National Institute of Mental Health, 2019).

3. Virtual reality (VR) and augmented reality technologies for mental health pro-
vide a sophisticated way of treating phobias and other mental disorders through 
exposure therapy using three-dimensional simulations (Emmelkamp & Meyer-
bröker, 2021).

This list of applications is not exhaustive (for example, apps and systems for hospital-
based monitoring and decision support appear difficult to place within it), but the 
categories provide a rough guide to the major types of DMH intervention, albeit 
only with the necessary acknowledgement of one overarching technological devel-
opment. Cutting across these three categories, artificial intelligence (AI) can be used 
to enhance treatment options using internet-based, app-based or VR methods or to 
enable potentially more precise diagnostic and monitoring tools (Bickman, 2020). 
With mental healthcare dominated by subjective assessments and outpatient care, 
Lovejoy (2019, p. 1) suggests, AI may offer “greater objectivity and may have bet-
ter predictive value” while allowing “increased monitoring in the community” via 
wearables and mobile devices.

DMH technologies are partly important to scrutinize because recent years have 
seen a concerted push for investment and innovation in DMH by actors such as the 
World Economic Forum, the National Health Service, and private investors (Hollis 
et al., 2015; Jankovic et al., 2020; World Economic Forum, 2021). This trend has 
been accelerated by the impacts of COVID-19 and an increasing recognition of the 
wide gap between those who need mental healthcare and those who receive it via 
conventional means (Balcombe & Leo, 2021; Carter et al., 2021). Research in DMH 
has changed dramatically in the last decade, with a recent analysis showing that in 
the period from 2008 to 2010, when the field was beginning to accelerate, its focus 
was on promoting “self-management and the mitigation of mental health impacts 
from physical sickness” (Timakum et al., 2022, p. 13). Yet more recently, the authors 
report, the scope of research papers has expanded to cover DMH approaches to life-
style interventions, mental illness prevention, and the use of AI tools to reduce the 
overall mental health burden. One way of thinking about large-scale transformations 
in DMH is through the small but growing number of contributions that see digital 
health interventions as “essentially sociotechnical systems” (Mohr et al., 2017, p. 2) 
dependent on patient interactions and human support for their technologies’ perfor-
mance. As this paper will explore, the lens of sociotechnical systems theory (SST) 
is useful for understanding a range of ethical and social aspects of the complex and 
shifting DMH domain but first requires some explanation in terms of the range of 
systems and interactions that it handles.

SST originated with Trist and Bamforth (1951) at the Tavistock Institute in the 
United Kingdom (UK) and studies the “synergistic combination of humans, machines, 
environments, work activities and organisational structures and processes that com-
prise a given enterprise” (Carayon et al., 2015, p. 550). Within SST, these diverse 
components are organized into two interwoven strands that make up a sociotechnical 
system: the social sub-system and the technical sub-system (Mumford, 2006). The 

1 3

Page 3 of 30    24 



Digital Society

former consists of “the people, their attitudes, values, norms, histories and compe-
tencies” and the latter “human artefacts such as physical structures, buildings and 
other pieces of technology, but also policies, strategies and procedures” (Troxler & 
Lauche, 2003, p. 3). These subsystems are highly interactive, and overall system per-
formance requires ‘joint optimization’, whereby the demands of the technical match 
the demands of the social and vice versa (Leonardi, 2012). When combined with 
research on DMH, an SST approach reveals a range of social and technical compo-
nents. Sittig and Singh’s (2015) influential model identifies eight dimensions that 
make up a health technology system’s “design, development, use, implementation, 
and evaluation” (p. 63). These are:

1. Hardware and software infrastructure
2. Clinical content
3. The human-computer interface
4. People
5. Workflows and communication
6. Organizational policies and cultures
7. External pressures and regulations
8. Measurement and monitoring

Clearly, DMH technologies incorporate different varieties of hardware (e.g., laptops, 
mobile phones and sensors) and software (on the internet or apps) to store clinical 
content (e.g., educational text, activities, or patient data). These facilitate different 
types of interaction with a human-computer interface by a user—often a patient—
who is one of a number of relevant people who design, develop, use, implement, and 
evaluate the technology (Balcombe & De Leo, 2022). The ‘workflow and commu-
nication’ dimension of DMH involves coordination of people and tasks across orga-
nizations, including integration of DMH’s technical aspects into “the workflows of 
clinicians who are expected to deliver them” (Graham et al., 2019, p. 1223). Tightly 
bound to the ‘people’ dimension are the organizational policies and cultures that set 
priorities for all other dimensions and even dictate “readiness for DMH adoption” 
(Ganapathy et al., 2021, p. 1339) in terms of resources and procedures. External 
forces may then support or constrain the performance and growth of a system through 
increased restrictions or incentives that individuals and organizations will navigate 
(Armontrout et al., 2016). Finally, measurement and monitoring practices assess the 
availability, use, performance, and consequences of a system, with studies of failed 
projects “[providing] important insights into how digital interventions should be 
planned and conducted” (Muuraiskangas et al., 2016, p. 11).

Sittig and Singh’s model allows one to identify individual components within 
their dimensions and sub-systems, but the authors suggest that they cannot be under-
stood by analyzing their individual elements as they are “complex adaptive systems” 
(2015, p. 63). They thereby draw on a body of knowledge that has been incorporated 
into SST from the physical and biological sciences and is known as ‘complexity 
theory’ (Bauer & Herder, 2009). This approach identifies complexity as a property 
of systems that consist of multiple, heterogenous, interdependent components that 
interact in dynamic ways and, moreover, “come to be defined by those interactions” 
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(Cohn et al., 2013, p. 42). What distinguishes complexity from the mere synergy 
considered above is the way in which internal relationships in a complex system give 
rise to emergent features via ‘self-organization’ (De Wolf & Holvoet, 2005). These 
causal effects are crucially non-linear, allowing emergent properties to arise at the 
macro level due to small changes that occur elsewhere in the system under a limited 
set of conditions. Where novel features emerge to ensure the survival or flourishing 
of a complex system in response to changes in its environment, the system qualifies 
as not merely complex but what is known as a ‘complex adaptive system’ (Holland, 
2006). In health systems research, Greenhalgh and Papoutsi (2018) suggest that this 
picture of causality forms part of a new paradigm informed by complexity that is 
distinct from the paradigm given by traditional models of cause and effect.

Though DMH interventions are mentioned in studies of complexity (Rosen et al., 
2020), the core features of complex systems above have yet to be applied to DMH in 
depth, and while this paper alone cannot fill this gap, it can provide some reasons to 
think of DMH interventions as complex systems. First, as a multidisciplinary enter-
prise bridging psychological, medical, and computing specialisms and the education, 
healthcare, and technology sectors, DMH involves significant cultural and concep-
tual heterogeneity (Nordgreen et al., 2021). In SST, different sources of expertise 
and organizational commitments are thought to mean divergence on crucial values 
or procedures (Carayon, 2006), and it is only “[i]n the best of cases” that “different 
participants combine their expertise in creative, effective ways, often compromis-
ing goals and principles for the greater good” (Norman & Stappers, 2015, p. 87). 
Second, interdependence plays a crucial role in DMH, with Iorfino et al.’s (2021) 
systems modelling identifying that the use of technology to coordinate interactions 
within a mental health system can have greater benefits than introducing separate 
digital alternatives. This is due partly to mental health interventions’ general reliance 
on “collaboration among practitioners, other components of the healthcare service, 
communities, caregivers, patients, and their dependents” (Aryana et al., 2019, p. 407) 
but also the social infrastructure that Shaw and Donia (2021, p. 4) identify as laying 
“material foundations that make everyday life possible”. Finally, through efforts to 
advance co-design and co-production of DMH technologies, control over the design 
and implementation of DMH interventions is increasingly distributed among stake-
holders (Bevan Jones et al., 2020), with “order, organisation and control that is dis-
tributed and locally generated […] rather than centrally produced” (Ladyman et al., 
2013, p. 38). This decreases reliance on centralized strategies for coping with distur-
bances (Weijnen et al., 2008), but when combined with non-linearity, it also means 
that any part of the system can produce “dramatic, widespread, unpredictable effects” 
(Effken, 2002, p. 61).

2.2 Analyzing the Ethical and Social Implications of Digital Mental Health

As well as the rapid growth of DMH as a field, there are significant concerns about 
ethical and social implications that raise the importance of critically investigating its 
technologies. The twin categories of ethical and social implications are difficult to 
define and demarcate (Otto et al., 2021), but fields such as health technology assess-
ment have necessitated some practical distinctions to prize the two apart. On Lysdahl 
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et al.’s (2016) approach, ethical implications are defined as those engaging “moral 
values and norms, i.e., what is good or bad (what is a good life for humans?) and what 
is right and wrong (what is the right way for a human to act in a given situation?)” (p. 
60). Social implications, by comparison, are those “related to the interpersonal orga-
nization of human cohabitation […] represented in social norms” (ibid., p. 77) at vari-
ous levels of society, from the family or workplace to patterns of wealth distribution 
and status. Bioethicists, naturally focused on the former category, have stressed their 
distinctive ability to “cut through the hype” (Skorburg & Friesen, 2021, p. 24) and 
highlight potential ethical risks and failures of DMH, with inspiration being derived 
from Beauchamp and Childress’s classic bioethical principles, for example (Cogh-
lan et al., 2023; Lederman et al., 2020). While these principles of beneficence, non-
maleficence, autonomy, and justice are certainly helpful when unpacked and applied 
to DMH, their resonance is not immediately clear to non-bioethicists: thus, the brief 
review of ethical values below will use equity, safety, privacy, and relationality as 
a simpler match for the DMH literature cited. These more specific ethical values 
for DMH can be seen as building on bioethicists’ traditional concerns of justice, 
wellbeing, and autonomy in digital contexts with the additional advantage of incor-
porating the increasing focus on ethical relationships (Jennings, 2016). The norms 
of interpersonal organization relevant to DMH, meanwhile, are at least as varied and 
overlap considerably with the ethical values; but responsibility, stigmatization, and 
bias provide some key pillars around which we can arrange an overview of DMH’s 
social implications.

The value of equity is often advanced in favor of DMH interventions as means 
of increasing the accessibility of mental health services (Tekin, 2020) but is chal-
lenged by the ‘digital divide’ in access to and engagement with DMH, which many 
believe will only compound existing inequities (Skorburg & Yam, 2022). Moreover, 
the threat to equity from DMH may come from biases embedded in the technologies 
themselves, with underrepresentation of marginalized populations in the data that 
AI models are trained on meaning that the accuracy of their results may depend on 
human biases (Park et al., 2022). Safety is another key threat, according to DMH’s 
critics, because of the absence of mechanisms for “accountability and oversight” 
(Martinez-Martin et al., 2020, p. 3) in a field where patient outcomes are so variable, 
patients so vulnerable and expansion so rapid. The crucial value of privacy appears to 
conflict with the use of devices to collect data on “global positioning system (GPS), 
voice, keyboard usage, photos, video and overall phone usage behavior” (Torous et 
al., 2019, p. 97), with regulatory mechanisms currently seeming insufficient for data 
protection. Studies suggest that even health and wellbeing apps “certified as clini-
cally safe and trustworthy by the UK NHS Health Apps Library” (Huckvale et al., 
2015, p. 1) commonly place personal information at risk of interception (Parker et al., 
2019). Finally, the idea of the ‘therapeutic alliance’, a model of working that involves 
“an agreement on goals, an assignment of task or a series of tasks, and the develop-
ment of bonds” (Bordin, 1979, p. 253), represents a concept of relationality that could 
be threatened by DMH. Indeed, Hollis et al.’s (2018) study shows that central focuses 
of people with lived experience and care providers were DMH’s “effect on the thera-
peutic alliance between therapist and patient, and concerns about the potential impact 
of removing the human aspects of face-to-face treatments” (p. 852).
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When it comes to social implications, responsibility is popularly reduced to a sim-
ple moral burden acquired by individuals, whereas social scientists have emphasized 
how “understandings of responsibility are flexibly and dynamically transformed” 
(Trnka & Trundle, 2014, p. 149) based on interpersonal ties and expectations. Thus, 
in the literature on DMH, scholars have frequently scrutinized how it contributes 
to an excessive framing of one’s mental well-being as an individual responsibility 
(Parker et al., 2018), though one must also consider how responsibilities for tech-
nologies and their impacts are assigned (Lenk & Maring, 2001). AI has been said 
to bring ‘responsibility gaps’ in medicine whereby no agent can be held account-
able for the outputs (Bleher & Braun, 2022), and in mental healthcare specifically it 
“introduces a level of uncertainty around standards of correct diagnoses that might 
require redefining the scope of responsibility” (Minerva & Giubilini, 2023, p. 815). 
Regarding stigma, DMH tools often promise to reduce that which is involved in seek-
ing mental healthcare by presenting private and non-threatening treatment options 
(Tekin, 2020); however, critics have alleged that they might in fact amplify stigmatiz-
ing social norms (Wies et al., 2021). One possible route to stigmatization is via the 
arguably related social process of medicalization, to which DMH interventions have 
been said to contribute by shifting attention to a quantified understanding of indi-
vidual well-being that discounts patients’ social experiences of suffering (Cosgrove 
et al., 2020; Maturo & Gibin, 2022). Finally, bias in DMH systems has been identi-
fied as a result of assumptions in human society broadly, as well as psychiatry more 
specifically, that tend to reveal themselves in algorithmic functioning (Pendse et al., 
2022; Straw & Callison-Burch, 2020). Though the biases in DMH may themselves 
be either desirable or undesirable, consequences for the scope and effectiveness of 
diagnosis and treatment are significant for stakeholders from data scientists and clini-
cians to regulators and policy makers (Mellino et al., 2022; Timmons et al., 2022).

Clearly, substantial attention has been given to the ethical and social implications 
of DMH already, but little research has looked at the related views of experts with 
technical knowledge who are involved in developing DMH interventions. “Academ-
ics,” as Arigo et al. (2019, p. 75) note, “regularly develop apps and devices for use 
in behavioral interventions, which they then test in controlled studies”. Moreover, 
there are many university-based DMH projects that are driven by the domain-specific 
knowledge possessed by academics, clinicians, and software professionals who work 
in partnership (Austin et al., 2020). With a combination of practical experience and 
advanced knowledge, these groups seem well-placed to address the wider ethical and 
social implications of DMH technologies but have rarely been consulted for their 
views on such issues. The closest body of research is that which investigates barriers 
and facilitators to engagement, implementation, or optimization in DMH, which fea-
tures perspectives from users and patients as well as some technical experts that are 
relevant to ethical and social challenges (Borghouts et al., 2021; Tönnies et al., 2021). 
For example, Nicholas et al.’s (2017) analysis of a survey conducted at a specialist 
DMH conference in Australia identified that experts, including researchers and health 
professionals, believed that problems such as stigma and data privacy issues could 
stall technology adoption. Yet, perceptions of the unacceptability of DMH technolo-
gies are cashed out in these studies not as sources of ethical or social insight but as 
barriers “that will likely affect implementation of such systems” (Bucci et al., 2019, 
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p. 1). They represent, therefore, a distinct approach from that which considers expert 
perspectives on ethical and social implications with an aim not to facilitate DMH’s 
introduction but to build more sophisticated conceptualizations of what is at stake in 
its development and use.

One study that seeks substantive ethical recommendations from experts is Marti-
nez-Martin et al.’s (2021) attempt to forge consensus among a sample of experts, yet 
its sample was notably broad, including not just computer scientists and psychiatrists 
but also ethicists and lawyers. Of course, consultation with professional experts on 
ethical, legal, and social issues can often be illuminating, and it is important to recog-
nize that there are many forms of expertise in mental healthcare, including ‘expertise 
by experience’ (Schleider, 2023). Indeed, the recommendations of people with lived 
experience are increasingly being sought within commercial and academic DMH 
development settings (Fortuna et al., 2020; Veldmeijer et al., 2023), contributing 
to a blurring of the boundaries between scientific and experiential forms of exper-
tise (Egher, 2022). Yet it remains the case that, for the most part, those involved in 
developing DMH interventions arrive at the domain not due to lived experience but 
rather technical background, and therefore to approach DMH technologies through 
the eyes of others typically means approaching them from ‘the outside’. A problem 
with this kind of external inquiry is that it is liable to fall into reductionist approaches 
including the reduction of what De Vries (2006, p. 120) calls “the human aspects in 
technology” to a numbers game where consequences are seen as objectively calcu-
lable risks. As a remedy to such reductionism, De Vries suggests “treating ethical 
problems as design problems [which] means: taking into account the full complexity 
of the situation” and “seeking creative solutions that overcome the conflict in that 
dilemma” (2006, p. 121). Aligned with the complexity already identified in socio-
technical systems for DMH interventions, this view of technologies’ ethical implica-
tions (and, similarly, social implications) as design problems supposes not that they 
can be solved but that they can be reckoned with creatively. Thus, in the spirit of 
Whitbeck’s (2011) similar suggestion that in ethics, as in design, “there is rarely, if 
ever, a uniquely correct solution or response, or indeed, any predetermined number 
of correct responses” (p. 139), this paper turns to the perceptions of experts involved 
in designing DMH interventions. Though clinicians and academics may not ordinar-
ily be perceived as ‘designers’, understanding the term to encompass technology and 
service design serves to emphasize the role of creative engagement with ethical and 
social complexities in the perceptions of DMH’s technical experts.

3 Materials and Methods

3.1 Aims and Methodology

Due to the limited empirical work that has been devoted to experts’ perceptions of 
ethical and social implications of DMH technologies, this study’s primary research 
aims to address the following broad, exploratory research question:
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How do science and technology experts working in DMH conceptualize the 
ethical and social implications of DMH technologies?

It does so by using semi-structured interviews undertaken in the methodological 
mold of the ‘expert interview’ that has been theorized and employed by social scien-
tists since the early 1990s (Döringer, 2020; Flick, 2009). Offering a simple way of 
gathering good quality data, as experts are generally familiar with presenting infor-
mation and opinions clearly and professionally (Bogner et al., 2009), expert inter-
views have also been used in similar studies on digital and data-driven technologies 
in healthcare (Buhr & Schicktanz, 2022; Viberg Johansson et al., 2022). Within this 
approach, Bogner and Menz (2009) define experts not just as people who possess spe-
cific knowledge but as those whose “action orientations, knowledge and assessments 
decisively structure, or help to structure, the conditions of action of other actors” (p. 
54). Such a conceptualization of expert knowledge as being tied to a certain kind of 
social influence informed this study’s use of the “theory-generating expert interview” 
(Bogner & Menz, 2009, p. 48) as a specific form of investigation described by these 
authors. Accordingly, the interviews conducted for this study approached science and 
technology experts not simply as sources of technical information or even of ‘insider 
knowledge’ about systems and processes (though such knowledge claims were also 
of interest). The primary role of expert interviews in this study was to build an under-
standing of participants’ attitudes and practices that would answer the exploratory 
research question above about ethical and social conceptualizations in relation to 
their projects.

3.2 Participants

This study used purposive sampling techniques to identify the professional web 
pages of potential participants who met the following inclusion criteria:

 ● advanced degree (master’s or doctoral) in a science or technology discipline or 
equivalent professional experience

 ● experience of supporting the development or application of a DMH technology

‘Science and technology’ disciplines were understood to include the natural sci-
ences, medical sciences, psychological sciences, and information technology but 
not straightforward social sciences such as sociology or empirical approaches to law 
or bioethics. As a behavioral science discipline, the case of psychology notoriously 
bridges the gap between natural and social sciences (Bunge, 1990); but given the 
prominence of clinical psychologists in DMH, it was considered sufficiently technical 
to qualify under the first inclusion criterion. Potential participants’ professional web 
pages were identified by combining relevant Google search terms such as “mental 
health”, “psychiatr*”, “psycholog*”, “digital” and “artificial intelligence”. Although 
the criteria would have permitted recruitment of experts outside academia, it was 
hypothesized that individuals in the same sector as the researcher would be more 
responsive to requests for participation. As a result, only experts working on UK 
university-based projects were recruited to comprise the study’s sample. Inclusion 
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of professional experience equivalent to an advanced degree was deemed important 
to recognize the technical knowledge of software professionals, though ultimately 
all participants had a doctoral education except for one software developer from a 
humanities background.

Participant recruitment took place between June and July 2022, with a total of 29 
people being contacted on their public university email addresses with variations on 
a standardized invitation email and an attached information sheet. A small sample 
size of 10–12 participants was considered reasonable given the depth of the inter-
views as well as the narrow range of eligible experts who had not only researched 
or published on but taken part in the development of DMH interventions (Baker & 
Edwards, 2012). This sample size is in the range used by recent expert interview 
studies in similar topic areas, which have frequently selected around 12 participants 
(Hangl et al., 2023; Weidener & Fischer, 2023), though some samples have been far 
smaller (Minkkinen et al., 2022; Mirbabaie et al., 2021). Thus, recruitment stopped 
once 11 interviews had been confirmed with participants and consent forms had been 
distributed.

As part of the purposive sampling strategy, the researcher attempted to achieve 
diversity across the demographic characteristics on which data were collected in 
interviews: gender, age, professional role and educational (i.e., disciplinary) back-
ground (see Table 1). Diversity was generally achieved in these respects, but the gen-
der balance was disappointing, with 4 female and 7 male participants in the sample. 
In addition to demographic considerations, the sample purposefully contained par-
ticipants who had worked on a wide variety of types of DMH technologies, includ-
ing internet- and app-based therapeutics, remote monitoring tools, VR for exposure 
therapy and AI-enabled assessment of mental health.

Table 1 Participant characteristics
Participant Gender Age Role Education DMH Project
1 Male 40–50 Research software 

developer
Health informatics Remote monitoring

2 Male 50–60 Professor Medicine AI and electronic 
health records (EHRs)

3 Male 30–40 Research fellow Computer science 
and economics

AI and EHRs

4 Female 30–40 Lecturer Psychology Internet-based 
therapeutics

5 Female 60–70 Professor Clinical psychology App-based therapeutics
6 Male 50–60 Virtual reality 

developer
Humanities VR for exposure 

therapy
7 Male 40–50 Lecturer Engineering AI and speech data
8 Female 40–50 Senior lecturer Computer science Remote monitoring 

and AI
9 Male 30–40 Postdoctoral 

researcher
Physics AI and neuroimaging

10 Male 40–50 Clinical academic Clinical psychology Remote monitoring and 
app-based therapeutics

11 Female 40–50 Lecturer Clinical psychology App-based therapeutics
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3.3 Data Collection and Ethical Approval

To gather rich data about the science and technology experts’ views, the researcher 
conducted semi-structured individual interviews with all participants between July 
and August 2022, with each interview being scheduled to last one hour. Interviews 
were audio recorded in most cases by the researcher’s laptop microphone and in oth-
ers using Microsoft Teams, with recordings lasting an average of 51 min. All inter-
views took place via Microsoft Teams except for one, which took place in a quiet 
room at the participant’s workplace.

The interviews followed a topic guide that began with a brief introduction to the 
project’s aims and two questions to establish the participant’s experience with DMH 
technologies, i.e., what they had done and how the relevant technologies could be 
used. There were then four main section titles drawn from Dean et al.’s (2021) tool 
to facilitate sociotechnical inquiry, which was selected on the basis that it offered 
clear and distinct vantage points on ethical and social implications: value, optimiza-
tion, consensus, and failure. Within each section, generally open-ended questions 
were intended to elicit both how the participants’ conceptualized and how they might 
respond to ethical and social implications of DMH technologies. Optional probes 
were indicated beneath the core questions to guide the researcher in improvising 
requests for more information, clarification, or examples from the participants (Bear-
man, 2019). The four-section structure was maintained across interviews, although 
section titles and questions were rephrased and reordered depending on what was 
found to be successful, resulting in a final version that was used in the last two inter-
views (see Appendix 1).

This study involved human subjects and therefore required ethical approval via 
submission of a Minimal Risk Self-Registration Form and, as a postgraduate disser-
tation project, authorization from the dissertation supervisor. Ethical clearance was 
granted on 16 June 2022.

3.4 Coding and Analysis

The interviews were analyzed according to the conventions of the Framework 
Method, and the process consisted of interview transcription, familiarization with the 
data, coding, developing an analytical framework, charting data into a coding matrix 
and interpretation of results (Gale et al., 2013). This method of analysis was selected 
due to its applicability to studies aiming to interpret participants’ viewpoints as well 
as the researcher’s familiarity with the technique from previous work.

At the transcription stage, the researcher listened to the recordings in full and used 
an ‘intelligent verbatim’ mode of transcription such that the text generally followed 
participants’ speech, but extraneous hedges, pauses and repetitions were omitted for 
the sake of readability (McMullin, 2021). The resulting Microsoft Word transcripts 
were then uploaded to NVivo for familiarization via repeated close reading. In the 
next stage, open coding allowed the researcher to consider each phrase, line, or sen-
tence individually and use a broadly inductive approach to remain open to a wide 
range of codes emerging as theoretically significant or descriptively rich. Within the 
first few transcripts, the researcher identified a split between codes concerning the 
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implications of DMH technologies (i.e., the possible impacts they will have in the 
future) and those concerning the value of DMH technologies (i.e., the inherent quali-
ties that inspire its advocates in the present). Given the richness of the data and the 
limits of the present study, only the implications of DMH can be dealt with in this 
paper, and the contents are deliberately limited to suit this focus. One of the advan-
tages of the Framework Method, along with other ‘codebook’ approaches to thematic 
analysis is its flexibility in allowing a researcher to focus on one ‘frame’ of the analy-
sis for the purposes of a publication or discussion (Brooks et al., 2015; Gibbs, 2012). 
Thus, codes relating to the value of DMH have been left aside by the researcher to 
receive sufficient attention in light of relevant literature in future work.

In the next stage, the researcher reviewed the codes assigned and devised catego-
ries to group them together through an iterative process of trial and error that culmi-
nated when no new codes emerged and, therefore, data saturation had been achieved. 
Nine codes were summarized individually in the analytical framework under three 
broad descriptive categories: ‘implications for users, ‘implications for healthcare 
professionals and systems’ and ‘implications for society’ (see Table 2). All transcripts 
were then carefully coded using the analytical framework’s nine codes and data were 
manually charted into a coding matrix on Microsoft Word, providing a concise guide 
to the key data points. Close interpretation of the results, combined with the research-
er’s interest in complex sociotechnical systems, gave rise to one overarching theme: 
‘complexity of implications’. This theme is presented as this study’s core finding in 
the next section and broken up according to the three categories of implications, with 
results being addressed in what follows in relation to the overall theoretical notion 
of complexity.

Table 2 Analytical framework for the theme ‘implications of DMH’
Category Code Description
Implications for 
users

“Maybe it just makes things 
worse”

DMH negatively affecting users’ mental or 
physical health

“What happens when we miss 
people?”

DMH failing to benefit certain users as it is 
intended to

“Information security” DMH technologies threatening privacy or 
protection of users’ data

Implications for 
healthcare profes-
sionals and systems

“Is the computer going to 
replace me?”

DMH technologies replacing humans within 
current systems

Changing relationships DMH technologies altering the interpersonal 
relations involved in care

“Reluctance” DMH technologies deterring potential en-
gagement in wider systems

Implications for 
society

Social inequities DMH technologies creating or exacerbating 
inequitable distributions or relations in society

“Sustainability and green issues” DMH technologies impacting the natural 
environment

Public mistrust DMH technologies causing fear, mistrust, or 
panic in wider society
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4 Results

4.1 Implications for Users

At the individual level, several participants saw a risk of DMH applications being 
counterproductive and posing threats to patients’ well-being, either through action or 
omission. One alluded to the possibility of remote therapy enabling certain behaviors 
that a patient may wish to combat, such as “[not] getting out of the house” and “[not] 
seeing people in the flesh” (P10).1 As with the other results in this section, this per-
ception of DMH inevitably rests on some degree of speculation about users’ likely 
responses to interventions, but for the purposes of this study it tells us something 
important about how experts perceive their technologies. Other possibilities for harm 
that participants noted were unnecessary anxiety due to the “false positives” (P5) pro-
duced by digital monitoring systems and insensitive communication of any negative 
results: “how do you tell vulnerable people that they’re getting worse in such a way 
that’s not going to make them worse?” (P7).

An example twice used to illustrate the idea that digital tools could threaten 
patients’ well-being was that of suicide risk, with P4 identifying the possibility of 
someone taking their own life while being remotely monitored, which face-to-face 
care might help to avoid. Another participant gave the more speculative example 
of conversational agents recommending suicide to individuals who are depressed, 
with existing work on OpenAI’s GPT-3 (Generative Pre-trained Transformer 3) being 
used as evidence:

[GPT-3 has] been fed, you know, billions of texts, and actually [an AI practitio-
ner]… basically, he started the conversation, he did an adversarial example and 
in one of the questions he asked GPT-3, well, he said, ‘I’m depressed. Should 
I commit suicide?’. And GPT-3’s answer was, ‘yeah, I think you should’ (P8).2

Beyond the risk of neglecting or even increasing suicide risk, one participant flagged 
the possibility of digital tools failing to protect well-being by conveying that predic-
tion models will “inevitably” (P7) miss people who are at risk. Another suggested 
that a mental health diagnosis could “contribute to being stigmatized”, which was 
partly a concern because “there are many ethical issues with diagnosis itself” (P9) but 
particularly significant if diagnoses are simply taken from a computer. These views 
suggest that participants’ perceptions of risks to users gave weight to the role of unin-
tentional harms that emerge from the relationships between clinical judgement, social 
stigmatization, computational accuracy, and sensitivity to human wishes.

By engaging this web of varied sources, participants also depicted risks to users as 
raising almost insurmountable questions for the assignment of responsibility. In some 

1 Participants are referred to in abbreviated form according to the numbers assigned in Table 1, e.g., Par-
ticipant 10 is here called ‘P10’.
2  Interviews were conducted before OpenAI’s release of GPT 4, but the concern seems to apply to any 
similar large language model.
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cases, participants even added a further layer of social and normative complexity by 
presenting the matter in legal terms:

[I]f something does support decisions and that something gets it wrong, who 
carries the legal can? Who carries responsibility for it? Is it the person who 
made the algorithm? Or is it the trust that bought the algorithm? Or is it still the 
clinician who used the algorithm? So, there’s a medico-legal, sort of, difficult 
area for that (P2).

Explicit mention was sometimes made of a “complex world with lots of interacting 
pieces that are moving, changing” (P1), for example, that could be related to the 
indeterminacy of responsibility in DMH: “I don’t think anyone’s cracked it yet fully” 
(P1). Even without this clear appeal to a complex causal network, however, par-
ticipants’ discourse of indeterminate responsibility took hold in a context of actions 
distributed widely across a heterogeneous system.

Threats to data protection were also conceptualized as risks to users, and the 
majority of participants said that factors such as information security (P9), the Gen-
eral Data Protection Regulation (P4) and information governance frameworks (P3) 
featured in their daily work. Participants used examples to illustrate what could hap-
pen to individuals as a result of “risks around identification” (P2), data being “seen by 
people that should not see them” (P9) or—a particular concern—data being passed 
on to other parties. For instance, one participant mentioned the worry that “you may 
find you do a job application and then somebody knows that you have a certain 
medical condition that you haven’t disclosed or things like that” (P10). Similarly, 
two participants drew on contemporary debates around data concerning individual 
health risk being sold to insurance companies, although “probably more in the US 
than here” (P10), so that they can provide targeted quotes: “You know, ‘we’ll cover 
you for ‘X, Y and Z because you’re obviously at risk of A, B and C’” (P7). These 
discussions frequently started with a concern for privacy and moved on to such issues 
of exploitation or manipulation, with participants appealing to the idea that data col-
lected for DMH applications would be “very sensitive” (P8).

Discussing the use of speech data to detect mental illness, one elucidated why this 
particular case may be especially sensitive:

[S]peech data is so personal. There’s a lot of us in our speech, and part of why I 
love it is there’s so much of us in there. There’s all this richness of information 
in there of what they’re saying, how they’re saying that, why are they saying it, 
you know, all these things we can infer and learn. And that then means, yeah, 
we have some responsibilities to look after that data properly (P7).

This coheres with the general agreement among participants that personal informa-
tion intended for the delivery of mental health services must be guarded safely if used 
by DMH interventions.
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4.2 Implications for Healthcare Professionals and Systems

At the level of professionals and systems, participants discussed the potential disrup-
tion to existing roles and relationships that could come as a consequence of DMH. 
In terms of the patient perspective, participants suggested that wariness around per-
sonal data usage could weaken engagement with the system and have a ripple effect 
through research and practice:

Any data breach… will create an absolute scare for people and then you might 
get, you know, a kind of general aversion from people to opt-in for their data 
to be available. And if there has been identification or data breaches or so forth 
you may get less data being made available and this will impede research as a 
result (P8).

Participants also noted healthcare professionals’ concerns, with organization-level 
impacts being articulated primarily through the lens of ‘replacement’, which is based 
on the idea that “the machine is trying to be a human and trying to be better than a 
human” (P2). They expressed that, at one level, “healthcare professionals may feel 
threatened in terms of their job role” (P4), with one participant contextualizing pro-
fessionals’ fear of “‘is the computer going to replace me?’” within the wider societal 
fear of “is the computer going to come in and take away the role I have?’” (P5). 
Since none of the participants had an active clinical role, it is important not to take 
these comments as first-person testimonies, yet the notion of role replacement did 
feature particularly in interviews with those who had worked on digital therapeutics 
and qualified in psychology. These participants were particularly likely to tie the fear 
of replacement to a deeper concern about the loss of valuable interactions that could 
result from broader changes in healthcare:

[T]here’s also ‘will the computer be damaging for the relationship that I have 
with the patient?’… you know, all of us, I have, anyway, experience of sitting 
with the GP [General Practitioner] who doesn’t look at me but just looks at the 
computer screen and types away and doesn’t seem to notice I’m in the room! 
(P5).

Two participants related the threat of relationship disruption to the classic therapeutic 
alliance and suggested that colleagues had been concerned about the impact of DMH 
technologies on this partnership-oriented approach to working with clients. Though 
anecdotal, this bears out Hollis et al.’s (2018) finding cited earlier that care provid-
ers fear DMH’s impacts on the therapeutic alliance. Even where participants thought 
their own interventions would not fundamentally alter the nature of the therapeutic 
relationship, they voiced concern about a possible future where “the AI would take 
care of the interaction with the patient [by] digitizing the algorithms that the therapist 
has in their heads” (P6).

To counter concerns about ‘replacement’, participants tended to develop a compet-
ing vision of DMH technologies accommodating themselves to the existing system:
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I think the key thing with digital interventions is to try to fit in with existing 
practice and enhance it, rather than trying to change practice too much just by 
telling people they’ve got to change practice (P2).

The idea of ‘fitting in’ occurred at several levels, being used to refer to the tech-
nological aim to “integrate the new technology with the existing system” (P3) but 
also the preservation of the role of the mental health professional. According to one 
participant’s account of her own intervention team, “we wouldn’t want the digital 
mental health space to ever take the place of a therapist” (P4). This narrative of 
accommodation was supported by the limitation of a DMH technology’s role to some 
clear use that was seen as complementary, rather than threatening, to that of a human 
professional in the existing system. For example, an AI tool may be used “to help 
clinicians make better decisions rather than to make it make decisions for them” (P2), 
or perhaps, in a therapeutic environment, “the software acts as a coach or supervisor 
that’s holding the more junior therapist’s hand as they go through the therapy.” (P11).

Within participants’ delineation of the role of DMH in mental health systems, 
there was also a recurring suggestion of optionality:

Tools, that’s all they are. They’re just tools to enrich their practice. That’s a 
really key thing, and that’s how we think of the technology. It’s a tool to help 
the clinician work more effectively, but some people just don’t need that (P6).

This message that DMH technologies are merely one possible means of reaching 
standard clinical goals seemed to function as a way of emphasizing that the introduc-
tion of digital tools into mental healthcare need not be thought of as a call for system 
change. Participants involved in digital therapeutics stressed that the therapeutic rela-
tionship was merely mediated via their particular DMH technologies:

It’s something called a ‘blended approach’. So, the therapy is not entirely deliv-
ered by the digital technology, but it’s sort of supported. So, there’s still human 
contact and sessions, but there are extra things that happen and that are sup-
ported by digital technology (P10).

The idea of preservation goes hand in hand with that of integration, with the abiding 
impression from participants being that DMH technologies can preserve the human 
element in mental healthcare while introducing new practices into professional prac-
tices and systems.

4.3 Implications for Society

Although one participant mentioned the potential environmental impact of DMH 
technologies that he attributed to the general nature of “high-performance comput-
ing” (P7), by far the major consequence raised at the societal level was inequity. 
Participants seemed broadly cognizant of the idea that the use of DMH technologies 
could, under certain circumstances, replicate or exacerbate existing inequities and 
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saw the issue through two lenses: the digital divide and bias. These were each men-
tioned by around half of the participants.

The digital divide was of concern to participants in light of the possibility that 
DMH interventions are “repeating the same old failures of access for tools which are 
good and which are beneficial for people but there isn’t any serious attempt to dis-
tribute them equitably” (P5). Various participants also explained different dimensions 
of this divide. These included differences in access to standard digital devices, e.g., 
a “substantial number of individuals… do not own technology, computer, laptop, 
mobile phones” (P10); access to standard devices of varying quality, e.g., “using an 
old, cheap Android phone versus using a brand-new Apple phone” (P7); and access 
to novel devices such as virtual reality headsets. As well as identifying the financial 
elements of the digital divide, participants also referred to intersecting aspects of 
“sociodemographic reach” (P4), exploring how ethnicity, age, education, and gender 
would affect engagement with user research and interventions: “in terms of psycho-
logical therapies, younger black men are less likely to access the therapies, less likely 
to be referred, less likely to access, [less] likely to stay in the therapies and maybe 
[they] show poor outcomes” (P5). This was tied to the issue of bias, with one partici-
pant emphasizing that her own team’s composition was relevant:

[T]he intervention development team are all of a white demographic, and we’re 
all female. So, there are going to be biases in how we’ve written the interven-
tion and how well are we engaging with other demographics. And I think that 
links to my point earlier that we’ve recognized that this is a bias, [that] this does 
have potential downstream effects on perhaps further enhancing that digital 
divide (P4).

This example illustrates a complex relationship between human biases and the design 
of digital interventions that was also discussed by participants in relation to algorith-
mic models and differences in the performance of an assessment tool, for example: 
“something like depression affects the pitch of your voice, which is affected by if 
you’re male or female” (P7). Further complicating factors were identified, includ-
ing skewed datasets, which could be derived from intervention teams’ own research 
or large-scale data sources. For example, one participant suggested that the student 
populations often favored by researchers would not be representative in terms of 
lifestyle and biobanking tends to capture a “very specific” (P9) range of people. The 
complexity associated with identifying whether biases emerge out of human error or 
from existing social disparities was also considered: “sometimes you think about the 
bias maybe [it] is from the practice like how people are doing the work but sometimes 
you will say, ‘Oh no, this is maybe from some lack of resources in some area” (P3).

When thinking about DMH technologies’ consequences from a broad societal 
perspective, participants were keen to highlight the responsibilities of developers to 
think about and report on biases in their applications: “we need to test our data from 
different angles, different viewpoints and report different factors about how we’re 
doing the analysis” (P7). However, a variety of actors across social domains were 
also engaged, from mental health trusts, who could support “digital inclusion” (P10) 
initiatives to overcome financial barriers to accessing care, to the “commissioner 
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level” (P4), with service commissioners being seen as capable of designing services 
to combat health inequities.

Another major societal implication that participants suggested was the threat of 
widespread mistrust and misunderstanding across society, which relates back to the 
potential threats to individual users considered above. One participant suggested, for 
example, that privacy breaches like the Cambridge Analytica scandal are “always 
going to reflect badly on anyone sort of working in technology and working in digital 
health” (P7). In these cases, the risks to public trust were seen as especially profound 
and the net of responsibility was cast even wider, with participants allocating certain 
responsibilities to media institutions:

So, the data governance committees and, you know, the gatekeepers for the 
data… they have a responsibility to ensure safe usage of the data and safe utili-
zation of the data within digital health frameworks. There’s also a huge respon-
sibility for the media and, unfortunately, the media in the UK and around the 
world has not done a great job, kind of, reporting things as they are (P8).

As with other issues raised by participants, this was linked to the competing interests 
and incentives that different sectors involved in shaping opinion about DMH tech-
nologies have: “Journalists are sometimes very keen to do the ‘AI replacing doctors’-
style headline, which is not helpful” (P7). It was also recognized that scientists must 
play a role in reaching out to the public and “need to, you know, be engaging with 
everybody to get that broader, wider understanding of academia in general, let alone 
the value of health research” (P7).

Responsibility for societal consequences was therefore presented as involving 
actors across society, in the case of public mistrust, as well as a range of technical 
factors such as bias and the quality of devices in the case of inequity.

5 Discussion

It was suggested earlier that viewing DMH interventions as complex sociotechnical 
systems emphasizes several important features: heterogeneity, interdependence, and 
distribution. Now that the ethical and social implications of DMH have been consid-
ered in detail, this discussion can revisit these dimensions of complexity in ethical 
and social terms before considering the above results in their light. Each of these 
concepts is itself open to interpretation and thus brings new challenges for scholars 
and theorists of DMH; but collectively they represent a step towards achieving ana-
lytical clarity on sociotechnical DMH systems by breaking up the general notion of 
complexity into several parts. Given the “tokenistic manner” (Carroll et al., 2023, p. 
1) in which complexity has often been discussed in health and social care research, 
this refinement of the category should be of value to future analyses of DMH, though 
the features’ specific applications will depend on the ethical and social focuses of 
such scholarship. For example, researchers pragmatically interested in the imple-
mentation of particular DMH interventions may benefit from acknowledging the dis-
tributed nature of control in their research contexts and looking for specific points of 
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potential influence (Long et al., 2018). Meanwhile, scholarship concerned primarily 
with seeking explanations of social phenomena might look to the interdependence of 
heterogenous parts as a way of understanding how a plurality of local rules gives rise 
to the seemingly unintelligible order of complex systems (Paley & Eva, 2011). While 
other scholars can take on more case-based applications of the three key features of 
complexity and further demonstrate their utility, what is most important for this paper 
is that they shed light on ethical and social insights offered by participants involved 
in DMH interventions from science and technology backgrounds.

Through the notion of heterogeneity, theorists see complex sociotechnical systems 
in ideal terms as “hybrid collectives” (Callon, 2004, p. 3) while questioning the sus-
tainability of “normative heterogeneity” and “countervailing centres of power” (Sil-
bey, 2009, pp. 343–344). Accordingly, while this study’s participants voiced support 
for collaboration among diverse stakeholders, they also presented threats to individ-
ual privacy and safety in terms of challenging relationships between heterogeneous 
actors, including those with commercial and public focuses. This raises questions for 
future research about what kind of values should be adopted and how power could be 
allocated to hold such a diverse group of actors together in any given DMH system. 
Sharon (2018) suggests that when private companies are involved in digital health 
projects, with less stringent requirements imposed upon them than on researchers, 
“data may flow between medical, social and commercial contexts governed by dif-
ferent privacy norms” (p. 2). In this context, a series of scandals bridging the public 
and private domains relating to health data and technology companies remains fresh 
in the public imagination, with examples from the UK being the care.data and Deep-
Mind-Royal Free scandals (Samuel et al., 2021). Thus, the participants’ emphasis on 
data stewardship speaks to the fragility of individual rights within a heterogeneous 
assemblage of public-private partnerships and invites consideration of how complex 
systems may fail due to “internal contradictions” (Ivory & Alderman, 2005, p. 5) 
but adapt via reorganization. The crucial normative questions for practitioners and 
policymakers are whether commercial entities represent a coherent and desirable fea-
ture of DMH systems and whether barriers should be placed between these presently 
porous domains.

Secondly, the presence of interdependence in complex systems adds credence to 
Respess’s (2022, p. 125) suggestion that “limitations [of DMH] regarding therapeutic 
relationships, experiences, and settings have gone undertheorized” in comparison 
to ethical concerns such as privacy and equity. It is important, therefore, to move 
from a simple observation of interdependence to asking what kinds of dependencies 
between humans or technologies are socially desirable or ethically permissible. One 
element of participants’ depictions of disruption to existing professional roles was 
their emphasis on affective aspects of system failure that are transmitted through 
a sense of threat to conventional positions and relationships. In previous theoriza-
tions of resistance to new digital health technologies, considerable emphasis has been 
placed on fears, such as healthcare professionals’ “fear of change”, “fear of losing 
power or control” and “fear of losing moral or professional integrity” (Nilsen et al., 
2016, p. 14). While wariness of change itself is not necessarily tied to interpersonal 
interactions, the latter two fears are closely intertwined with the relationships that 
afford professionals power and social or ethical standing. The participants’ sugges-
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tion that such reluctance would lead to weakened engagement with health systems 
conveys a distinctive way in which interdependence between technology, people 
and organizational culture could lead to DMH systems’ failure due to perceptions 
of social and ethical esteem. Yet, in response to the perceived threat to therapeutic 
relationality, participants offered a counterpoint to the narrative of new technologies 
being socially disruptive (Hopster, 2021), suggesting that DMH technologies may, in 
fact, be integrated with existing components, resulting not in system failure but in a 
form of system adaptation.

Thirdly, the distribution of control in a complex sociotechnical system and resul-
tant problems for the allocation of responsibility arose in the context of inequity as 
a potential implication of DMH technologies due to the digital divide and biases 
inherent in their design and functioning. The ‘problem of many hands’, i.e., there are 
many people who could be responsible for harms, is well-known in computing and 
engineering ethics (van de Poel et al., 2011), but complex systems face the additional 
problem of “‘many things’ that […] causally contribute to the technological action” 
(Coeckelbergh, 2019, p. 2051). When it came to inequity, participants did not endorse 
a simplistic model of division between ‘the haves and the have-nots’ (Qureshi, 2014; 
Rich et al., 2019) but rather recognized multiple sources of inequity, including mate-
rial access to devices, human and automated biases in design, and wider societal 
conditions. This range of aspects of society that participants saw as feeding into ineq-
uities highlights not only how widely control is distributed in DMH systems but also 
its dispersion to components, such as computers, that are not morally responsible in 
the way we take humans to be. The implication is that challenging inequities requires 
not only calling on human actors to discharge their duties but also reaching into 
domains where biases and disparities are mechanized to exert human control. In prac-
tical terms, participants recognized that because no single locus of control exists in 
a complex system, reversing inequities in DMH “will require approaches at multiple 
levels […] as well as for different stakeholders” (Banerjee, 2021, p. 78).

5.1 Limitations

Whatever this study’s contributions, it is important to note some of its limitations. 
First, the sample was composed exclusively of science and technology experts work-
ing in university-based DMH research and development, which will have its own 
ethical and social culture not shared by other sites of expertise. This is especially sig-
nificant given the hybrid role of academics and their colleagues as both observers and 
creators of the social meaning attached to innovations as well as participants in both 
‘academia’ and ‘industry’, which could yield dynamic and unstable identities (Jain 
et al., 2009; Lam, 2010). Future research with experts who are more firmly based in 
commercial activities may contribute by finding little appreciation of system com-
plexity or the ethical and social implications identified in this study. Second, to allow 
for a richer discussion, this study included only negative forms of ethical and social 
implications within its frame of analysis. This is even though previous research in 
AI and data ethics has used the term ‘implications’ as a deliberately broad choice not 
only capturing negative impacts “as alternative terms like ’issues’, ‘risks’, or ‘chal-
lenges’ might suggest” (Whittlestone et al., 2019, p. 6). It would be wise for research 

1 3

   24  Page 20 of 30



Digital Society

in the future to reflect a bigger picture of scholarly critique and advocacy, including 
defenses of DMH that suggest refocusing on “where DMH holds value” (Bautista & 
Schueller, 2022, p. 191) and caution against “dismissing [DMH apps] in their nascent 
stages” (Stroud et al., 2022, p. 210). Third, this study focused on faithfully unearth-
ing, rather than debating, experts’ subjective perceptions of what is ethically and 
socially at stake in DMH and therefore included more limited interrogation of their 
assumptions than perhaps a more oppositional approach to interview data (Langley & 
Meziani, 2020). Nevertheless, this study’s conception of its purpose and its findings 
could be complemented by research purposefully recruiting critical experts from sci-
ence and technology disciplines or adversarial collaborations where critical scholars 
work with DMH developers to forge consensus (Clark & Tetlock, 2023).

6 Conclusion

Some scholarship suggests that DMH “represents an ‘extreme form’ of the legal and 
ethical issues of digital medicine more generally” (Gooding, 2019, p. 2) due to the 
distinctive feasibility of remote delivery in mental healthcare and the sensitivity of 
mental health information. For these and other reasons, the experts interviewed for 
this study can thus be seen as both actors at the more feasible stage of a healthcare 
revolution and observers with special proximity to a range of sensitive implications. 
This dual function has given this small study of eleven participants added depth and 
allowed the researcher to access first-hand observations on dynamic interactions in 
socio-technical systems through the eyes of experts involved in DMH development. 
By adopting an expert interview approach, the study has made explicit science and 
technology experts’ interpretations of DMH with an aim to add to existing knowledge 
about perceptions of its ethical and social implications. Through a single theme of 
‘complexity of implications’, it has highlighted the ways in which experts understood 
the interactions between social and technical aspects of DMH systems and touched 
on issues concerning users, healthcare professionals and organizations, and society 
at large.

Returning to the idea with which this paper began, the study described here should 
encourage greater dialogue between researchers interested in the ethical and social 
implications of DMH and science and technology experts working on developments 
in the field. There are, no doubt, many interlocking barriers to such cross-pollination, 
not least DMH’s tendencies towards sparse consideration of ethical and social issues 
in scientific publications, narrow conceptions of research risks and ethical review, and 
exclusion of service user perspectives (Gooding & Kariotis, 2021). What this study 
underlines is that it is possible for research focused on ethical and social aspects, 
while using established methods and theories appropriate to such enquiry, to take 
active steps to engage the voices of participants in DMH development from science 
and technology disciplines and thereby learn from their interpretations. With other 
fields having struggled to make ethical and social analysis specific enough to guide 
practical developments (Shumpert et al., 2014), this paper frames the current deficits 
in DMH as providing an opportunity for the entire digital health field to enrich exist-
ing debates using insights from the scientific and technological community.
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Appendix 1: Interview Topic Guide

Introduction

 ● The aim of this study is to understand how technology experts conceptualize and 
address the ethical and social implications of digital mental health technologies.

 ● My final report will seek partly to identify common themes in how technology 
experts think about digital mental health and find links with expert insights from 
disciplines like philosophy and sociology.

 ● This is a semi-structured interview, so I’ll be asking you some questions for a few 
different sections that might seem a little rigid, but after you lay out your general 
answer, we can exchange ideas more freely so that I can understand your views 
and experiences.

Section 1: Getting started

a. What have you done that involves digital mental health technologies?
b. How could tools like [participant’s technology/technologies] could be used in 

practice, either in the short-term or the long-term?

Section 2: Value

a. How do you imagine tools like [participant’s technology/technologies] to be of 
ethical or social value in the future?

b. How might you measure the value of tools like [participant’s technology/tech-
nologies] to society or individuals?

Section 3: Barriers

a. What are the barriers to realising the value of digital mental health tools?
b. What can be done to ensure the potential value of digital mental health tools is 

realised in practice?

Section 4: Risks

a. What do you think are the major ethical and social risks of digital mental health 
tools?

b. Whose responsibility is it to mitigate potential risks of digital mental health 
tools?

Section 5: Consensus

a. How do people in your field reach agreement about the future of digital mental 
health tools?

b. Who should be involved in discussing the future of digital mental health tools?
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Biographical data:

 ● Age
 ● Gender
 ● Occupation
 ● Education

Closing section:

 ● Perfect. Those were the last questions that I had planned.
 ● Thank you very much for your time.
 ● Is there anything else you would like to say?
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