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ABSTRACT
Diffusion of the n-type dopant Sn in β-Ga2O3 is studied using secondary-ion mass spectrometry combined with hybrid functional calculations.
The diffusion of Sn from a Sn-doped bulk substrate with surface orientation (001) into an epitaxial layer is observed after heat treatments in
the temperature range of 1050–1250 ○C. Calculated formation energies of Sn-related and intrinsic defects show that the migration of Sn is
mediated by Ga vacancies (VGa) through the formation and dissociation of intermittent mobile VGaSnGa complexes. The evolution of the Sn
concentration vs depth profiles after heat treatments can be well described by a reaction–diffusion model. Using model parameters guided
by the hybrid functional calculations, we extract a VGaSnGa complex migration barrier of 3.0 ± 0.4 eV with a diffusion coefficient of 2 × 10−1

cm2/s. The extracted migration barrier is consistent with our theoretical predictions using the nudged elastic band method, which shows
migration barriers of 3.42, 3.15, and 3.37 eV for the [100], [010], and [001] directions, respectively.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0142671

I. INTRODUCTION

Monoclinic gallium sesquioxide (β-Ga2O3) has become a focus
of much attention as a semiconductor with high potential for appli-
cations in power electronics. The main advantage is the unique
combination of an ultra-wide bandgap of ∼4.9 eV1—leading to a
high breakdown electric field—and control of the charge carrier con-
centration over a wide range from ∼1014 to 1020 cm−3.2 This, in
conjunction with the availability of melt-grown single-crystals and
high-quality epitaxial layers,3,4 has led to rapid development of high-
voltage field-effect transistors5,6 and Schottky barrier diodes.7 Essen-
tial to this development is the precise control of dopant distributions,
which relies on a solid understanding of the dopant diffusion pro-
cess. Moreover, since dopant diffusion is almost invariably assisted
by native point defects,8 understanding dopant diffusion can also
yield insight into the interplay between dopants and defects.

Sn substituting on a Ga site (SnGa) acts as a shallow single
donor and is one of the most commonly utilized n-type dopants
in β-Ga2O3.9–13 Previous experimental studies on Sn diffusion have
focused on Sn introduced by ion implantation and subjected to

rapid thermal annealing,14–16 which is a convenient method for
doping.17,18 Recently, Tadjer et al.14 and Sharma et al.15 reported Sn
diffusivities of 1.68 × 10−13 cm2/s at 1150 ○C and 2.7 × 10−13 cm2/s
at 1100 ○C, respectively, in Sn-implanted bulk (−201) β-Ga2O3. A
strong dependence on annealing ambient was noted, where diffu-
sion was observed in O2 and suppressed in N2.15 In addition to Sn,
Sharma et al.15,19 explored the diffusion of Si and Ge implanted into
bulk (−201) β-Ga2O3 and found the diffusivity of Ge (1.1 × 10−11

cm2/s at 1100 ○C) to be significantly higher compared to Sn and Si
(4.5 × 10−12 cm2/s at 1100 ○C). We note, however, that ion implan-
tation generates defects, which can, e.g., lead to transient enhanced
diffusion, making it more challenging to model the dopant diffusion
and interpret extracted diffusion parameters.

Diffusion studies in β-Ga2O3 are also complicated by the low
symmetry of the monoclinic crystal structure. This can lead to strong
anisotropy in diffusion parameters,20 a plethora of crystallograph-
ically inequivalent defect configurations,21 and intricate atomistic
migration pathways.21,22 In view of this, first-principles calculations
for defects have been particularly valuable. For example, such calcu-
lations revealed three split Ga vacancy configurations, namely, V ia

Ga,
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V ib
Ga, and V ic

Ga, where the latter two were found to be energetically
preferred over the simple Ga vacancy on the Ga1 (VGa1) or Ga2
site (VGa1).22–25 Peelaers et al.26 have explored the diffusion mech-
anisms for Mg and N acceptor impurities based on defect formation
energies and migration barriers obtained from hybrid functional cal-
culations. Varley et al.9 reported formation energies of SnGa, but
first-principles studies on Sn diffusion are not available.

In this work, Sn is diffused from an intentionally Sn-doped
bulk substrate into an epitaxial thin film. Secondary-ion mass spec-
trometry (SIMS) is used to measure Sn concentration–depth profiles
after sequential heat treatments. The profiles are analyzed using a
reaction–diffusion (RD) model with parameters guided by forma-
tion energies and migration barriers obtained from first-principles
calculations to obtain a consistent numerical solution to the dif-
fusion equations. Migration of Sn is found to be mediated by Ga
vacancies (VGa) through the formation of mobile VGaSnGa com-
plexes, and the diffusivity of these complexes is extracted from
the RD modeling. Migration barriers for VGaSnGa are also calcu-
lated using the nudged elastic band (NEB) method,27 elucidating the
migration pathways and lattice anisotropy.

II. METHODOLOGY
A. Experimental details

The β-Ga2O3 wafer used in this study was purchased from
Novel Crystal Technology Inc. and consisted of a ∼4.7 μm thick thin
film grown by halide vapor-phase epitaxy on a Sn-doped bulk sub-
strate with (001) surface orientation. To realize diffusion of Sn from
the substrate into the epilayer, a sample was sequentially heat treated
for 30 min under pure O2 gas flow from 1000 to 1250 ○C in steps of
50 ○C.

A Cameca IMS7f SIMS utilizing a 10 keV O+2 primary ion beam
source was used to measure the concentration vs depth profiles of Sn,
Si, and Fe in the samples. Absolute Sn, Si, and Fe concentration val-
ues were obtained by measuring ion-implanted reference samples.
Depth calibration was performed by measuring the sputtered crater
depth using a Dektak 8 stylus profilometer and assuming a constant
erosion rate.

B. Computational details
1. Diffusion modeling

The differential equations used to simulate the measured Sn
diffusion profiles were numerically solved using the FLEXPDE soft-
ware.28 Profiles were modeled sequentially, i.e., SIMS data from one
temperature step were used as input for the subsequent one. Fit-
ting parameters were manually adjusted to minimize the difference
between the simulated and experimental data. The differential equa-
tions, input parameters, boundary conditions, and fitting parameters
are presented in Sec. III D.

2. First-principles defect calculations
To gain insight into the formation and migration of

Sn-related and intrinsic defects in β-Ga2O3, first-principles cal-
culations based on the generalized Kohn–Sham theory were per-
formed. We used the projector augmented wave method29,30 and

the Heyd–Scuseria–Ernzerhof (HSE)31 screened hybrid functional,
as implemented in the VASP code.32 Semicore Ga and Sn 3d elec-
trons were included explicitly as valence electrons, and the fraction
of screened Hartree–Fock exchange was adjusted to 33%, resulting in
an accurate description of the experimental bandgap (4.9 eV direct
bandgap) and lattice parameters (a = 12.23 Å, b = 3.03 Å, c = 5.79 Å,
and β = 103.8○).

For defect calculations, we employed 160-atom supercells,
a plane-wave cutoff of 400 eV and a single special k-point at
(0.25, 0.25, 0.25). Defect formation energies and thermodynamic
charge–state transition levels were evaluated using the formalism
described in Ref. 33. For example, the formation energy of Vq

Ga is
given by

Ef
(Vq

Ga) = Etot(Vq
Ga) − Etot(Ga2O3) + μGa + qEF + Δq, (1)

where Etot[Vq
Ga] and Etot[Ga2O3] are the total energies of the

supercell containing the Ga vacancy in charge state q and per-
fect crystal, respectively. The removed Ga is placed in a reservoir
with chemical potential μGa, and electrons are exchanged with the
Fermi level EF, which is referenced to the valence-band maximum
(VBM). The chemical potential is varied between the Ga- and O-
rich limits. Under Ga-rich conditions, μGa is given by the calculated
energy per atom in pure Ga (μ0

Ga). In the O-rich limit, μGa is
bounded by the thermodynamic stability condition of β-Ga2O3, i.e.,
μGa = μ0

Ga +
1
2 ΔHf(β-Ga2O3), where ΔHf(β −Ga2O3) = −10.22 eV is

the calculated heat of formation of β-Ga2O3. The chemical potential
of Sn impurities is similarly bounded by the stability of the solubility-
limiting phase SnO2. Finally, the term Δq is a finite-size correction
for charged defects, calculated here by following the scheme outlined
in Ref. 34 and 35

Defect migration barriers were calculated using the NEB
method27 with at least five images, converging the forces to within
30 meV/Å. Owing to the large number of migration barriers that
had to be considered, and the high associated computational cost,
these calculations were performed using the strongly constrained
and appropriately normed (SCAN) semilocal functional.36 The lat-
tice parameters were kept fixed to those computed using HSE (these
are anyway in close agreement with those obtained using SCAN:
a = 12.25 Å, b = 3.04 Å, c = 5.82 Å, and β = 103.8○). NEB calcula-
tions at the HSE level were then performed for the rate-limiting
step for defect migration in each crystal direction, starting from
the geometries obtained from SCAN NEB calculations. Only HSE
results are shown here. SCAN results and details of defect configu-
rations and migration pathways are provided in the supplementary
material.37

III. RESULTS AND DISCUSSION
Figure 1 shows the Sn concentration as a function of depth for

the as-grown and isochronally heat-treated sample, as measured by
SIMS. Prior to the heat treatments, the measured concentration of Sn
in the substrate was 1.4 × 1018 cm−3, followed by a sharp decrease in
the concentration at the interface between the epilayer and substrate.
Sn diffusion from the substrate into the epilayer is observed starting
at a temperature of 1050 ○C. All measured Sn diffusion profiles are
characterized by a plateau and a steep drop in concentration at the
diffusion front.
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FIG. 1. (a) Sn concentration–depth profiles for the isochronally heat-treated sample (30 min from 1050 to 1250 ○C), measured by SIMS (dots) and simulated using the RD
model (black lines). The substrate and epilayer regions are indicated. (b) Depth distribution of SnGa, VGa, VGaSnGa, and n obtained from RD modeling of the 1250 ○C Sn
diffusion profile. The effective background-donor concentration N+d used in the modeling is indicated by the black dashed line. Concentrations of other defect species in (b)
are determined via charge-neutrality considerations as described by Eqs. (6) and (7) and in the main text.

A. Formation energies and diffusion mechanism
Two different diffusion mechanisms can be envisioned for

SnGa: (i) a vacancy mechanism, where SnGa migrates by making
a series of exchanges with VGa, which can also form complexes
with SnGa, or (ii) an interstitial–substitutional mechanism, which
can occur by fast diffusion of interstitial Sn (Sni) and subse-
quent changeover to SnGa, mediated by Gai (kick-out mechanism:
Sni ⇌ SnGa + Gai) or VGa (dissociative mechanism: SnGa ⇌ Sni
+ VGa). The activation energy for these mechanisms depends on
the energy cost associated with the formation and migration of
the impurity and diffusion-mediating intrinsic defects. Formation
energies, in turn, depend on the Fermi-level position and chemical
potentials.

Figure 2 shows formation energies obtained from hybrid func-
tional calculations for the relevant point defects. In line with previ-
ous work,38 SnGa is a favorable shallow donor and strongly prefers
the octahedral Ga2 site over the tetrahedral Ga1 site (1.06 eV differ-
ence in formation energy). Both Sni and Gai are highly unfavorable
in n-type material and become relevant only for lower Fermi-level
positions and under Ga-rich conditions. In contrast, VGa exhibits
low formation energies under n-type conditions and is likely to be
present as a compensating acceptor in Sn-doped material. Note that
only the minimum formation energies over the different configura-
tions of VGa and Gai are shown in Fig. 2 (denoted Vmin

Ga and Gamin
i ).

Formation energies for all explored VGa and Gai configurations can
be found in Refs. 25 and 39.

Considering Fermi-level positions in the upper part of the
bandgap (β-Ga2O3 is primarily n-type40), interstitial–substitutional
mechanisms are unlikely to play a significant role for Sn diffusion,
even though interstitial migration barriers are generally low.39,41

Indeed, for the dissociative mechanism, the reaction SnGa → Sni
+ VGa is associated with an energy cost as high as 8.2 eV under
n-type conditions (calculated as the difference between the sum of
the formation energies of Sn2+

i and V3−
Ga and the formation energy

of Sn+Ga). In the kick-out mechanism, the reaction Gai + SnGa
→ Sni leads to a modest 0.46 eV increase in energy under n-type

conditions, but the Gai supplying the kick-out has a high forma-
tion energy, and must additionally overcome the repulsive Coulomb
interaction with Sn+Ga. The vacancy mechanism is expected to have a
far lower activation energy due to the low formation energy of V−3

Ga ,

FIG. 2. Top: formation energy of Gamin
i , Vmin

Ga (minimum formation energy over all
considered Gai and VGa configurations), Sni, SnGa1, SnGa2, V ib

GaSn, and V ic
GaSn

under O-rich (left) and Ga-rich (right) conditions. Bottom: relaxed structures
showing the V ib

GaSn and V ic
GaSn configurations.
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Ef
(V3−

Ga ) = 16.67 eV + ΔμGa − 3EF, (2)

where ΔμGa can vary from 0 eV (Ga-rich) to 1
2 ΔHf(β−Ga2O3)

= −5.11 eV (O-rich). Here, it should be pointed out that a change
from O2 to N2 annealing ambient will result in less O-rich condi-
tions, which will increase the chemical potential of Ga and, thus, the
formation energy of V3−

Ga . This will suppress the diffusion of Sn in the
vacancy mechanism, in line with the observation in Ref. 15. In addi-
tion to the low formation energy of V3−

Ga , the formation of VGaSnGa
complexes will be favorable due to the attractive interaction between
the Sn+Ga donor and V3−

Ga acceptor, as shown in Sec. III B. The activa-
tion energy for diffusion is given by the formation energy of VGa
reduced by the binding energy of the VGaSnGa complex, plus the
migration barrier of the complex,42 i.e.,

Q = [Ef
(Vq

Ga) − Eb(VGaSnGa)] + Em(VGaSnGa). (3)

Note that this activation energy assumes diffusion of already
formed SnGa donors. VGaSnGa binding energies and migration bar-
riers obtained from hybrid functional calculations are presented
in Secs. III B and III C. From the calculated activation ener-
gies, we conclude that the VGa mechanism will prevail over the
interstitial–substitutional mechanisms in the relevant Fermi-level
range. We note, however, that interstitial–substitutional mecha-
nisms might play a role in out-of-equilibrium scenarios, e.g., when
Gai are formed by ion implantation.

B. V GaSnGa complex configurations and stability
The VGaSnGa complex can potentially occur in many crystal-

lographically inequivalent configurations. The relative energetics of
31 different VGaSnGa configurations are provided and discussed in
detail in the supplementary material.37 Below, we discuss trends in
the relative stability of the different configurations and present the
binding energy of the most favorable configuration.

As mentioned, the Ga vacancy in β-Ga2O3 prefers to form split
configurations, in which VGa is shared between two Ga sites with
one Gai residing between them. Such a split vacancy could form next
to a Sn substituting for Ga or with Sn as the interstitial in the split
vacancy. Under n-type conditions, V ic

Ga is the most favorable con-
figuration of the isolated VGa, followed by V ib

Ga.25 Figure 2 shows
the relaxed structures of the corresponding split vacancies with Sn
replacing the Ga in the interstitial site, labeled here as V ic

GaSn and
V ib

GaSn. The former is found to be the preferred configuration of the
complex under n-type conditions, similar to the isolated V ic

Ga.
Sn strongly prefers to substitute on the octahedral Ga2 site over

the tetrahedral Ga1 site. The relative energetics of different VGaSnGa
configurations also correlate with the coordination environment of
Sn in the complex. Configurations involving octahedral SnGa2 are
generally lower in energy than those involving tetrahedral SnGa1.
The V ib

GaSn and V ic
GaSn configurations described above are also favor-

able in this regard, as the Sn atoms reside in the octahedral ib and ic
sites. Among the less favorable configurations involving tetrahedral
SnGa1, some are even unstable and will readily transform into other
configurations, as explained in the supplementary material.37

The binding energy of the VGaSnGa complex can be calculated
as the difference in formation energy between the complex and the
sum of the formation energies of the isolated constituents (SnGa and

VGa). For Fermi-level positions in the upper half of the bandgap,
the lowest energy V ic

GaSn configuration has a well-defined binding
energy of 1.63 eV. If the Fermi level is lowered further, VGa will trap
holes and lower its charge state, decreasing the Coulomb attraction
and VGaSnGa binding energy. By comparison, SnGa forming com-
plexes with other acceptors such as FeGa have much lower binding
energies (on the order of 0.4 eV for neutral complexes) and are not
expected to significantly influence our conclusions.

C. V GaSnGa complex migration barriers
As illustrated in Fig. 3, Ga vacancy-mediated diffusion of Sn

involves three basic processes:43 (i) exchange, where the Sn in the
VGaSnGa complex jumps into the VGa. This is the only process that
changes the location of the impurity, but it is not sufficient on its
own. (ii) Rotation, where a Ga atom that is immediately adjacent
to the Sn atom jumps into the VGa, leaving the complex in a dif-
ferent configuration/orientation. (iii) Dissociation, where a different
Ga atom jumps into the VGa and the complex is partially dissociated.
Due to the large binding energy of the VGaSnGa complex, process (iii)
will likely occur at significantly lower rates than processes (i) and (ii).
Thus, Sn migration will primarily proceed through a combination of
exchange and rotation jumps.

VGaSnGa migration barriers were calculated for 50 different
exchange, rotation, and dissociation jumps in total. The lowest
energy pathways for VGaSnGa migration in the three different crys-
tal directions of β-Ga2O3 were determined based on analysis of the
resulting barriers. Starting from the lowest energy V ic

GaSn configura-
tion, we obtain similar migration barriers of 3.42, 3.15, and 3.37 eV
for the [100], [010], and [001] directions, respectively, as listed in
Table I. Note that these are overall migration barriers consisting
of several individual jumps. Migration barriers from SCAN NEB
calculations for all individual jumps of VGaSnGa are listed in the
supplementary material,37 along with a description of the migration
pathways. Migration barriers based on a similar analysis for the iso-
lated VGa from Ref. 39 are also included in Table I. The complex
exhibits significantly higher overall migration barriers than VGa.

FIG. 3. Relaxed structure of the VGa1SnGa2 complex with arrows showing an
exchange, rotation, and dissociation type jumps for the Sn migration process. The
Ga, O, and Sn atoms are green, red, and purple, respectively, and the Ga vacancy
is indicated by a white translucent circle with dashed outlines.

APL Mater. 11, 041121 (2023); doi: 10.1063/5.0142671 11, 041121-4

© Author(s) 2023

 20 February 2024 10:52:27

https://scitation.org/journal/apm
https://www.scitation.org/doi/suppl/10.1063/5.0142671
https://www.scitation.org/doi/suppl/10.1063/5.0142671
https://www.scitation.org/doi/suppl/10.1063/5.0142671


APL Materials ARTICLE scitation.org/journal/apm

TABLE I. Binding energy (Eb) of V ic
GaSn, and overall migration barriers (Em) of

VGaSnGa and VGa for each crystal directions in β-Ga2O3, as obtained from hybrid
functional calculations. The migration barriers of VGa are from Ref. 39.

Em (eV)

[100] [010] [001] Eb (eV)

VGaSnGa 3.42 3.15 3.37 1.63
VGa 2.08 2.08 0.97 ⋅ ⋅ ⋅

This can be partially explained by the fact that Sn has to visit the
unfavorable tetrahedral site during the migration process (SnGa1 is
1.06 eV higher in energy than SnGa2).37 In addition, the low barrier
of 0.97 eV for VGa migration along [001] is made possible by a three-
split vacancy configuration,39 which does not enable migration in
the case of VGaSnGa.

D. Diffusion modeling
1. Reaction–diffusion model

The hybrid functional calculations strongly suggest a
VGa-mediated diffusion process. To model the measured Sn
concentration–depth profiles in Fig. 1(a) within this mechanism, we
employ an RD model that involves a set of differential equations
describing the relevant reactions between defects and their diffusion,
as described in Refs. 44 and 45. This model has been employed
previously to model the diffusion of Al,44,45 Ga,46 and In47 donors
in ZnO. See also Ref. 48 for a more general treatment of dopant
diffusion in semiconductors on the basis of reaction–diffusion
equations. The present model considers the formation and dissocia-
tion of mobile VGaSnGa complexes under n-type conditions through
the reaction V3−

Ga + Sn+Ga⇌ (VGaSnGa)
2−. The time evolution of the

VGaSnGa complex concentration is described by Fickian diffusion,

∂[VGaSnGa]

∂t
= DVGaSnGa

∂[VGaSnGa]

∂x2 − RVGaSnGa , (4)

with a defect reaction term RVGaSnGa describing the time evolution of
the SnGa concentration, given by

RVGaSnGa = ν[VGaSnGa] − K[SnGa][VGa]. (5)

Here, DVGaSnGa , ν, and K are the diffusivity, dissociation rate, and for-
mation rate of the VGaSnGa complex, respectively. The formation
rate is described by

K = 4πrDVGa , (6)

where DVGa is the diffusivity of VGa, and r is the effective capture
radius, which is estimated as the distance between the mobile V3−

Ga
acceptor and the Sn+Ga donor where the screened Coulomb poten-
tial energy equals the thermal energy kBT.49,50 This yields r values
between 28 and 32 Å in the studied temperature range.

In the simulations, the initial [SnGa] is determined from the
measured profile for the preceding temperature step, and the net
flux of VGaSnGa complexes at the boundaries of the measured Sn
concentration profiles is set to zero.

Considering the calculated migration barriers in Table I,
VGa is anticipated to be highly mobile in the studied tempera-
ture interval.22,39 Therefore, we assume an instantaneous establish-
ment of the thermal-equilibrium concentration for VGa, which is
controlled by the local Fermi-level position in the following manner:

[VGa] = Ns exp(
−Ef
(V3−

Ga )

kBT
), (7)

where Ns is the density of Ga sites in β-Ga2O3 and kB is the Boltz-
mann constant. The local Fermi-level position, which enters through
the VGa formation energy [see Eq. (2)], can be approximated using
the effective density of states at the conduction-band edge (Nc) and
the free electron concentration (n),45,51 resulting in

[VGa] = Ns exp(−
Ef

0(V
3−
Ga ) − 3Eg(T)

kBT
)(

n
Nc
)

3
, (8)

where Ef
0(V

3−
Ga ) is the formation energy of V3−

Ga when EF is at the
VBM, and Eg(T) is the bandgap at the simulated temperature. Nc
is calculated using an electron effective mass value of 0.28 me,52 and
n is determined from the following charge-neutrality condition:

n = p + [Sn+Ga] − 3[V3−
Ga ] − 2[(VGaSnGa)

2−
] + [N+d ]. (9)

The contribution of holes (p) in the charge neutrality can be
neglected under the relevant conditions.44 In addition to Sn, SIMS
measurements reveal the presence of Si and Fe as background impu-
rities that can affect the free carrier concentration. SiGa is another
shallow donor9 and FeGa acts as compensating acceptor under n-
type conditions.53 As discussed in Sec. III D 3, the low n in the
epilayer region plays a crucial role in impeding the Sn diffusion,
and the background impurities make an appreciable contribution to
n in the epilayer. For this reason, we include an effective
background-donor concentration (N+d ) of 2 × 1017 cm−3 in the
charge-neutrality condition, which is based on the measured con-
centrations of Si and Fe impurities in the epilayer region of the
as-received sample, assuming that all impurities are Ga substitu-
tional. This is indicated by the black dashed line in Fig. 1(b). In the
substrate region, n will be mainly dictated by the high concentration
of Sn donors.

2. Fitting parameters
The RD model contains the following fitting parameters:

DVGaSnGa , DVGa , ν, and (Ef
0(V

3−
Ga ) − 3Eg). Several possible sets of val-

ues can provide the same quality of fits to the experimental data,
i.e., a unique solution to Eqs. (4) and (5) does not exist. However,
the parameters DVGa , ν, and (Ef

0(V
3−
Ga ) − 3Eg) can be fixed or con-

strained by using experimental data and the results from our hybrid
functional calculations, as described below. A table listing the para-
meters used for the simulated profiles in Fig. 1 can be found in the
supplementary material.37

The narrowing of the bandgap from 4.9 eV as a function of
increasing temperature is extrapolated from experimental measure-
ments at temperatures from 22 up to 550 ○C by Mock et al.54 The
resulting bandgap is between 4.11 and 3.95 eV in the studied tem-
perature interval 1050–1250 ○C. We note that the bandgap decreases
with temperature scatters in the literature,54–57 and its magnitude
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has a strong influence on the value of Ef
0(V

3−
Ga ) used in the simula-

tions. However, the Ef
0(V

3−
Ga ) value for other band gaps can always

be obtained by referring back to Eq. (7); a change in Eg must be
compensated by a threefold change in Ef

0(V
3−
Ga ) to maintain the

exponential factor in Eq. (7) and, thus, the fits in Fig. 1.
Ef

0(V
3−
Ga ) is treated as a fitting parameter in the simulations but

is guided by the predicted formation energy in Eq. (2). We find that
Ef

0(V
3−
Ga ) values decreasing from 12.8 to 12.4 eV as the temperature

increases from 1050 to 1250 ○C provide the best fits to the exper-
imental data. The calculated formation energy in Eq. (2) depends
on the chemical environment and is only valid for zero tempera-
ture. To enable an approximate comparison with the value used in
the simulations, we use a tabulated value of μO for equilibrium with
1 atm O2 gas at 1150 ○C58 and assume no temperature and pressure
dependence for bulk Ga and β-Ga2O3. Under these assumptions,
a Ef

0(V
3−
Ga ) value of 14.0 eV can be estimated, which is reasonably

close to the 12.7 eV used in the simulations, considering that the
free-energy lowering due to vibrational entropy is not included in
Eq. (2).

The VGa diffusivity, which enters the formation rate K, is given
by DVGa = D0 exp (−Em(VGa)/kBT). Here, the prefactor is set on the
basis of an uncorrelated random walk, where it is approximately
given by ν0d2. We use an average distance d of 3.3 Å for Ga jumps
in β-Ga2O3 and an attempt frequency ν0 of 1 × 1014 s−3 based on the
reported Debye temperature of 738 K.59 This results in a prefactor
of 1 × 10−1 cm−2s−1. For the VGa migration barrier, we use the pre-
dicted value of 2.1 eV from Table I, which is the barrier that must be
surmounted to enable VGa migration in all three crystal directions.
We note that setting Em(VGa) to the lower value of 1.0 eV predicted
for the [001] direction has no effect on the simulated profiles, as
discussed in Sec. III D 3.

The VGaSnGa complex dissociation rate is described by
ν = ν0 exp(−Ed(VGaSnGa)/kBT). Here, the dissociation energy
Ed(VGaSnGa) is estimated as the sum of the calculated VGa migration
barrier of 2.1 eV and V ic

GaSn binding energy of 1.6 eV, resulting in
3.7 eV. In the formalism with an effective capture radius, the poten-
tial energy of the dissociated V3−

Ga is slightly reduced by the amount
of kBT, which must be subtracted from Ed.46

3. Reaction–diffusion modeling results
Figure 1(a) shows the best fits to the experimental data obtained

by using the fitting parameters described above and manually adjust-
ing the complex diffusivity DVGaSnGa . The simulated Sn diffusion
profiles exhibit close agreement with the experimental data for the
whole range of studied temperatures.

Figure 4 shows an Arrhenius plot of the DVGaSnGa values
extracted from the fitting. We obtain a diffusion coefficient of
D0 = 2 × 10−1 cm2s−1, which is close to the one used for VGa, and
an activation energy of 3.0 ± 0.4 eV. Within the RD model, this
energy represents the migration barrier of the VGaSnGa complex,
as explained in Ref. 44. This migration barrier agrees well with the
3.37 eV barrier for VGaSnGa migration along [001] obtained from
NEB calculations. Here, it should be pointed out again that the
model contains several fitting parameters that are fixed (VGa migra-
tion barrier and VGaSnGa binding energy) or guided (VGa formation
energy) by the hybrid functional calculations, which will influ-
ence the solution. However, the good agreement found between the

FIG. 4. VGaSnGa complex diffusivities used to obtain the simulated Sn diffusion
profiles shown in Fig. 1 as a function of the inverse absolute temperature. The
activation energy and prefactor obtained from the linear fit are indicated.

predicted and extracted VGaSnGa migration barrier is encourag-
ing, i.e., the extracted results are consistent with the first-principles
input.

The boxlike appearance of the measured Sn diffusion profiles
can be understood from Fig. 1(b), showing the depth distribution
of Sn, SnGa, VGa, VGaSnGa, and n resulting from RD modeling for
the 1250 ○C profile. The high Fermi-level position (high n) in the
Sn-doped substrate results in low formation energies and high con-
centrations of VGa and VGaSnGa. At the diffusion front, the drop in
SnGa concentration and Fermi-level position (lower n) results in a
steep increase in the formation energy of V−3

Ga because of its triple
negative charge state. The resulting lower concentration of VGa and
VGaSnGa drastically impedes the migration of Sn and provides a
sharp gradient in its concentration.45 As VGaSnGa complexes migrate
to and dissociate at the diffusion front, the Fermi-level position is
gradually raised by the transported SnGa donors, and the front moves
further into the epilayer.

In state-of-the-art β-Ga2O3 grown by metalorganic chemical
vapor deposition, the room-temperature free carrier concentration
can be as low as ∼1014 cm−3.2 For Sn diffusion from a doped sub-
strate or implanted layer into such material, we expect that the
effective Sn diffusivity will be further suppressed with even steeper
drops in concentration at the diffusion front (due to the strong
dependence of [VGa] on the Fermi level). To illustrate this, Fig. 5
shows two simulated profiles for a 30-min anneal at 1250 ○C, starting
from the measured SIMS profile at 1200 ○C. One profile was calcu-
lated using an effective background-donor concentration of 2 × 1017

and the other with a background-donor concentration of 1 × 1014

cm−3, in both cases keeping all other parameters fixed to those used
for the simulations in Fig. 1. The lower background-donor concen-
tration clearly leads to a slower advance of the diffusion front and
a steeper decrease in concentration. This is in line with previous
observations on Al diffusion in ZnO samples with different effective
background-donor concentrations,45 although the effect is weaker in
ZnO due to the 2—rather than 3—charge state of VZn.

Finally, it may be instructive to discuss how some of the spe-
cific choices made for the fitting parameters DVGa and ν affect the
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FIG. 5. Sn-concentration profiles before and after heat treatment for 30 min at
1250 ○C measured by SIMS (dots) and Sn-concentration profiles after diffusion at
1250 ○C (30 min) from the simulations using effective background-donor concen-
trations of 2 × 1017 cm−3 (solid line) and 1 × 1014 cm−3 (dashed line), keeping all
other RD model parameters fixed.

RD modeling results. There is a strong coupling between different
parameters in the model, with some affecting both the dissociation
and formation rate of the VGaSnGa complex.44 For example, lowering
the VGa migration barrier increases the formation rate, but the dis-
sociation energy (estimated as the sum of the VGa migration barrier
and VGaSnGa binding energy) is then lowered by the same amount,
leading to an increased dissociation rate. This is why we observe no
difference in the profiles if Em(VGa) is decreased from 2.1 to 1.0 eV.
Indeed, as shown in previous studies employing the RD model,45,46

if the transport capacity of the vacancy is greater than that of the
dopant–vacancy pair, the vacancy migration barrier will not be deci-
sive. Similarly, ν0 is inherent in both ν and DVGa . The binding energy
of the VGaSnGa complex, however, affects only the dissociation rate,
so a change here must be compensated, e.g., by a change in Ef

0(V
3−
Ga )

to maintain the fits.

IV. CONCLUSION
In summary, we have studied the diffusion of Sn donors in

β-Ga2O3 by combining SIMS measurements with first-principles
calculations. Sn diffusion from a Sn-doped bulk substrate into an
epilayer is observed in the temperature interval 1050–1250 ○C. Cal-
culated formation energies of Sn-related and intrinsic defects show
that VGa is the dominant vehicle for the Sn diffusion, where SnGa
migrates through the formation of an intermittent mobile VGaSnGa
complex. The activation energy for diffusion within this mechanism
includes the formation energy of VGa in the triple negative charge
state and is thus highly sensitive to the Fermi-level position, giving
rise to steep drops in Sn concentration between the highly Sn-doped
region and unintentionally n-type doped region. The time evolution
of the Sn diffusion profiles measured by SIMS can be well simulated
by employing a reaction–diffusion model. A VGaSnGa migration bar-
rier along [001] of 3.0 ± 0.4 eV is extracted from the simulations,
which is close to the 3.37 eV predicted from NEB calculations.

SUPPLEMENTARY MATERIAL

See the supplementary material for relative formation ener-
gies of different VGaSnGa configurations, more details on the

migration barriers and pathways, and parameters used in the
reaction–diffusion model.
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