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A B S T R A C T   

Reliable Life Cycle Assessment (LCA) of processes for valorization of CO2-rich off-gas streams requires multi-
disciplinary contributions that span the development of active and selective catalysts, reactor design, plant 
modeling and optimization, as well as environmental impact analysis. Herein, we present the design and study of 
a CO2 valorization plant through methanol-mediated (tandem) hydrogenation to light hydrocarbons, with pro-
pane as the most abundant product. A state-of-the-art PdZn/ZrO2 + SAPO-34 catalyst combination was screened 
for catalytic activity and selectivity in a wide operation range. Optimal process conditions were found at 350 ◦C, 
30–40 bar and co-feeding of CO2/CO. Kinetic parameters for the tandem reaction were extracted and used for the 
design of a multi-layer reactor, where the two catalysts are distributed according to: (i) CO2-to-methanol catalyst; 
(ii) mixed catalyst bed, and; (iii) methanol-to-hydrocarbons catalyst. This configuration outperformed the con-
ventional dual bed and mixed bed reactor configurations in terms of process design. A Life Cycle Assessment of 
the plant suggested that a substantial decrease in the global warming impact of propane production will be 
highly driven by using green hydrogen from either solar or wind sources, although the comparison with fossil- 
derived propane indicated already a reasonable improvement even when using grey hydrogen from natural gas.   

1. Introduction 

Increasing greenhouse gas (GHG) emissions, especially anthropo-
genic CO2, is outpacing nature’s carbon cycle, and has become an urgent 
threat to humankind because of the expected global warming, sea level 
rise or ocean acidification [1]. The Paris Agreement requires global CO2 
emissions to halve by 2030, reaching net zero by 2050, to limit the 
global warming below 2 ◦C [2,3]. On this matter, Carbon Capture and its 
Storage and Utilization (CCS and CCU) have emerged as key technolo-
gies in an attempt to mitigate the imminent global warming. Briefly, CCS 
technologies offer lasting mitigation of fossil-based CO2 emission, while 
CCU technologies may replace fossil-based processes for producing fuels 

and chemicals, thereby reducing future CO2 emissions [4,5] and 
contributing to a circular carbon economy [2]. 

Among the technologies for CO2 utilization or valorization, ther-
mocatalytic hydrogenation to methanol, methane or liquid fuels seem 
more promising. Kamkeng et al. [6] reviewed the state-of-the-art of most 
of these valorization routes and concluded that indeed CO2 hydroge-
nation presents the highest feasibility for industrial implementation 
with a Technology Readiness Level (TRL) of 9 and the highest capability 
for net CO2 used (1.0–2.6 ton CO2 per ton of product). As the main 
drawback, CO2 hydrogenation requires the highest utility consumption, 
and therefore the highest OPEX (operation expenses), which is mainly 
due to the highly energy-demanding pressurized H2 [7]. A more specific 
study on green methanol production reported by Sarp et al. [8] indicates 
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that at least 89% of the energy required for CO2 hydrogenation will be 
used for H2 production by water splitting. These authors demonstrated 
that CO2 hydrogenation and CO2 electrolysis could produce methanol 
with a similar energy use to that needed in the current process from 
natural gas (around 12 kWh per kg of MeOH) with negative Net GHG 
emission of ca. − 0.77 kg CO2 equivalents per kg MeOH (assuming all 
renewable energy sources). The main parameters that seem generally 
accepted in the wide literature are the necessity of coupling CO2 valo-
rization technologies with renewable energy sources (RES) [6–12] and 
the leading position of CO2 thermocatalytic hydrogenation among the 
other technologies for large-scale implementation. In fact, Carbon 
Recycling International was a pioneer in the field, and commercialized 
in 2012 the so-called George Olah renewable methanol plant in Iceland 
[13]. This plant uses large-scale water electrolysis and achieves a 
methanol production of 4 kton per year with CO2 recycling capacity of 
5.5 kton per year using geothermal energy. 

Industrial CO2 hydrogenation has generated much attention in the 
research community in the last years, with an increasing number of 
works studying the CO2-to-methanol process, plant design, techno- 
economic and life cycle assessments (LCA). Most of the work has been 
done within the boundaries of the CO2 hydrogenation plant, performing 
optimizations of the process parameters [14], estimations of the maxima 
CO2 abated [15], or required costs (methanol and H2 price or CO2 tax) to 
make a green methanol plant affordable [16–19]. Khojasteh-Salkuyeh 
et al. [20] performed a more specific study on the thermal efficiency 
of methanol production plants, and concluded that CO2 hydrogenation 
can produce methanol more efficiently than dry reforming (48% vs 41% 
LHV) but still far from the conventional route (autothermal or steam 
reforming of methane) (68%). Nevertheless, their LCA suggested that 
CO2 net zero emissions will be only achieved with very low electricity 
GHG intensity, making necessary the use of RES, especially for H2 pro-
duction. For this reason, an increasing number of studies are now 
extending the boundaries of the studies to technologies for carbon 
capture and H2 production [10,12,21], to the comparison of different 
sources of water splitting [11] or to purely the analysis of H2 cost for 
making CO2 valorization cheaper [1]. But this factor may have over-
shadowed the most recent advances on catalytic systems for CO2 hy-
drogenation, as most of the work is done using kinetic models for the 
classic Cu-ZnO-Al2O3 catalyst, which performance is inferior to most 

state-of-the-art catalysts [22]. This is understandable because it requires 
a multidisciplinary effort to extract kinetic models from homemade 
catalysts under realistic reactor conditions and implement them into 
plant design models [7]. 

In the last decade, substantial research has been devoted to seek out 
new promising catalysts for converting CO2 and H2 to methanol. Among 
them, metal oxides and mixed metal oxides stand out [23–26]. 
Furthermore, main effort is now focused on the in situ transformation of 
the formed methanol to hydrocarbons by adding an acidic catalyst in a 
direct process from the abated CO2 to chemicals or fuels. Although the 
optimization of reaction conditions for this tandem approach is chal-
lenging, the combination of these metal oxides with SAPO-34 (the 
commercial methanol-to-olefins catalyst) has provided encouraging re-
sults. Different authors have systematically reported increases in CO2 
conversion with respect to the methanol synthesis, negligible deactiva-
tion by coking of the zeotype, light hydrocarbons selectivities above 
60% and a significant mitigation of CO and methane production per pass 
[27–29]. In a previous contribution, we reported the superior catalytic 
performance of the combination of a PdZn/ZrO2 oxide with SAPO-34, 
obtaining CO2 conversion of 40%, selectivity to C2-C4 hydrocarbons of 
73% and excellent catalyst stability [30]. The encouraging results 
inspired us to translate these notable advances to the design of a CO2 
valorization plant for evaluating their impact by developing kinetic 
models for these specific catalytic systems. 

Ab initio computation has played a big role for the development of 
state-of-the-art catalysts [23,25,31]. However, the integration of ab 
initio-based kinetics with reactor design models makes the mathematical 
problem too complex to incorporate into a plant simulation [32]. Sim-
plifications of microkinetic models have been proposed with the aim of 
reproducing experimental observations of product distribution [33], but 
lumped macrokinetic models based on reactor performance are the 
optimal approach to design and simulate reactors [34–36]. Herein, we 
present a kinetic model that efficiently predicts the performance of our 
previously introduced PdZn/ZrO2 + SAPO-34 catalyst. The model has 
been applied for the design of a multi-layer packed bed reactor. Different 
to the two-stage approach (CO2 to methanol + methanol to hydrocar-
bons in different reactors), here we take advantage of the in situ reaction 
of methanol to shift CO2/methanol equilibrium in the main layer of the 
reactor, while avoiding temperature runaways at the entrance of the 

Nomenclature 

CCU Carbon Capture and Utilization 
Ej apparent activation energy of each j step of the reaction 

network, J mol-1 

F, Fk total molar flow rate through the reactor or through each 
control volume surface k, mol s-1 

GHG greenhouse gases 
GWP global Warming Impact 
h enthalpy of a stream, J mol-1 

i index for compounds 
j index for reaction steps 
k index for elements of the discretization 
Ki adsorption constant of each i compound, Pa-1 

Kj equilibrium constant of each j step of the reaction network 
kj kinetic constant of each j step of the reaction network 
k*j kinetic constant of each j step of the reaction network at 

the reference temperature 
L catalytic bed length, m 
LCA life cycle assessment 
nc, ne number of compounds and experiments, respectively 
Pi partial pressure of each i compound, Pa 
Pz total pressure in each z position of the reactor, Pa 

Qk heat source in each k control volume, J s-1 

R universal gas constant, J mol-1 K-1 or catalytic bed radius, 
m 

RES renewable sources of energy 
r catalytic bed radial position, m 
rj reaction rate of each j step of the reaction network, mol kg- 

1 s-1 

S reactor cross-section, m2 

T* reference temperature, 623 K 
yi, ye

i calculated and experimental molar fraction of each i 
compound, respectively 

z catalytic bed axial position, m 
∇T temperature gradient in the axial or radial position, K m-1 

δSk section of each k control volume, m2 

δVk volume of the control volume k, m3 

δz length of each k control volume, m 
λeff,k thermal conductivity through the control volume surface k, 

J m-1 K-1 s-1 

νij stoichiometric coefficient of each i compound in each j 
reaction step 

ρ bed density, kg, m-3 

ωi weight factor considered for each i compound  
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reactor with a PdZn/ZrO2 layer and methanol downstream with a pure 
SAPO-34 layer. To these operating advantages, the clear benefit of 
operating in one unit and the potential savings in reactor cooling are also 
worth of mentioning. The multi-layer reactor system was then imple-
mented in a simulation model of a CO2 hydrogenation plant to directly 
produce hydrocarbons, a strategy barely studied in literature at process 
design scale. The potential performance of the plant has been analyzed 
including the main environmental impacts by means of LCA. These 
impacts have been compared to the estimated environmental cost of 
producing propane at a refinery from crude oil, suggesting improve-
ments in most of the analyzed categories. 

2. Methodology 

2.1. Experimental runs 

CO2 hydrogenation experiments were carried out in a packed bed 
reactor using a physical mixture of PdZn/ZrO2 catalyst and commercial 
SAPO-34 (ACS materials). Briefly, the PdZn/ZrO2 catalyst was prepared 
by adding 10 g of Zirconium(IV) oxide (Merck) to a solution of 3.4 g Zn 
(NO3)⋅6 H2O (Merck) and 0.33 g Pd(NO3)2 (Merck) in 7 ml of water. The 
mixture was stirred for about 15 min, and then evaporated under stirring 
at 65 ◦C. Afterwards, the material was dried at 200 ◦C for 1 h and 
calcined at 500 ◦C for 5 h. The calcined catalyst was reduced for 1 h in 
hydrogen at 400 ◦C (ramp 5 ◦C min− 1), to form the active PdZn alloy 
species, and finally passivated at room temperature in 1% O2 in N2 to 
stabilize the active function. More details on catalyst synthesis and 
characterization can be found elsewhere [30]. 

The PdZn/ZrO2 catalyst and SAPO-34 were pelletized together in a 
1/1 mass ratio and sieved to a particle size of 150–250 µm. The catalytic 
tests were carried out in a sixteen channel Flowrence test rig from 
Avantium, provided with a membrane-based pressure controller and 
mass flow controllers for inert and reactant gas feeds. Prior to reaction, 
the samples were pretreated in situ in the reactor under a 10%H2 (in 
inert) continuous flow at 400 ◦C for 4 h, to remove water and adsorbed 
species from SAPO-34 pores and ensure the state of the active PdZn alloy 
species. Then, reactors were pressurized and each group of four reactors 
was set to a different reaction temperature before the reactant mixture 
consisting of H2, CO2, CO and He as internal standard was fed into the 
sixteen reactors. In all cases, one of the reactors in each group of four 
was used without catalyst as a blank. A wide range of operating condi-
tions was tested in order to develop the kinetic model, with the central 
point of the experimental design being 350 ◦C and 40 bar. Altogether, 46 
different sets of conditions were tested with at least three repetitions 
under the following conditions: temperature of 325–400 ◦C; pressure of 
20–50 bar; GHSV of 1500–24000 cm3 h− 1 g− 1; H2/COx of 3, CO2/COx of 
1, 0.5 and 0 (with COx being CO2 + CO) and time on stream 12 h. 

Reaction products were analyzed online in a Gas Chromatograph 
(Agilent 7890B) provided with three detectors, a TCD and two FIDs. The 
TCD was equipped with two Haysep precolumns and a MS5A column for 
separation of He, H2, CH4, CO2 and CO. FIDs were equipped with Gaspro 
and an Innowax columns for the separation of C1–C8 hydrocarbons and 
DME, and oxygenates and aromatics, respectively. Reactions were 
monitored by conversion and selectivity indexes, which are defined in 
the Section S1 of Supplementary Material. 

2.2. Kinetic model methodology 

The kinetic model for the tandem conversion of CO2 to light hydro-
carbons was developed by using the convection-dispersion-reaction 
equation for each compound in the reaction medium. Due to the 
reactor characteristics, isobaric and isothermal conditions were assumed 
(reactor diameter of 2 mm and less than 5 cm bed height). Moreover, 
pure convective transport was assumed, with negligible radial disper-
sion due to the small diameter of the reactor, and negligible axial 
dispersion, with Re values of ca. 105 at the used flow conditions. 

Deactivation was not observed during long-time experiments and after 
the catalyst pretreatment in H2 and the first hours of reaction, steady 
state was reached (see details in the Section 3.1). With this assumption, 
the reactor can be modeled using the steady-state design equation for a 
packed bed reactor. Then, the molar fraction of each i compound (yi) can 
be expressed as 

1
S

d(Fyi)

dz
= ρ

∑

j
νij rj (1)  

for a catalytic bed length 0 < z < L, where S is the reactor cross-section, 
F is the total molar flow rate, ρ is the bed density, νij is the stoichiometric 
coefficient of each i compound in each j step of the reaction network and 
rj is the reaction rate of each j step of the reaction network, described by 
the reactions occurring through interaction with both functions of the 
catalyst: Hydrogenation on the metal alloy/oxide and MTH chemistry on 
the SAPO-34: 

CO2 + 3H2⇄1 CH3OH + H2O (2)  

CO2 + H2⇄2 CO + H2O (3)  

CO + 2H2⇄3 CH3OH (4)  

CO+ 3H2⟶4 CH4 +H2O (5)  

2CH3OH + H2⟶5 C2H6 + 2H2O (6)  

3CH3OH + H2⟶6 C3H8 + 3H2O (7)  

4CH3OH + H2⟶7 C4H10 + 4H2O (8) 

On the metal alloy/oxide function, the following reactions were 
considered: CO2 hydrogenation to methanol (reaction 1, Eq. (2)), 
reverse water-gas shift (reaction 2, Eq. (3)), CO hydrogenation to 
methanol (reaction 3, Eq. (4)) and the undesired formation of methane 
from CO (reaction 4, Eq. (5)). On the other hand, methanol conversion to 
ethylene, propylene and butenes was assumed to proceed over the 
SAPO-34 [37]. Nevertheless, our previous observations suggest that the 
presence of high partial pressure of H2 and this Pd-containing catalyst 
led to fast hydrogenation of unsaturated hydrocarbons to ethane, pro-
pane and butanes [30], thereby contributing to reactions 5–7 (Eqs. (6)– 
(8)). 

Reaction rates (rj) are defined by Langmuir-Hinshelwood equations 

r1 =
k1

(
PCO2 P3

H2
−

PCH3 OHPH2 O
K1

)

(
1 + KCO2 PCO2 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
KH2 PH2

√ )2 (9)  

r2 =
k2

(
PCO2 PH2 −

PCOPH2 O
K2

)

(
1 + KCO2 PCO2 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
KH2 PH2

√ )2 (10)  

r3 =
k3

(
PCOP2

H2
−

PCH3 OH
K3

)

(
1 + KCO2 PCO2 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
KH2 PH2

√ )2 (11)  

r4 =
k4PCOPH2

(
1 + KCO2 PCO2 +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
KH2 PH2

√ )2 (12)  

r5 =
k5PCH3OH

1 + KH2OPH2O
(13)  

r6 =
k6PCH3OH

1 + KH2OPH2O
(14)  

r7 =
k7PCH3OH

1 + KH2OPH2O
(15) 
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where kj is the kinetic constant of each j step of the reaction network 
(Eqs. (2)–(8)), Kj is the equilibrium constant of each j step, Pi is the 
partial pressure of each i compound and Ki is the adsorption constant of 
each compound (CO2, H2 and water). For those hydrogenation reactions 
that take place on the metal alloy/oxide, the adsorption of CO2 and the 
dissociative adsorption of H2 were considered in a single site as no sig-
nificant improvement was observed by Ghosh et al. [38] when two 
different sites were considered. The equilibria of the first three reactions 
are considered using the empirical correlations with temperature pro-
posed by Iluita et al. [39] (detailed in Section S2 of Supplementary 
Material), and kinetic constants (kj) are defined with a reparameterized 
form of the Arrhenius equation 

kj = k∗j exp
[

−
Ej

R

(
1
T
−

1
T∗

)]

, (16)  

where k*j is the kinetic constant of each j step of the reaction network at 
the reference temperature T* (623 K), Ej is the apparent activation en-
ergy of each j step of the reaction network and R is the universal gas 
constant. 

The system of partial differential equations was transformed into a 
system of ordinary equations and solved using a finite-difference dis-
cretization method and a Runge-Kutta method of orders 1–5. Detailed 
conservation equations and boundary conditions can be found in Sec-
tion S2 of Supplementary Material. The reactor model was solved by 
iterative computation to optimize the k*j, Ej and Ki parameters. For that, 
an objective function to be minimized was defined based on the sum of 
square errors (SSE) between calculated and experimental data 

SSE =
∑nc

i=1
ωi

∑ne

n=1

(
yi − ye

i

)
2

n

, (17)  

where yi and ye
i are the calculated and experimental molar fractions of 

each i compound, respectively, ωi is the weight factor considered for 
each i compound and nc and ne are the number of compounds and ex-
periments, respectively. 

2.3. CO2 valorization plant design 

A CO2 valorization plant to produce light hydrocarbons was designed 
and simulated using the computed kinetics from experimental data. The 
core part of the plant is the reactor, which, like our experimental setup, 
consists of a packed bed reactor. In this case, the numerical imple-
mentation of the reactor model does not only solve the pseudo- 
homogeneous conservation equations of mass, but also of energy and 
momentum. Due to the upscaling of the reactor volume, the discretiza-
tion scheme used is based on a finite volume method, accounting for the 
axial and radial directions, which provides a non-linear equation system 
(assuming steady-state conditions), numerically solved using a Newton 
solver. Then, for each k infinitesimal control volumes: 
∑

k
Fk yi + δVk ρ

∑

j
νij rj = 0 (18)  

∑

k
Fk h −

∑

k
λeff ,k∇T δSk +Qk = 0 (19)  

Pz − Pz− δz =
dP
dz

δz (20)  

defined for axial positions 0 < z < L, radial positions 0 < r < R, and 
where Fk is the total flow rate through the control volume surface k, δVk 
is the volume of the control volume k, h is the enthalpy of the Fk stream 
and depends on its composition and temperature, λeff,k is the thermal 
conductivity through the control volume surface k, ∇T is the tempera-
ture gradient in the axial or radial position, δSk is the section of each k 
control volume, Qk is the heat source in each k control volume, Pz is the 

pressure in each z position of the reactor, δz is the length of each k 
control volume and the pressure derivative with respect to the position is 
considered a function of the linear velocity, density and viscosity of the 
fluid stream. Reaction rates (rj) are those calculated from our kinetic 
model and considering spherical or close to spherical particles, corre-
lations for radial bed conductivity and the wall heat transfer coefficient 
(λeff) are available in the literature [40]. Detailed conservation equations 
and boundary conditions for this three-dimensional reactor model can 
be found in Section S2 of Supplementary Material. 

The in-house programmed reactor was integrated into the process 
simulation plant detailed in Fig. 1, designed and simulated using Uni-
Sim® R480 (Honeywell®). The CO2 valorization plant consists of three 
stages: Compression stage, reaction stage and separation stages. CO2 and 
H2 are the two main feeds to the plant, considered to be produced in 
external facilities (see below). Feeds were considered at standard con-
ditions of temperature and pressure and compressed using isentropic 
compressors with adiabatic efficiencies of 75% (A in Fig. 1). Compressed 
feed mixture is then heated to the reaction temperature and mixed with 
the recirculated stream before they are sent to the reactor. Reactor 
model was simulated using the kinetic model developed from experi-
mental data and a three-layer design detailed below (B in Fig. 1). 
Downstream to the reactor, the outlet stream is condensed (C in Fig. 1), 
leading to the recirculation stream (uncondensed stream), an organic 
hydrocarbon phase (including the main products) and an aqueous phase. 
The condensation temperature is limited by ice formation to > 0 ◦C but 
should be as low as possible to achieve the best possible condensation. 
Light species like methane, which are formed in undesired side re-
actions, are recycled to the reactor together with unconverted H2/CO2/ 
CO gas and tend to accumulate in the gas recycle. To remove these 
species from the gas recycle loop, a gas purge is required. The purge rate 
depends on the feed stream purities as well as on the reaction conversion 
and selectivities. For our pure reactant stream, a purge ratio of 1 wt% 
was considered. The hydrocarbon phase from the decanter as well as the 
gas purge are first dried (D and E in Fig. 1) and rectified (F in Fig. 1). 
Under dry conditions, no ice can be formed and the condenser temper-
ature can be reduced below 0 ◦C. A lower condenser temperature im-
proves the product recovery. A good separation is achieved at ca. − 20 
◦C. Rectification is required in order to separate C3+ hydrocarbons from 
light gases (F in Fig. 1). An improvement of ethane separation will 
require extra separation stages and more expensive operations, which is 
out of the scope of the current study. The overhead product of the 
rectification column is a gas mixture with condenser temperature dew 
point, avoiding further condensate at the available temperature. 

For the steady-state simulation of the plant, NRTL (Nom-Random 
Two Liquid) model was used for the calculation of the activity coeffi-
cient on the liquid phase, and SRK (Soave-Redlich-Kwong) equation of 
state was used for the vapor model [41]. Inside the UniSim® environ-
ment, convergence and mass balance closure were achieved by a 
Modified Inside-Out algorithm with adaptive damping factor [42]. The 
reactor and plant model simulations were decoupled to avoid in-
consistencies related to the mass balances due to the different tolerance 
levels required to converge each model. From computation level, pro-
cess simulation defines reactor feed, whereas the reactor model provides 
the process model with the outlet product stream. To optimize compu-
tation time and accuracy, a conversion reactor was applied on the pro-
cess model level, with conversions calculated by the three-layer reactor 
model. Starting with an initial guess, only a few iterations were required 
to converge both models. 

The plant was simulated for a target valorization of 100 kg h− 1 of 
pure CO2, which corresponds to an approximate capacity of ca 700 ton 
CO2 y− 1. The H2 stream was adjusted to provide stoichiometric ratio in 
the reactor feed. This optimizes the maximum allowed equilibrium 
limitation and maximizes the plant operation potential due to the severe 
restriction of the process. For an overall process reaction where CO2 is 
aimed to be converted to propane (even considering ethane and butane 
the average carbon number of the products is close to 3), a 
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stoichiometric ratio of H2/CO2 = 10/3 (a bit higher than experimental 
values) will maximize the allowed equilibrium conversion, and was the 
used feed ratio in our simulations. 

2.4. Life cycle assessment 

A Life Cycle Assessment (LCA) of the simulated plant was carried out 
to assess whether the use of CO2 containing process gases from industry 
in the carbon capture and utilization (CCU) process for producing pro-
pane would have a positive environmental impact, when compared to 
the conventional production of propane and use of the process gases. 
The gate-to-gate LCA study was based on the process design of the CO2 
valorization plant. Two scenarios were considered, a baseline scenario 
and a CCU scenario (Fig. 2a). Fig. 2b details the LCA system boundaries. 
In the baseline scenario, propane is produced at a refinery from fossil 
sources. In the CCU scenario, the system boundary considers the CO2 
containing process gas as input and includes the CO2 valorization plant 
and additional processes needed to produce CO2-based propane, such as 
hydrogen production. The purification of the CO2 source or the effect of 
impurities on the process kinetics were not considered and are out of the 
scope of this work. As this process gas usually contains a small amount of 
hydrogen (2.7 vol%), this was deducted from the hydrogen re-
quirements at the plant. All assumption for the studies are detailed in 
Section S6 of the Supplementary Material. 

The impact of the CO2 valorization plant was evaluated at different 
deployment timelines, by assuming different average European grid 
electricity mixes (Table S3). The choice of electricity mix has an impact 
on the Global Warming Potential (GWP) impact of the CO2 valorization 
plant. This is linked to the compression of the input hydrogen and CO2, 
and to the purge gas (a mix of C1-C2 products). The purge gas is assumed 
to be combusted to produce electricity, which reduces the need to 
generate electricity from the grid. This electricity receives a GWP credit 
proportional to the GWP impact of the electricity mix. The wastewater 

generated in the plant is assumed to be sent for municipal wastewater 
treatment. 

For the LCA study, a model was created to represent the CO2 valo-
rization plant using the LCA software GaBi. A functional unit was 
defined to allow an accurate comparison between the baseline case and 
the CCU scenario. A functional unit of 1 kg of propane was chosen 
(Fig. 2b), as this is the most abundant hydrocarbon in the product stream 
(Table S2, 81% propane, 19% butane). An alternative functional unit 
could have been LPG, as the chemical composition is similar to that of 
the CO2 valorization plant product. Neither propane nor LPG have 
specific production lines, so the environmental impacts are estimated 
based on allocation methodologies from the overall environmental im-
pacts of the production process. Additionally, LPG is an intermediate 
product, whereas propane is considered a final product with more 
defined markets and uses. For these reasons, a functional unit of 1 kg of 
propane was chosen. In LCA methodology, to estimate the environ-
mental impact in processes that produce more than one product, 
different allocation methods can be used to divide the overall environ-
mental impact of a process between the different products (and by- 
products). In this case, for the environmental impact of propane, we 
used a database from Sphera that uses allocation by mass and net 
calorific value. The inventory data for propane production from crude 
oil covered the entire supply chain of the refinery products, including 
well drilling, crude oil production and processing and transportation. 

The main impact category considered was the Global Warming Po-
tential (GWP), but four mid-point indicators were also evaluated: 
Abiotic Depletion (ADP), Acidification Potential (AP), Eutrophication 
Potential (EP) and Photochemical Ozone Creation Potential (POCP). The 
definition of these indicators and databases for this study are detailed in 
Section S6 of the Supplementary Material. The characterization factors 
for transforming inventory data into impact assessments were based on 
CML 2001 methods. The method used is CML 2001 updated in January 
2016, as this methodology is used by the International Environmental 

Fig. 1. Overall scheme of the simulated CO2 valorization plant to produce light hydrocarbons. A: Compression stage; B: Multi-layer packed bed reactor; C: 3-phase 
separation; D: Liquid phase dryer; E: gas phase dryer; F: Rectification. 

Fig. 2. (a) Life Cycle Assessment scenarios and (b) system boundaries.  
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Product Declaration (EPD) System [43], as a default for product category 
rules, and is advised in the TEA and LCA guidelines for CCU [44]. 

3. Results and discussion 

3.1. Kinetic model and experimental data fitting 

The kinetics of CO2 hydrogenation over the PdZn/ZrO2 catalyst 
mixed with SAPO-34 was studied in a packed bed reactor in a wide range 
of operating conditions to obtain reliable development and fitting of the 
kinetic model. Experimental runs were designed accounting for the 
optimal conditions for this catalyst, which was in-depth studied in our 
previous work [30]. From that, we observed that a minimum tempera-
ture of 350 ◦C was necessary to activate the hydrocarbon pool mechanism 
to convert methanol into hydrocarbons. In addition, with the overall 
plant design in mind, the separation of the most abundant hydrocarbons 
in the effluent would be difficult above their critical pressure (ethane, 
ca. 48.7 bar and propane, ca. 42.5 bar). For those reasons, 350 ◦C and 
30–40 bar were selected as the optimal operation conditions of the 
plant. A set of reactions at conditions surrounding the central point of 
the experimental design was carried out, and different gas hourly space 
velocity (GHSV) values were tested at any given conditions. Due to the 
necessity of recirculation in this kind of chemical process, the difficulty 
of CO2/CO separation and the observed catalytic activity for CO hy-
drogenation, experiments with CO2/CO co-feeds and pure CO were also 
evaluated. Table S1 summarizes all tested conditions also including COx 
conversion (CO2 + CO, see index definition in Section S1 of the Sup-
plementary Material). 

Fig. 3 shows an evaluation of the effect of the main reaction variables 
on the catalytic performance. Fig. 3a illustrates the effect of temperature 
on conversion, CO selectivity and hydrocarbon distribution. Please note 
that COx conversion is lower than CO2 conversion (hollow vs solid 
symbols in Fig. 3) because CO is considered as unreacted feed. CO2 
conversion increases from 325 to 350 ◦C, reaching a plateau at higher 
temperatures. Nonetheless, regarding the evolution of COx conversion 
and CO selectivity, this behavior is caused by a promoted formation of 
CO through the reverse water gas-shift reaction. This is a known endo-
thermic reaction (ΔH298, 41 kJ mol− 1), therefore favored at high tem-
peratures. Otherwise, hydrogenation of both CO2 and CO to methanol is 
exothermic (ΔH298, − 49.5 and − 92 kJ mol− 1, respectively [5]), which 
promotes the production of methanol at the lowest possible tempera-
ture. Regarding the hydrocarbon distribution of Fig. 3, C3 is the main 
fraction at all conditions. It is worth noting that all observed hydro-
carbons are paraffins because of the ability of the Pd-containing system 
to hydrogenate olefins [30]. Methane production over the hydrogenat-
ing catalyst is also increased with temperature, where the rates of all 

reactions are promoted. Methane is another C1 product that should be 
avoided due to separation restrictions. 

The effect of total pressure on reaction parameters is shown in 
Fig. 3b. As expected by the stoichiometry of the reaction (Eqs. (2) and 
(4)), CO2 conversion increases with total pressure, which is very 
noticeable from 20 to 30 bar. Here, COx conversion increases following 
the same tendency to that of CO2 conversion, with CO selectivity being 
maximum at 30 bar (ca. 60%). Methane selectivity is roughly constant in 
the studied pressure range and C2 selectivity significantly decreases 
upon increasing pressure leading to a promotion of C3 selectivity. This 
behavior was previously ascribed to an inhibition of polymethylbenzene 
dealkylation (unimolecular reaction and the main source of ethylene) 
during the MTH reaction at high pressure [45]. 

Co-feeding CO in a 50 vol% mixture with CO2 or reactions with pure 
CO lead to a COx conversion increase from 11.5% (Figs. 3b) to 16.2% 
and 18.3%, respectively, at 350 ◦C and 30 bar (Fig. 3c). Hydrocarbon 
distribution is very similar with a slight increase in methane selectivity. 
This suggests that it should be mainly produced from CO (Eq. (5)). At 
400 ◦C and 40 bar, this behavior is even more noticeable. COx conver-
sion increases from 8.3 (Fig. 3a) to 37.5% (Fig. 3c) with a methane 
selectivity (among hydrocarbons) up to 15.5%. The higher difference at 
400 ◦C is mainly due to the higher thermodynamics constraints of CO2 
hydrogenation vs CO hydrogenation. This, along with the high produc-
tivity of methane, makes this temperature unfeasible from an operation 
point of view. For all these reasons, 350 ◦C should be considered as the 
optimum operating temperature for the process. As an unequivocal 
metric of reactor performance, the yield of liquefied petroleum gases 
(LPG, product of interest C2-C4) is defined in Section S1 of the Sup-
plementary Material, and plotted in Fig. S1 at the previously discussed 
conditions of the experiments in Fig. 3. LPG production is maximized at 
350 ◦C, 50 bar and feeding CO (Fig. S1). 

All results derived from experiments at the conditions highlighted in 
Table S1 were used for the development of the steady-state kinetic 
model. The PdZn/ZrO2 + SAPO-34 catalyst combination showed a fairly 
stable performance during CO2 hydrogenation to hydrocarbons. 
Although one could have expected deactivation by coking due to the 
nature of MTH reaction, our previous observations suggested that it does 
not affect catalyst activity in a great extent at the targeted conditions 
here [30]. Moreover, regeneration cycles were carried out, even in those 
cases where deactivation was not observed, to ensure the stability of the 
catalyst after the thermal treatment. Raman spectroscopy indicated the 
incipient formation of coke after reaction with a total content of coke 
lower than 4 wt% (ex situ measurements after reaction). Furthermore, 
significant changes were not observed in the PdZn/ZrO2 catalyst func-
tion after the reactions, meaning that sintering or migration of metallic 
component can be neglected as a source of deactivation as well. As an 

Fig. 3. Effect of (a) temperature (at 40 bar) and (b) total pressure (at 350 ◦C) on CO2 and COx conversion, CO selectivity and hydrocarbon distribution. (c) COx 
conversion and hydrocarbon distribution for CO2/CO co-feed and CO hydrogenation at selected temperatures and pressures. GHSV = 3000 cm3 h− 1 g− 1, H2/COx 
= 3/1. 
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example, Fig. S2 shows the stable evolution with time during 72 h (at 
the central experimental conditions: 350 ◦C and 40 bar) achieved by this 
catalytic system after a short initial stabilization. 

The above-introduced model was used and after experimental data 
fitting, the optimal parameters that minimized the objective function 
(Eq. 17) are summarized in Table 1. The deviations of the parameters 
(95% confidence intervals) were estimated from the discrepancies be-
tween experimental data and model accuracy. Kinetic parameters and 
adsorption constants were in the range of previous studies [7,30], and 
apparent activation energies are also similar to those reported by other 
groups in similar systems [38]. Please note that in most experimental 
results, CO2-to-methanol reaction (Eq. 2) is in equilibrium (see below) 
aiming at maximum CO2 and COx conversion. This fact decreased the 
accuracy of individual step kinetics computation. For this reason, the 
estimated deviation for k1 is high and the computation of a reliable 
apparent activation energy was not possible. Recently, Lacerda de Oli-
veira et al. [33] proposed a kinetic model for COx hydrogenation at 
different levels of refinement using as a base a microkinetic model 
derived from DFT calculations. Herein, we have used their value of 
apparent activation energy as a starting guess and a small refinement of 
the parameter was performed due to the differences in the catalytic 
system. Besides, the best fitting of methane concentration was found 
without considering reversible reaction and assuming order 1 for CO and 
H2 instead of considering the stoichiometry of the reaction. This was due 
to the low extent of this reaction in most cases and the difference in 
methane productivity between reactions with CO2 or CO in the feed 
(significantly higher for the latter). Regarding hydrocarbon production, 
the primary products derived from MTH chemistry are C2, C3 and C4 
olefins, which are rapidly hydrogenated to paraffins and cannot be 
properly quantified experimentally. To maintain the level of signifi-
cance, only one apparent activation energy, common for hydrocarbon 
pool mechanism reactions, was considered. The value of this energy was 
estimated to be ca. 84 kJ mol− 1, higher than most of the metal alloy/-
oxide function-related reactions (reactions 2–4. Eqs. (3)–(5)), but lower 
than the activation of CO2-to-methanol reaction. 

Fig. 4a and b show a comparison between calculated and experi-
mental data under the most relevant operating conditions: 350 ◦C and 
30 bar (Fig. 4a) or 40 bar (Fig. 4b) for pure CO2 feed (central point of the 
experimental design). As observed, the evolution with space time of the 
C-containing products is well predicted by the model. In both cases, CO2 
simulated conversion match our experimental observations, and the 
main secondary product is CO. As representative of hydrocarbons, the C3 
fraction, which is most abundant, continuously increases with space 
time. An individual analysis of CO reactivity is required for the 
computation of CO hydrogenation to methanol (reaction 3, Eq. (4)) and 
its mathematical decoupling from methanol formation via WGS (reverse 
reaction 2, Eq. (3)) plus CO2 to methanol (reaction 1, Eq. (2)) reactions. 
As illustrated in Fig. 4c, our model is also able to predict CO tandem 
hydrogenation to hydrocarbons at different conditions: CO/CO2 co-feed 

at optimal process conditions (solid symbols and continuous line); CO 
hydrogenation at optimal process conditions (hollow symbols and 
dashed lines) and; CO hydrogenation at the harshest tested conditions 
(crossed symbols and double lines). In those experiments, the evolution 
with space time of CO conversion, CO2 formation via WGS (reverse re-
action 2, Eq. (3)) and hydrocarbon formation via hydrocarbon pool is 
followed by the model. As an overview of the overall fitting, a parity plot 
between experimental and calculated data is shown in Fig. S3 and the 
fitting of all individual data matrices in Table S1 can be found in Figs. S4 
and S5. 

One of the most crucial variables in the process is the formation of 
water during the reaction. Water is formed from CO2 hydrogenation, but 
also from methanol conversion to hydrocarbons and its concentration 
affects the thermodynamics of the reaction, strongly limiting reactions 1 
and 2 of the kinetic network (Eqs. (2) and (3)). The evolution of water 
with the catalytic bed length was simulated at different conditions and 
its concentration (in mol molC− 1) is depicted in Fig. 5a. At 350 ◦C and 
feeding pure CO2 (red lines), water concentration shows an asymptotic 
trend towards 0.4 mol molC− 1 when the reaction is carried out at 30 bar 
(dashed red line). At 40 bar, due to the evolution of CO2 conversion, the 
model no longer predicts the asymptotic trend (solid lines). A maximum 
value of 0.5 mol molC− 1 can be achieved when increasing the reaction 
temperature up to 400 ◦C. This increase in the water concentration with 
temperature is explained by the promotion of MTH reactions at high 
temperature. The concentration of water in the reactor can be drastically 
decreased by co-feeding CO. Considering the asymptotic values at the 
outlet of the reactor operating at 30 bar (dashed lines), co-feeding 50% 
CO2/CO decreases water concentration to 0.2 mol molC− 1, whereas re-
action with pure CO produces a maximum water concentration of 
0.05 mol molC− 1. Again, CO concentration in the feed stream could play 
an important role in the reaction medium, which should be considered 
without disregarding the main goal of CO2 valorization. 

Further investigation on the kinetics for these three different feeds 
were performed. Fig. 5b shows reaction rate values for all steps 
considered in the kinetic network (Eqs. (2)–(8) and inset of Fig. 5b). 
Reversible reaction rates are depicted with patterned white bars. At 
relevant space time values and pure CO2 feed, CO2 hydrogenation to 
methanol, rWGS reaction and CO hydrogenation to methanol are in 
equilibrium, indicating the hard thermodynamic limitations of the 
process. These reactions, and especially those involving CO2, are 
significantly faster than MTH chemistry at 350 ◦C (apparent rate also 
considering hydrocarbon hydrogenation). The rate of CO2 hydrogena-
tion (reaction 1, blue in Fig. 5b) decreases when co-feeding CO but 
forward and reverse rates are in equilibrium independently of the feed 
composition. Nonetheless, the presence of CO in the feed modifies rate 
distributions. WGS reaction (reverse reaction 2, Eq. (3)) becomes rele-
vant when increasing CO in the feed due to the presence of water in the 
reaction medium (Fig. 5a), as well as the production of methanol 
through CO hydrogenation (forward reaction 3, Eq. 4). Consequently, 
the rate of LPG formation is boosted (up to 4.5 times, Fig. 5b) but the 
valorization of CO2 drops. This behavior is better observed following the 
evolution of CO and CO2 concentration in the reactor when these two 
compounds are co-fed (solid symbols and continuous line Fig. 4c). Close 
to the reactor entrance (low space time), both CO and CO2 are 
consumed. However, when the concentration of water is higher and 
WGS reaction is triggered, CO conversion is boosted and CO2 concen-
tration increases, which should be avoided in order to maximize CO2 
valorization. Although the rate of LPG formation increases with CO 
feeds, the rate of undesired methane formation increases even more (up 
to 5.5 times, Fig. 5b). Methane should be avoided in the CO2 valorization 
plant due to separation issues [7]. 

3.2. CO2 valorization plant design 

Energy considerations were also taken into account for the upscaled 
reactor simulation. The highly exothermal MTH reaction can potentially 

Table 1 
Calculated kinetic parameters and adsorption constants for the kinetic model in 
Eqs. (9)–(15).   

k* E   

(kJ/mol) 
k1 (mol g− 1 h− 1 bar− 4) (8.35 ± 6.81)10− 6 (1.04 ± 0.80)102 a 

k2 (mol g− 1 h− 1 bar− 2) (4.49 ± 0.48)10− 4 (4.91 ± 1.40)101 

k3 (mol g− 1 h− 1 bar− 3) (1.32 ± 0.23)10− 5 (5.97 ± 1.71)101 

k4 (mol g− 1 h− 1 bar− 2) (9.11 ± 0.51)10− 6 (4.55 ± 1.84)101 

k5 (mol g− 1 h− 1 bar− 1) (3.14 ± 0.47)10− 2 (8.38 ± 1.17)101 

k6 (mol g− 1 h− 1 bar− 1) (4.21 ± 0.59)10− 2 (8.38 ± 1.17)101 

k7 (mol g− 1 h− 1 bar− 1) (9.11 ± 0.23)10− 3 (8.38 ± 1.17)101 

KCO2 (bar− 1) (6.34 ± 1.46)10− 2  

KH2 (bar− 1) (1.30 ± 0.87)10− 2  

Kw (bar− 1) (9.11 ± 1.70)10− 1  

a Low significance achieved. Value obtained by a refinement of activation energy 
provided by Lacerda de Oliveira et al. [33] 
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lead to thermal runaways, which is one of the reasons why this process is 
industrially carried out using fluidized bed reactors with very high hy-
drocarbons productivity and heat release [46]. In our case, conditions 
are quite different for the tandem reaction but the exothermicity of re-
actions, also CO2 and CO hydrogenation, limits the maximum allowed 
diameter of the cooled reactor tubes. An industrial reactor will be 
therefore designed as a tube bundle reactor. The larger the heat release 
potential of the reaction, the more measures are required to avoid 
runaways and the smaller reactor tubes need to be designed (higher 
number of smaller tubes). Cooling medium is assumed a molten salt, 
according to the reaction temperature. 

To improve the thermal stability and analyze reactor configuration, 
we herein introduce a multi-layer fixed bed reactor design [47] (Fig. 6a). 
Here, three layers are used. A first reactor bed is introduced with a pure 
hydrogenation catalyst (PdZn/ZrO2). Methanol formation reaction 
rapidly hits equilibrium limitation, with CO being produced through the 
rWGS reaction and the temperature slightly decreasing due to the 
endothermic character of this reaction (Fig. 6b). The now reduced heat 
release potential relaxes the thermal design of the main bed section, 
where the bifunctional catalyst (PdZn/ZrO2 + SAPO-34) allows the 
formation and conversion of methanol. This breaks the methanol equi-
librium limitation, due to its continuous conversion to LPG. In this 
section, where mainly exothermal reactions take place, the maximum 
hot spot is raised (Fig. 6b), which can be better controlled with the 

presence of the first catalytic bed. Then, to save methanol (and dimethyl 
ether, DME, which would be inevitably formed and converted in the 
presence of SAPO-34) losses and avoid extra separation stages, a third 
bed is included, which only contains MTH catalyst (SAPO-34). Any 
remaining methanol and DME should be easily converted in this latter 
section. Fig. 6c shows schematic profiles with the catalytic bed length of 
temperature and methanol relative concentration in the center of reactor 
diameter (r/R = 0). Ideally, methanol will be slowly formed in the first 
section, formed and converted in the second section, and completely 
removed from the outlet stream in the third section. 

The theoretical performance of the three-layer reactor was 
compared, by means of simulations, to the extreme cases of mixed bed 
reactor (only using the second section) and dual bed reactor (only using 
the first and third sections) for the same catalyst loading (Fig. 6c). As an 
example, 10 wt% of the bed is assumed for the first and third sections, 
with the mixture of catalysts accounting for 80 wt% of the catalytic bed 
(10/80/10). Although this ratio should be optimized depending on the 
operating conditions (temperature, pressure, recirculation/purge ratios, 
etc.), 10/80/10 was selected as a proper case study that allows a good 
performance of the reactor in terms of conversion and productivity, 
ensuring thermal stability and methanol removal downstream. More-
over, a different size of the first and third layers could be used, while we 
chose to maintain the ratio between the PdZn/ZrO2 and SAPO-34 cat-
alysts in 1:1 (on weight basis) to provide a proper comparison between 

Fig. 4. Comparison of experimental and calculated molar fractions (y on C basis) at 350 ◦C and (a) 30 bar and (b) 40 bar for pure CO2 feed. (c) Experimental data 
fitting with CO in the feed at selected conditions: CO2/CO = 0.5/0.5, 350 ◦C and 30 bar (solid symbols and continuous line); CO2/CO = 0/1, 350 ◦C and 30 bar 
(hollow symbols and dashed lines); CO2/CO = 0/1, 400 ◦C and 40 bar (crossed symbols and double lines). All data collected with H2/COx = 3/1. 

Fig. 5. (a) Effect of temperature, total pressure and CO2/CO feed concentration on the predicted water profile in the reactor and (b) influence of CO2/CO feed 
concentration on the reaction rates at 350 ◦C, 30 bar. All data computed for space time of 32 g h mol− 1 (GHSV, 3000 cm3 h− 1 g− 1) and H2/COx = 3/1. 
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the configurations. 
CO2 conversion is higher in the mixed bed reactor than that achieved 

in the dual bed reactor, which is clearly observed in the production of 
LPG and water. The presence of CO2 hydrogenation catalyst in the sec-
ond half of the reactor (z/L > 0.5) allows the conversion of CO, 
decreasing the production of this byproduct per pass and maximizing the 
formation of LPG and water. Under the operating conditions, methanol 
reaches productivity maximum very early at any reactor configuration, 
indicating the necessity of having SAPO-34 in the first half of the reactor 
(z/L < 0.5). A comparison of the mixed bed reactor with the three-layer 
configuration suggests an overall better performance of the mixed bed 
reactor. Nonetheless, simulations confirm the presence of a residual 
amount of methanol (and potentially some DME) at the outlet of the 
mixed bed reactor (0.5% yield per pass), avoided, as expected, with the 
three-layer configuration (Fig. 6c). Note that despite the presence of 
only SAPO-34 in the last layer can produce some unsaturated hydro-
carbons, the amount of olefins will be negligible compare to the pro-
duced paraffins due to the small amount of methanol after the second 
reactor layer. 

Due to the relevance of water in the reactor and overall process (see 
below), a similar analysis to that of Fig. 5a can be done for each layer of 
the reactor. Please note that the water profile of the mixed bed reactor in 
Fig. 6 (black line) corresponds to an intermediate profile between the 
red lines (solid and dashed) in Fig. 5a, so then the discussion is appli-
cable. When both catalysts are separated in the dual bed configuration, 
the formation and effect of water in each layer can be studied separately. 
In the presence of only PdZn/ZrO2, water concentration increases fast at 
the beginning as a consequence of CO2 to methanol reaction (see 

methanol profile) and keeps increasing only due to the rWGS reaction 
with lower slope. The presence of water and methanol in this layer limits 
the CO2/methanol equilibrium, which affects negatively to the perfor-
mance of this configuration. Water concentration increases very slowly 
in the SAPO-34 layer because of the little amount of methanol formed in 
the first layer and converted very fast here (0.5 < z/L < 0.7). Never-
theless, the presence of this formed water, along with the H2 in the feed 
helps attenuate the deactivation of SAPO-34, which ultimately allows a 
packed bed reactor to be used for this process. The three-layer reactor 
configuration takes better advantage of these water effects, with the 
presence of water before entering the SAPO-34-containing layer, a 
continuous conversion of methanol to minimize the equilibrium limi-
tation, and a last section to remove methanol, forming hydrocarbons and 
small amounts of water (z/L > 0.9). 

For the simulation of the plant, we have assumed a three-layer 
reactor (with 10/80/10 catalyst distribution), large enough to achieve 
COx conversion per pass of 50% at 350 ◦C and 35 bar (optimal found 
conditions, see above). Although our experimental values are in the 
15–40% range (therefore some deviations can be found due to extrap-
olation), it is not a value very far from our range and will be only used as 
the basis to compare the performance of the CO2 valorization plant.  
Table 2 summarizes the values of the main reaction/process indexes 
(defined in Section S1 of Supplementary Material). For this theoretical 
operation point (50.2% of conversion per pass), an overall COx con-
version of 95.5% would be achieved, with 90% yield of our desired 
products and 5.5% yield of methane. However, regarding the weight 
efficiency of the plant, only 26.1 wt% yield of LPG would be possible 
with almost 70 wt% yield of water for an overall conversion of 97.7 wt 

Fig. 6. (a) Approach of the three-layer packed bed reactor, (b) expected temperature profile with the axial and radial position, and (c) estimated temperature profile 
and methanol concentration with the axial position at r/R = 0 (central reactor point). (d) Simulated relative concentration profile with the axial position and 
different reactor configurations. Corresponding maximum molar fractions in C units (1 in the Y-axis): CO2, 1; CO, 0.292; MeOH (may contain DME at the outlet of the 
second zone), 0.061; CH4, 0.007; LPG, 0.212; water, 0.564 mol molC− 1. 
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%. This result highlights again the importance of water separation 
within the process and the potential high requirement for wastewater 
(99.9% water) treatment downstream the plant. 

Fig. 7 shows the composition of the main streams highlighted in the 
CO2 valorization plant of Fig. 1. Fig. 7a shows the molar composition of 
the streams, whereas the hydrocarbon distribution in terms of C units is 
detailed in Fig. 7b. The main properties and composition of each stream 
are summarized in Table S2. As expected, in the steady state, significant 
amounts of hydrocarbons are recycled to the inlet of the reactor (stream 
II, ca. 45% in Fig. 7a). This concentration increases after a single pass 
through the reactor, with a significantly higher increase in water con-
centration (stream III, 11%). Condensation effectiveness is huge, and 
only traces of COx can be found in the wastewater (stream V). Due to the 
more difficult separation, ethane and methane are abundant products in 
the reactor loop of the plant (streams II, III and IV, Fig. 7b), although 
propane is the main formed hydrocarbon (Fig. 2). The dried hydrocar-
bon stream (stream VII) has traces of H2 and COx (Fig. 7a) and at this 
point, propane is clearly the most abundant compound (Fig. 7b), which 
is further purified in the rectification column up to ca. 80% (stream IX). 
The secondary product is a mixture of ethane and methane with un-
separated propane, and the reactant H2/CO2/CO mixture. The main 
options for this process stream could be combustion, cryogenic separa-
tion (e.g. in an existing olefin process) or it can be used as a valuable 
reformer feed, while the produced synthesis gas is recycled to the 

process. Considering a non-ideal scenario, we have assumed that this 
stream will be used for electricity production in our LCA. Regarding 
these options for the main product streams, the presented process could 
very well profit from the availability of existing petrochemical plants in 
an industrial park. 

3.3. Life cycle assessment 

The results of the CCU plant for LPG production in the three-layer 
reactor were compared with the impact from the conventional produc-
tion of propane (Fig. 2b). Based on the functional unit of 1 kg of propane 
(for the sake of comparison we will use propane as the main component 
of the produced LPG), the Global Warming Potential results are dis-
played in Fig. 8a using the current electricity grid mix. For CO2-based 
propane, an external source of hydrogen is required, which is included 
in this study (Fig. 2b). Two different hydrogen sources were considered: 
(i) grey hydrogen, produced from natural gas via steam methane 
reforming, or; (ii) green hydrogen, produced with clean electricity 
generating very low greenhouse gas emissions. Two sub scenarios were 
also considered here, the production of green hydrogen with solar en-
ergy or wind energy. Blue hydrogen was not included in the analysis due 
to high variability of reported fugitive methane emissions and uncer-
tainty in the process data (see assumptions in Section 6 of Supplemen-
tary Material). In terms of power-using stages, we considered the 
compression of the CO2 and H2 reactants (Table S4), which was iden-
tified as the most demanding step of a CO2 hydrogenation plant [7]. The 
evolution of power requirement with the target pressure is depicted in 
Fig. S6, and the study in Fig. 8a was repeated for an optimized 
compression system that minimizes power requirement (Fig. S7). 

The production of CO2-based propane (main assumptions high-
lighted in Section S6 of the Supplementary Material) would have a 
lower GWP indicator value than fossil-based propane. Grey hydrogen is 
currently deployed at commercial scale and would be able to meet an 
increased demand from carbon reduction projects. In this scenario, the 

Table 2 
Main process indexes for the CO2 valorization plant performance.   

C basis Weight basis  

Per pass Plant Per pass Plant 

Conversion (%, COx or COx þ H2) 50.2 95.5 48.5 97.7 
Yields (%)       
CH4 3.6 5.5 1.1 1.7 
LPG 46.6 90.0 13.0 26.1 
Water – – 34.3 69.9  

Fig. 7. (a) Molar composition and (b) hydrocarbon distribution of the main streams of the proposed CO2 valorization plant.  
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GWP impact would be 18% lower compared to the fossil-based propane, 
with a carbon footprint of the CO2-based propane of 9.4 kg CO2 eq. per 
kg propane (9.2 kg CO2 eq. per kg propane for the improved compres-
sion scenario, Fig. S7). 

The availability of green hydrogen at large scale is still limited. If 
available, the GWP savings would be significantly increased, to 75% and 
82% GWP savings if using green hydrogen from solar energy and wind 
power respectively (Fig. 8a), compared to fossil-based propane. In these 
scenarios, the carbon footprint of the CO2-based propane would be 2.9 
and 2.1 kg CO2 eq. per kg propane, respectively (2.7 and 1.9 kg CO2 eq. 
per kg propane for the improved compression scenario, Fig. S7). In the 
ideal scenario, these two hydrogen sources will be combined, giving 
GWP indicator values in between those estimated here. The environ-
mental impact is significantly lower in this study when using green 
hydrogen than those usually reported for a methanol plant [20]. These 
savings are the consequence of producing propane directly from CO2 in a 
single step, as the estimated carbon footprint of producing propane with 
the current technology (crude oil at refinery) is significantly higher than 
that of conventional methanol production (natural gas). A breakdown of 
the impact from the CCU scenario can be observed in Fig. 8a. The 
hydrogen production accounts for the most significant impact in the 
CCU process (green blocks in the figure), particularly when using grey 
hydrogen. Using green hydrogen as opposed to grey hydrogen could 
further reduce the GWP of the CCU process and the final carbon foot-
print of the CO2-based propane. These results are in agreement with 
most literature [6–12], and urge to maximize the use of green hydrogen 
and RES in CCU processes. The use of process gases that contain higher 
amounts of hydrogen would also be highly beneficial. Blast furnace gas 
only contains 2.7 vol% of H2. Other industry process gases with higher 
amounts of H2 could further decrease the impact of the CCU process. 

The effect of using different electricity grid mixes is shown in Fig. 8b. 
Although the improved compression scenario provides additional sav-
ings, a conservative approach is taken in the following figures and the 
standard compression requirements are used. In line with current trends 
and predictions, future electricity mixes will have an overall lower GWP 
impact. The overall GWP impact for each scenario remains almost 
constant, regardless of the electricity mix considered. As the grid mix is 
decarbonized, the GWP impact arising from the compression of the input 
gases is reduced. Regarding the purge gas, the overall impact of com-
busting purge gas for electricity increases. The emissions of the purge 
gas depend on its composition and these emissions remain constant. 
However, when electricity is produced from the purge gas, the applied 
electricity credit is lower due to the lower emission intensity of the 
future grid mixes. These results highlight the need to perform full LCA 

studies of developing technologies and consider any consequential 
changes like the ones linked to the greening of the grid mix. 

To provide a more complete view of the environmental impacts of 
the CCU plant, a number of impact categories and indicators were 
studied. The relative results are shown in Fig. 9 for other impacts. The 

Fig. 8. Comparison of fossil-based propane and CO2-based propane plant in terms of the GWP indicator and (b) its evolution with time assuming different electricity 
grid mix scenarios. All used process data is based on European average, except for electrolysis for the production of hydrogen, which uses global average process data. The GWP 
of fossil-based propane production was calculated by allocation by mass and net calorific value for all products of the refinery. 

Fig. 9. Comparison of fossil-based propane (red color) and CO2-based propane 
using grey H2 (grey color) or green hydrogen (green and blue colors) in terms of 
other mid-point indicators. All used process data is based on European average, 
except for electrolysis for the production of hydrogen, which uses global average 
process data. The GWP of fossil-based propane production was calculated by allo-
cation by mass and net calorific value for all products of the refinery. 
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results show that in all scenarios considered, the impacts are decreased 
for abiotic depletion, acidification potential, eutrophication potential 
and photochemical ozone creation potential. The abiotic depletion of 
fossil resources is significantly reduced when producing CO2-based 
propane as opposed to fossil-based propane. Regardless of the source of 
hydrogen, every scenario provides a saving compared to the conven-
tional production of propane, from 83% to 100% reduction across the 
studied impacts. The savings across all impacts are due to the reduced 
need for fossil resources and the differences in hydrogen source. The 
differences between the green hydrogen scenarios are linked to the 
electricity source, solar or wind, which has different implication in 
material resources needed upstream to generate the electricity. 

Despite the certain advantages of CO2 hydrogenation as CCU tech-
nology and the discussed positive environmental impact of propane 
production compared to the conventional technology, there are still 
some important points, out of the scope of this work, which are worth 
considering to implement this technology. The environmental impact of 
the catalyst has not been considered in this study. To date, one of the 
most active catalysts we have identified and studied herein for the hy-
drogenation of CO2 relies on the high activity of Pd metal [30]. Apart 
from the expensive price of this metal, whose economic impact would 
require a cradle-to-gate techno-economic assessment, Pd has also been 
reported as a metal with high environmental impact. Nuss and Eckelman 
[48] studied the cradle-to-gate environmental impacts of metals by LCA 
and found that Pd shows the highest global warming potential after Rh, 
Pt, Au, Ir and Os, using both mass and economic allocation. Pd can be 
obtained via Platinum group metal ores or by secondary metal produc-
tion. In the last case, the environmental results are explained by the high 
environmental impact of the purification process by smelting of elec-
tronic scrap. To a smaller degree, the refining process also contributes to 
the environmental impact. In summary, obtaining Pd would require the 
use of non-renewable material resources in an industry mainly driven by 
coal as energy source. These factors boost other environmental 
mid-point indicators as abiotic depletion if compared to Pd-free 
catalysts. 

Besides related to catalyst requirements, the developed kinetic model 
considered steady-state conditions and no deactivation based on ob-
servations at laboratory scale. There are not that many studies on reactor 
and/or plant design for the direct conversion of CO2 to hydrocarbons via 
methanol in a single reactor. Of course, catalyst lifetime in the plant 
needs to be better assessed, which would require further study and pilot 
plant experimental results. This information will be useful for the final 
design of a potential CO2 valorization plant: type of reactor configura-
tion, reaction-regeneration cycles, reactor shutdown and therefore, 
catalyst loading to the plant. Ultimately, these features could determine 
the final and real GWP impact savings of this CCU technology using 
selected catalysts. 

4. Conclusions 

Among the Carbon Capture and Utilization technologies, CO2 hy-
drogenation is the most developed towards industrial implementation. 
Herein, the process design, simulation, and Life Cycle Assessment of a 
CO2 tandem hydrogenation plant to LPG hydrocarbons via methanol is 
proposed. For that, a state-of-the-art catalyst combination was selected, 
reactions at a wide range of conditions were carried out and a kinetic 
model was developed for the CO2-to-hydrocarbons process. The model 
successfully predicted the evolution of the product distribution in a 
packed bed reactor under different conditions (350–400 ◦C and 
20–50 bar), including experiments with only CO feed or cofeeding CO2 
and CO. 

Using our extracted kinetics, a reactor model allowed to compare the 
performance of a three-layer reactor (10% of the bed with CO2 hydro-
genating catalyst, 80% of the bed with a 1:1 mixture of catalysts and 
10% of the bed with methanol-to hydrocarbons catalyst) with mixed and 
dual bed configuration. The three-layer design achieved COx conversion 

and LPG yields close to those predicted for a mixed bed reactor config-
uration and higher than those values in a dual bed configuration. 
Moreover, the three-layer design minimized hot-spots close to the 
reactor entrance and avoided the presence of residual methanol at the 
outlet of the reactor. Assuming a COx conversion per pass of 50 C%, the 
studied catalyst can convert ca 98 wt% of the CO2 and H2 reactants, with 
26 wt% yield of LPG but 70 wt% yield of water, as expected from the 
stoichiometry of the reaction. 

The LCA results of the CCU process highlighted that introducing 
hydrogen into the feed has substantial environmental impact, regardless 
of the source of hydrogen. With the process described in this study, and 
assuming that the CCU process uses grey hydrogen, the CO2-based 
propane would have an impact of 9.4 kg CO2 eq per kg of propane. This 
provides an 18% Global Warming Potential reduction compared to 
fossil-based propane. The GWP savings can be increased up to 82% if 
using green hydrogen instead of grey hydrogen. The production of CO2- 
based propane also provides significant savings in other impact cate-
gories, particularly in the abiotic depletion of fossil resources. A final 
assessment of the catalyst environmental impact would require further 
pilot plant results on catalyst performance, stability and lifetime, which 
will be the goal of our future work. What seems undoubtful is the ne-
cessity of more multidisciplinary studies for an optimum development of 
these new technologies, advancing in parallel into new and more-active 
catalyst systems and into the process design and LCA to reach real net 
zero (or negative) CO2 emissions when using those catalysts. 
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