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Abstract: To improve the accuracy and reliability of precipitation estimation, numerous models based
on machine learning technology have been developed for integrating data from multiple sources.
However, little attention has been paid to extracting the spatiotemporal correlation patterns between
satellite products and rain gauge observations during the merging process. This paper focuses on
this issue by proposing an integrated framework to generate an accurate and reliable spatiotemporal
estimation of precipitation. The proposed framework integrates Funk-Singular Value Decomposition
(F-SVD) in the recommender system to achieve the accurate spatial distribution of precipitation
based on the spatiotemporal interpolation of rain gauge observations and Convolutional Long
Short-Term Memory (ConvLSTM) to merge precipitation data from interpolation results and satellite
observation through exploiting the spatiotemporal correlation pattern between them. The framework
(FS-ConvLSTM) is utilized to obtain hourly precipitation merging data with a resolution of 0.1◦ in
Jianxi Basin, southeast of China, from both rain gauge data and Global Precipitation Measurement
(GPM) from 2006 to 2018. The LSTM and Inverse Distance Weighting (IDW) are constructed for
comparison purposes. The results demonstrate that the framework could not only provide more
accurate precipitation distribution but also achieve better stability and reliability. Compared with
other models, it performs better in variation process description and rainfall capture capability,
and the root mean square error (RSME) and probability of detection (POD) are improved by 63.6%
and 22.9% from the original GPM, respectively. In addition, the merged precipitation combines
the strength of different data while mitigating their weaknesses and has good agreement with
observed precipitation in terms of magnitude and spatial distribution. Consequently, the proposed
framework provides a valuable tool to improve the accuracy of precipitation estimation, which can
have important implications for water resource management and natural disaster preparedness.

Keywords: spatiotemporal fusion; machine learning; multi-source precipitation; ConvLSTM; F-SVD

1. Introduction

Precipitation is a critical meteorological variable with significant implications for many
applications, including flood forecasting [1], agriculture [2], water resource management [3],
and climate change studies [4]. Due to its large spatiotemporal variability, the accurate
estimation of precipitation remains challenging, especially in areas with complex terrains
and limited observational networks [5,6].

Traditional approaches to precipitation estimation rely on observations from rain
gauges. These are simple devices that collect and measure the amount of precipitation.
The observation data are usually considered reliable and accurate but have limited spatial
coverage and are prone to errors due to gauge under-catch and exposure issues [7]. To
overcome these limitations, many alternative approaches have been developed to estimate
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precipitation, including remote sensing technologies such as radar and satellite [8]. Radar
waves provide information on precipitation location, intensity, and distribution with a high
temporal and spatial resolution. In contrast, satellite observations provide a large-scale
view of precipitation with a relatively high spatial resolution but lower temporal resolution
than radar waves [9]. Both offer improved spatial and temporal coverage, but the data
may not be as accurate as that obtained from rain gauges. Therefore, combining data from
multiple sources, also known as multi-source precipitation fusion, has become a promising
way to overcome these limitations and provide more accurate estimates of precipitation.

In recent years, numerous statistical methods have been introduced for integrating pre-
cipitation data from rain gauges and satellites, including bias correction [10], Kriging-based
methods [11], linear regression model [12], geographical difference analysis method [13],
Bayesian combination method [14], Kalman filter calibration method [15], and geograph-
ically weighted regression method [16]. Duan et al. [17] merged the precipitation data
observed at ground stations with the TRMM 3B42 satellite precipitation data by separately
employing linear regression, geographically weighted regression, Kalman filer fusion, and
the optimal interpolation method. The comparison results show that linear regression
shows the best merging effect across the daily scale, while at the monthly scale, the precip-
itation data processed using the Kalman filter presented the highest accuracy. However,
the aforementioned methodologies rely heavily on mathematical equations and strong
assumptions, which can result in various limitations. Given the rapid advancement of
machine learning (ML) technology, it possesses the potential to surmount certain limitations
intrinsic to the aforementioned methods [18]. Unlike traditional approaches, ML exhibits
more robust learning and generalization abilities, allowing it to effectively manage complex
nonlinear relationships without requiring explicit statistical models. Additionally, ML
demonstrates superior efficiency in processing vast amounts of data, thus enhancing its
computational performance. Zhang et al. [19] used five ML algorithms (extreme gradient
boosting, gradient boosting decision tree, random forest, LightGBM, and multiple linear
regression) together with auxiliary geographic parameters to merge hourly data from mete-
orological stations, Radar, and satellites. The results show that the random forest-based
hourly precipitation merging model is suitable for analyzing monsoon rainstorm events,
while the extreme gradient boosting-based hourly precipitation merging model is suitable
for analyzing typhoon events. Zhang et al. [20] applied four ML approaches, including
a support vector machine, a random forest algorithm, an artificial neural network, and
extreme gradient boosting, to construct the estimation models in which cloud properties
are taken as additional predictors to improve the early run of the Integrated Multi-satellite
Retrievals for GPM (IMERG).

Despite the progress in the development of multi-source precipitation merging models
based on ML, most studies have primarily focused on describing the relationship be-tween
the precipitation data and complex environment variables, while the spatiotemporal cor-
relation patterns between satellite products and rain gauge observations have received
relatively limited attention. The long short-term memory network (LSTM) is a type of
recurrent neural network (RNN) specifically designed to handle long-term dependencies by
utilizing a gating mechanism to regulate the flow of information. Shen et al. [21] proposed
an integrated framework to merge multi-satellite and gauge precipitation data, which
integrates the geographically weighted regression to improve the spatial resolution of
precipitation estimations and the LSTM to improve the precipitation estimation accuracy
by exploiting the temporal correlation pattern between multi-satellite precipitation prod-
ucts and rain gauges. Wu et al. [22] proposed a spatiotemporal deep fusion model by
combining the convolutional neural networks (CNN) and the LSTM to merge the TRMM
3B42 V7 satellite data, rain gauge data, and thermal infrared images. The CNN was used
to extract spatial features from the radar and satellite data, while the LSTM was used
to capture the temporal features of the precipitation data. The superiority of LSTM in
merging precipitation data has been verified. On the other hand, Convolutional LSTM
(ConvLSTM) is an extension of LSTM that incorporates convolutional layers into its net-
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work architecture, which allows it to perform spatiotemporal modeling of sequential data
and capture spatiotemporal correlations more effectively due to its inherent convolutional
structure. It has been successfully applied to precipitation nowcasting and verified to
consistently outperform the fully connected LSTM [23]. To the best of our knowledge,
there are no related studies merging satellite and gauge precipitation using a ConvLSTM
network by formulating multi-source precipitation merging as a spatiotemporal sequence
processing problem.

The purpose of our study is to address the challenge of spatiotemporally merging
precipitation data from satellite and rain gauges by introducing an integrated framework.
This framework aims to effectively combine spatiotemporal information from different data
sources to enhance the accuracy and reliability of precipitation estimation. It integrates F-
SVD in the recommender system to achieve the accurate spatial distribution of precipitation
based on the spatiotemporal interpolation of rain gauge observations and ConvLSTM
by exploiting the spatiotemporal correlation pattern between them. The framework (FS-
ConvLSTM) is applied to the Jianxi Basin of China to generate hourly precipitation estimates
with a resolution of 0.1◦ from the data of both rain gauges and GPM (IMERG V06) from
2006 to 2018.

2. Study Area and Materials
2.1. Study Area

The study area is located in the Jianxi basin in southeast China, between 117◦31′–119◦00′

east longitude and 26◦31′–28◦31′ north latitude (Figure 1). This basin is the largest tributary
in the upper reaches of the Minjiang River, with its mainstream originating in Wuyishan
and spanning 635.6 km. The entire drainage area of the Jianxi River basin covers 14,787 km2,
accounting for 27% of the total area of the Minjiang River basin. The basin is situated in
a subtropical monsoon climate zone, characterized by humid air and abundant rainfall,
with annual average rainfall ranging between 1800 and 2200 mm. Most rainfall occurs
during the plum rain season from April to June and the typhoon rain season from July
to September.

Figure 1. Location of the study area and spatial distribution of rain gauges.

2.2. Data

The network of rainfall gauges in the study area is characterized by its dense and
evenly distributed nature, ensuring reliable data quality and high accuracy of the observa-
tions. The observation data used in this study were obtained from gauges operated by the
Fujian Provincial Bureau of Hydrology, which are not classified as international exchange
stations. The spatial distribution of meteorological stations can be seen in Figure 1, with a
total of 15 rain gauges in the entire basin. Hourly data from 425 rainfall events from 2006 to
2018 were selected as the research data. The training period was from 2006 to 2014, and the
testing period was from 2015 to 2018. The dataset was prepared through sliding windows,
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resulting in a training set with a sample size of 272,916 and a test set with a sample size
of 109,858.

To evaluate the accuracy improvement of the fusion model for different magnitudes
of rainfall data, the maximum 12 h cumulative rainfall was calculated based on the selected
425 rainfall events. Rainfall was classified into four categories: light, moderate, heavy, and
torrential, based on their magnitude as per the classification criteria listed in Table 1.

Table 1. Rainfall type classification criteria and results.

Type Light Moderate Heavy Torrential

Maximum 12 h rainfall (mm) <5 5~15 15~30 >30
Number of events 6 157 160 102

Number of events in the training stage 4 102 112 79
Number of events in the testing stage 2 52 48 23

The satellite precipitation data were obtained from the Integrated Multi-Satellite
Retrievals for Global Precipitation Measurement Mission (IMERG). Global Precipitation
Measurement (GPM) is an international satellite mission conducted by the National Aero-
nautics and Space Administration (NASA) and Japan Aerospace Exploration Agency
(JAXA), which uses multi-sensors, multi-satellites, and multi-algorithms combined with
satellite networks and rain gauge inversion to obtain more accurate precipitation data.
IMERG algorithm is designed to calibrate, combine, and interpolate satellite microwave
precipitation estimates from the TRMM and GPM, as well as microwave-calibrated infrared
satellite estimates, precipitation measurement analyses, and potentially other precipitation
estimates. It has now been updated to product version V06B. This study uses GPM (IMERG
V06) Final Run data with a spatial resolution of 0.1◦ and a temporal resolution of half an
hour from January 2006 to December 2018 (https://earthdata.nasa.gov/; accessed on 15
October 2022).

3. Methodology

This study proposes an integrated framework to spatiotemporally merge precipitation
data from rain gauge and GPM observations. Figure 2 presents the main structure of the
framework: the spatiotemporal interpolation method based on F-SVD (Figure 2a) and the
fusion model based on ConvLSTM (Figure 2b). The relevant methods are briefly described
as follows.

Figure 2. The integrated framework (FS-ConvLSTM) for the merging of precipitation data from rain
gauge and GPM observations. (a) Spatiotemporal interpolation method based on F-SVD; (b) Fusion
model based on ConvLSTM.

https://earthdata.nasa.gov/
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3.1. F-SVD

The interpolation method adopted in this study is a spatiotemporal precipitation
method based on matrix decomposition (hereafter referred to as F-SVD) proposed by
Chen et al. [24], which has been proven to outperform the traditional interpolation methods
(inverse distance weight, ordinary kriging) through cross-validation and offer a better
spatial estimation. The calculation process is presented in Figure 2a and contains the
following steps:

(1) The historical precipitation information from m surrounding gauges and n past moments
needs to be prepared for the interpolation at the target point at a certain moment.

(2) The precipitation data from the surrounding gauges and the target point from adjacent
moments can form a spatiotemporal data matrix with dimensions of (m + 1)×n, where
the rows represent time and columns represent space.

(3) If any precipitation values in the matrix representing the historical precipitation of the
target point are unknown, traditional interpolation methods such as IDW should be
used to calculate these values until only one null value representing the precipitation
to be estimated remains.

(4) The F-SVD method is utilized to decompose the matrix into a temporal feature matrix
X and a spatial feature matrix Y. The stochastic gradient descent algorithm is used
for optimization.

(5) Then, the two optimal feature matrices are multiplied to reconstruct a matrix P, the
element at the m + 1 row and n column in the reconstructed matrix represents the
estimated precipitation, which is calculated as follows:

Pi,j =
q

∑
q=1

Xi,qYq,j (1)

where q is the number of latent features.

3.2. ConvLSTM

ConvLSTM is an extension of LSTM, which uses convolutional layers to process
spatiotemporal data [23]. It applies convolutions on the input data before passing it through
the LSTM cells, allowing it to capture spatial and temporal dependencies within the input
sequence [25]. As shown in Figure 3, the structure of ConvLSTM is similar to LSTM
that contains forget gate (ft), input gate (it), and output gate (Ot), but with convolutional
layers instead of fully connected layers, which enables ConvLSTM to capture underlying
spatial features [26]. The transmission relationship between the gates is expressed using
the following equation:

it = σ(Wxi ∗ χt + Whi ∗ Ht−1 + Wci ◦ Ct−1 + bi) (2)

ft = σ
(

Wx f ∗ χt + Wh f ∗ Ht−1 + Wc f ◦ Ct−1 + b f

)
(3)

Ct = ft ◦ Ct−1 + it ◦ tanh(Wxc ∗ χt + Whc ∗ Ht−1 + bc) (4)

ot = σ(Wxo ∗ χt + Who ∗ Ht−1 + Wco ◦ Ct + bo) (5)

Ht = ot ◦ tanh(Ct) (6)

where ◦ denotes the Hadamard product; ∗ denotes the convolution operator; σ is the
sigmoid activation function, which is given by:

σ(x) =
1

1 + e−x (7)
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Figure 3. Structure of ConvLSTM cell.

3.3. The Spatiotemporal Fusion Model

The model diagram of the spatiotemporal fusion of precipitation data using ConvL-
STM based on GPM satellite observation data and ground-based spatiotemporal interpola-
tion data calculated by the F-SVD method is shown in Figure 2b.

At a point s in space, nine surrounding grid points, including itself, are selected to
form the GPM satellite-observed precipitation matrix Gt and the ground spatiotemporal
interpolated precipitation matrix It at time t. These matrices are defined as follows:

Gt =

 gs−4,t gs−3,t gs−2,t
gs−1,t gs,t gs+1,t
gs+2,t gs+3,t gs+4,t


It =

 is−4,t is−3,t is−2,t
is−1,t is,t is+1,t
is+2,t is+3,t is+4,t

 (8)

where gs,t and is,t are the GPM satellite observation data and ground-based spatiotemporal
interpolation data at time t, point s, respectively.

For the spatiotemporal precipitation fusion method, the GPM satellite observed pre-
cipitation matrix and the ground spatiotemporal interpolated precipitation matrix for the
past six time periods need to be inputted into the constructed ConvLSTM to obtain the
spatiotemporal fused precipitation ps,t at point s on space at time t in the following form:

ps,t = fconvlstm

[(
Gt−5, Gt−4, . . . , Gt

)
,
(

It−5, It−4, . . . , It
)]

(9)

The structure of the ConvLSTM network model constructed for spatiotemporal pre-
cipitation fusion is presented in Figure 4. The figure illustrates the precipitation fusion
process from input to output at a specific time point, with rectangles representing different
neural network levels and rounded rectangles indicating the format of input, output, and
intermediate variables. The input data have a tensor of size 6 × 3 × 3 × 2, where the
dimensions represent time, row, column, and the number of channels, respectively. This
tensor stores the data of GPM and ground-based spatiotemporal interpolation. The output
data have a three-dimensional tensor of size 1 × 1 × 1, with dimensions of time, rows, and
columns, respectively, which holds the fused precipitation.
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Figure 4. Structure of the three-layer ConvLSTM.

With the rain gauge as the central point, the nine surrounding grid points were
selected. The input data for the ConvLSTM model comprised the GPM data and ground
spatiotemporal interpolation data (F-SVD) of the past six moments, while the output was
the precipitation observed at the station. The hourly precipitation data from 2006 to 2014
were used as the training set, and the hourly precipitation data from 2014 to 2018 were
used as the testing set to evaluate the model’s accuracy.

The main steps of the multi-source precipitation spatiotemporal fusion algorithm
(FS-ConvLSTM) are as follows:

(1) Download GPM satellite observation data with a spatial resolution of 0.1◦ and a
temporal resolution of 0.5 h. Process the data to obtain precipitation data with a time
interval of 1 h.

(2) Collect and organize the rain gauge observation data of the study watershed and
interpolate them into 0.1◦ × 0.1◦ spatial grid point data using the F-SVD method.

(3) Construct input sample sets based on GPM and interpolation results of F-SVD, nor-
malize the data, and use the data from 2006 to 2014 as the training set and the data
from 2014 to 2018 as the testing set.

(4) Train the model at 15 rain gauges with precipitation observations as the true value
and mean squared error as the loss function to minimize the training loss.

(5) Apply the trained model to each grid point within the study watershed for precipita-
tion fusion.

3.4. Evaluation Indicators

The quality of precipitation data is evaluated using two types of indices: quantitative
and categorical. The quantitative evaluation index assesses factors such as rainfall magni-
tude and temporal distribution. It employs several measures, including relative deviation
(BIAS), root mean square error (RSME), correlation coefficient (CC), and rainfall ratio (RA-
TIO). Meanwhile, the categorical evaluation index focuses on the spatial distribution of
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precipitation and uses probability of detection (POD), false alarm rate (FAR), threat score
(TS), and missed alarm rate (MAR).

BIAS =

n
∑

i=1
SATi −

n
∑

i=1
OBSi

n
∑

i=1
OBSi

(10)

RSME =

√
1
n

n

∑
i=1

(SATi −OBSi)
2 (11)

CC =

n
∑

i=1

(
SATi − SAT

)(
OBSi −OBS

)
√

n
∑

i=1

(
SATi − SAT

)2(OBSi −OBS
)2

(12)

RATIO =

n
∑

i=1
SATi

n
∑

i=1
OBSi

(13)

POD =
TP

TP + FN
(14)

FAR =
FP

TP + FP
(15)

TS =
TP

TP + FN + FP
(16)

MAR =
FN

FN + TP
(17)

where n denotes the number of observation data; SAT and OBS refer to GPM observation
and rain gauge observation, respectively; TP represents the number of accurately forecasted
precipitation data; FN is the number of missed reports; and FP denotes the number of false
reports. These variables are presented in Table 2. Specifically, TP indicates the number of
precipitation data observed by both the satellite and the rain gauge, whereas FP refers to
the number of precipitation data observed by the satellite but not by the rain gauge. On the
other hand, FN represents the number of rainfall data observed by the rain gauge but not
by the satellite.

Table 2. Description of TP, FP, FN, and TN.

Rain Gauge Observation
Satellite Product

Yes No

Yes TP FN
No FP TN

4. Results

The study proposes an integrated framework (FS-ConvLSTM) and applies it to gener-
ate hourly spatial precipitation estimation through spatiotemporally merging data from
rain gauge and GPM (IMERG V06) observations in the Jainxi basin of China from 2006 to
2018. The relevant results and findings are displayed in the following sub-sections: quality
assessment on GPM (Section 4.1), accuracy evaluation of different models (Section 4.2), and
model performance in typical rainfall events (Section 4.3).
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4.1. Quality Assessment of GPM

The satellite rainfall observation dataset for the Jianxi watershed is constructed by
collating GPM data at a 0.1◦ scale and 0.5 h interval from 2006 to 2018 into a precipitation
dataset with a 1 h time scale. Based on this dataset, the eight evaluation indicators are
applied to assess GPM at the grid points of the 15 rainfall stations, and the results are
presented in Figure 5.

Figure 5. Evaluation of GPM with reference to rain gauge observations.

According to the quantitative evaluation results, on the whole, GPM overestimates
rainfall events by approximately twice as much as the ground observations. The BIAS
between GPM and gauge observation is greater than 1, and the RATIO is between 2 and 3.
The RSME value does not vary significantly among gauges—mostly between 2 and 2.2 mm.
In contrast, the CC varies widely among different gauges, with values ranging from 0.1 to
0.45. Qilijie station has the lowest CC value of 0.117, while Cao Dun station has the highest
CC value of 0.422.

Regarding the categorical evaluation index results, the POD of GPM varies from 0.55 to
0.73 at each rainfall gauge, with an average value of 0.661. This indicates that approximately
66% of actual rainfall events can be captured and reflected by GPM. The FAR of GPM is
around 0.7, which means that about 70% of the rainfall events observed by GPM are false
alarms, i.e., no actual rainfall occurs. The MAR of GPM varies between 0.25 and 0.45 at
each station, suggesting that approximately 30% of actual rainfall events correspond to
GPM data of 0. It is important to note that individual classification index evaluation can be
one-sided, and high POD may coincide with high FAR. TS integrates the evaluation of GPM
on both hit and missed rainfall events, with an average value of 0.247 across all stations.

Overall, GPM data can partially reflect the actual rainfall patterns. However, there is an
overall tendency to overestimate rainfall events, as well as omissions and the misreporting
of some events, which indicates that the GPM data lacks stability.

4.2. Accuracy Evaluation of Different Models
4.2.1. Accuracy Evaluation at Rain Gauges

The accuracy evaluations of different precipitation data at the location of rain gauges
during the training and testing stages are presented in Table 3. As can be seen from the
table, for the training stage, FS-ConvLSTM exhibits superiority over other models in most
indicators, except for two evaluation indicators related to total rainfall, including BIAS and
RATIO, where F-SVD demonstrates better accuracy. For the testing stage, the advantage
of FS-ConvLSTM is maintained, but LSTM shows better accuracy in BIAS and RATIO.
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The evaluation results of different precipitation data show consistent performance in the
training and testing stages.

Table 3. Performance of the FS-ConvLSTM fusion model in the training and testing stages.

Period Data BIAS RSME CC RATIO POD FAR TS MAR

Training
stage

GPM 1.029 3.874 0.295 2.029 0.524 0.496 0.346 0.476
IDW −0.036 1.998 0.489 0.964 0.552 0.326 0.436 0.448

F-SVD −0.027 1.481 0.753 0.973 0.634 0.186 0.554 0.366
LSTM −0.049 2.070 0.393 0.951 0.507 0.455 0.356 0.493

FS-ConvLSTM 0.208 1.410 0.782 1.208 0.644 0.183 0.563 0.356

Testing
stage

GPM 1.088 3.656 0.290 2.088 0.519 0.533 0.326 0.481
IDW −0.022 1.957 0.437 0.978 0.508 0.370 0.391 0.492

F-SVD −0.024 1.487 0.714 0.976 0.602 0.221 0.514 0.398
LSTM 0.020 2.007 0.330 1.020 0.482 0.499 0.326 0.518

FS-ConvLSTM 0.256 1.404 0.754 1.256 0.612 0.219 0.522 0.388

For the evaluation results of the quantitative indicators, the GPM data show an
apparent overestimation. The ground-interpolated data slightly underestimate the rainfall,
and the accuracy of F-SVD is better than that of IDW in each indicator value since the
interpolation accounts for both spatial relationships and the trend of temporal changes.
LSTM has lower BIAS, and RATIO is closer to 1, while FS-ConvLSTM has lower RSME
and higher CC. Through fusing the data from rain gauges, the bias of GPM is improved,
and the variation process fits better with the measured values. Compared with GPM,
FS-ConvLSTM and LSTM reduce by 63.6% and 46.6% in RSME and improve by 165% and
33.2% in CC, respectively. Regarding the evaluation results of the categorical indicators,
F-SVD shows obvious advantages over IDW, with higher POD and TS and lower FAR
and MAR. The performance of LSTM is similar to that of GPM, while FS-ConvLSTM
shows a great improvement in each indicator compared to GPM and LSTM. FS-ConvLSTM
has the most accurate description of rainfall events, capturing and reflecting more than
60% of the rainfall events while reducing the cases of rainfall misreporting and omission.
Compared with GPM, FS-ConvLSTM improves by 22.9% and 62.7% in POD and TS and
is reduced by 63.1% and 25.2% in FAR and MAR. In summary, FS-ConvLSTM performs
optimally in the description of rainfall variation process and event capture capability via the
fusion of variation characteristics in the time and space of GPM and ground-interpolated
rainfall data.

To compare the accuracy of rainfall data at different magnitudes more precisely, an
accuracy evaluation was performed separately for light, medium, heavy, and torrential
rainfall events during the testing stage, and the results are shown in Table 4. In light rainfall
events, F-SVD performs best in the evaluation results of quantitative indicators, showing
obvious advantages in BIAS, RSME, and RATIO. GPM performs best in the classification
evaluation indicators, with the highest POD and TS and the lowest MAR. However, there is
an apparent overestimation of rainfall in GPM, with values close to 3.8 times the measured
values. In addition, FS-ConvLSTM has the highest CC and the lowest FAR among the
models, which also indicates superiority. For the medium, heavy, and torrential rainfall
events, FS-ConvLSTM has the lowest RSME, FAR, MAR, and the highest CC, POD, and TS,
demonstrating that the spatiotemporal fusion data are closest to the variation process of
the measured rainfall series and capture the rainfall events most accurately. Meanwhile,
the ground-interpolated data performed best on BIAS and RATIO and are closest to the
actual in terms of total rainfall.
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Table 4. Evaluation results of the precipitation data in different types of rainfall events.

Type Data BIAS RSME CC RATIO POD FAR TS MAR

Small rain

GPM 2.829 1.461 0.251 3.829 0.423 0.704 0.211 0.577
IDW −0.053 0.378 0.483 0.947 0.088 0.226 0.085 0.912

F-SVD −0.016 0.278 0.751 0.984 0.215 0.078 0.210 0.785
LSTM 1.509 0.651 0.207 2.509 0.383 0.687 0.208 0.617

FS-ConvLSTM 0.764 0.333 0.753 1.764 0.157 0.044 0.156 0.843

Moderate
rain

GPM 0.970 2.317 0.151 1.970 0.381 0.629 0.232 0.619
IDW −0.020 1.469 0.247 0.980 0.332 0.470 0.256 0.668

F-SVD −0.011 1.102 0.649 0.989 0.463 0.277 0.394 0.537
LSTM 0.323 1.447 0.214 1.323 0.329 0.595 0.222 0.671

FS-ConvLSTM 0.463 1.018 0.724 1.463 0.464 0.262 0.398 0.536

Heavy
rain

GPM 1.176 3.641 0.273 2.176 0.557 0.515 0.350 0.443
IDW −0.021 1.949 0.409 0.979 0.544 0.350 0.420 0.456

F-SVD −0.023 1.535 0.674 0.977 0.618 0.212 0.530 0.382
LSTM 0.260 1.983 0.306 1.260 0.517 0.485 0.348 0.483

FS-ConvLSTM 0.263 1.456 0.718 1.263 0.634 0.208 0.543 0.366

Torrential
rain

GPM 1.063 4.903 0.314 2.063 0.594 0.475 0.386 0.406
IDW −0.024 2.477 0.485 0.976 0.623 0.334 0.475 0.377

F-SVD −0.027 1.846 0.748 0.973 0.708 0.209 0.602 0.292
LSTM −0.161 2.594 0.364 0.839 0.571 0.445 0.391 0.429

FS-ConvLSTM 0.153 1.753 0.778 1.153 0.722 0.197 0.608 0.278

As the rainfall magnitude becomes larger, LSTM and FS-ConvLSTM are closer to the
measured value in total rainfall; BIAS keeps decreasing, with RATIO becoming closer to 1.
Since there is a direct relationship between RSME and rainfall magnitude, the RSME of the
fused data also keeps increasing. The CC of FS-ConvLSTM fluctuates around 0.75, with
the highest value of 0.778 for torrential rainfall events, while the CC of LSTM fluctuates
between 0.2 and 0.4, becoming larger as the rainfall magnitude increases. In terms of
classification indicators, as the rainfall event changes from light to heavy, the POD and TS
of the fused data show an overall increasing trend, and the MAR and FAR also show an
overall decreasing trend, suggesting that the rainfall capture capability keeps improving,
and the FS-ConvLSTM performs better than the LSTM.

In general, FS-ConvLSTM exhibits advantages over other methods in rainfall events
of different magnitudes, and its accuracy improves with the increase in rainfall magnitude.

4.2.2. Uncertainty Analysis

The estimation uncertainty of 15 rain gauges in each event during the testing stage
was calculated, and box-line plots were generated to depict the distribution, as illustrated
in Figure 6.

Based on the evaluation results of the quantitative indicators, the BIAS and RATIO of
most precipitation data have a narrow error distribution interval, with a value around 1. In
the case of light rain, the deviation of GPM is relatively larger, and the uncertainty interval
wider compared to other data. The accuracy of the ground-interpolated data is slightly
higher than that of the fused data, but this advantage decreases with increasing rainfall
magnitude. FS-ConvLSTM has a smaller interval width than LSTM, which denotes higher
stability. Regarding RSME, GPM has the highest median error in different magnitudes of
rainfall, while F-SVD has a lower median value than IDW but with a larger interval width.
The same difference exists between FS-ConvLSTM and LSTM, with the gap increasing as
the magnitude of rainfall becomes larger. In terms of CC, the median values of GPM and
LSTM are lower, while the median value of FS-ConvLSTM is the highest. F-SVD has a
higher median value than IDW.
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Figure 6. Boxplot of the evaluation indicators for different rainfall events. (a) Small rain; (b) Moderate
rain; (c) Heavy rain; (d) Torrential rain.

Among the classification indicators, the values of POD and TS increase, and the values
of FAR and MAR decrease as the rainfall magnitude increases. In light rainfall events, POD,
FAR, and MAR exhibit large uncertainties. For ground-interpolated data, F-SVD has a
better median and interval width of indicators than IDW. For the fused data, the median
indicator of FS-ConvLSTM is generally better than LSTM, except in the light rainfall events
where the median values of POD, TS, and MAR are worse for FS-ConvLSTM. As the rainfall
magnitude changes from moderate to heavy rainfall, the difference between FS-ConvLSTM
and LSTM in POD and TS increases while the difference in FAR decreases. FS-ConvLSTM
also has a shorter interval width, indicating higher stability.

Based on the above analysis, FS-ConvLSTM shows better median accuracy than GPM
and outperforms ground interpolation data and LSTM in most cases. The distribution
width of FS-ConvLSTM is narrower than that of F-SVD and, in most cases, is narrower than
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that of the GPM. Overall, FS-ConvLSTM improves both the accuracy and the stability of
the rainfall data.

4.3. Model Performance in Typical Rainfall Events
4.3.1. Comparison of Temporal Variation Processes

Four typical rainfall events were chosen during the testing stage, and the variation
patterns of rainfall observed by rain gauges, GPM, spatiotemporal interpolation by F-SVD,
and the spatiotemporal fused data by FS-ConvLSTM were compared. The results are
displayed in Figure 7.

Figure 7. Comparison of the temporal variation process at three selected rain gauges. (a) Small rain;
(b) Moderate rain; (c) Heavy rain; (d) Torrential rain.

From Figure 7a, it is evident that, for the light rainfall events, the rainfall intensities at
all moments are below 1 mm/h. All types of rainfall data accurately capture the rainfall
events, but there are differences in rainfall magnitudes. The GPM overestimates the rainfall
significantly at all three stations, and the data of F-SVD and FS-ConvLSTM are closer to the
actual measured values, with the fused data slightly higher than the ground observations.
Notably, at Pucheng station, the value of FS-ConvLSTM is larger than that of F-SVD at the
time of approaching the rain peak. Figure 7b shows that for the medium rainfall event, the
rainfall intensity is below 3 mm/h at all moments. All three types of data reflect the rainfall
event accurately, but GPM poorly describes the rain peak present time, and the rain peak at
Pucheng station is earlier than the actual measurement, while the rain peak at Dongyou
station is later than the actual measurement, showing considerably more uncertainty. At
most moments, GPM is higher than the actual measurement, and the data of F-SVD and
FS-ConvLSTM are slightly lower than the actual measurement. For the peak of rainfall, the
values of FS-ConvLSTM are closer to the measured values compared to F-SVD. Figure 7c
shows that, for heavy rainfall events, the maximum rainfall intensity is around 6 mm/h.
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At Pucheng and Wufu stations, GPM appears to underestimate the rainfall, and the rainfall
variation trend reflected at Pucheng station lags behind the measured data. Both the F-
SVD and FS-ConvLSTM data accurately reflect the magnitudes and trends of the rainfall,
but overall, FS-ConvLSTM performs better than F-SVD. Finally, Figure 7d illustrates that,
for torrential rainfall events, the maximum rainfall intensity is above 15 mm/h. GPM
underestimates the rainfall events, and the capture of rainfall trends at the Wufu station is
also biased. There is also a slight underestimation in F-SVD for the rain peaks, and the rain
peaks of FS-ConvLSTM are closer to the measured values than F-SVD.

After analyzing the four different magnitudes of rainfall events, it can be concluded
that GPM is less reliable in describing the rainfall magnitude. The data tend to overestimate
rainfall for light and moderate rainfall events while underestimating rainfall for heavy and
torrential rain. On the other hand, F-SVD provides a more accurate description of rainfall
magnitudes and rainfall trends, despite underestimating the rainfall peaks. FS-ConvLSTM
outperforms F-SVD in accurately reflecting the rainfall events, particularly in rainfall peaks,
which is more evident in heavy and torrential rainfall events.

4.3.2. Comparison of the Spatial Distribution

During the testing stage, two rainfall events of different magnitudes were selected,
and their cumulative rainfall spatial distributions were plotted. The resulting figures
(Figures 8 and 9) show the distribution of GPM, F-SVD, and FS-ConvLSTM from left
to right.

Figure 8. Spatial distribution of the accumulated precipitation for small and moderate rainfall events.
(a) Small rain; (b) Moderate rain.
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Figure 9. Spatial distribution of the accumulated precipitation for heavy and torrential rainfall events.
(a) Heavy rain; (b) Torrential rain.

As seen in Figure 8a, the rainfall epoch for light rainfall events is around 3 days. The
values of F-SVD and FS-ConvLSTM are closer, while the magnitude of the GPM data is
significantly larger. For spatial extreme values of accumulated rainfall, the minimal values
of FS-ConvLSTM and the minimal values of GPM are closer, and the maximal values of
FS-ConvLSTM are slightly larger than those of F-SVD. GPM and FS-ConvLSTM are more
continuous in spatial variation, while F-SVD has multiple isolated points in space that
can produce abrupt changes in rainfall amounts. The rainfall centers of GPM and F-SVD
are slightly different in space, and the rainfall centers of the two data and the rainfall
distribution of the surrounding points are reflected in the fusion data. Similar results are
found for the medium rainfall event, as seen in Figure 8b, where the duration of the medium
rainfall event is around two days. The magnitude of GPM estimation is higher than the
other two data, and the spatial extremes of F-SVD and FS-ConvLSTM are very close. The
spatial distributions of the three data are relatively similar, but the values for F-SVD are
more discrete in terms of spatial variation compared to the continuous spatial variation of
GPM and FS-ConvLSTM. The fused data combine the distribution characteristics of GPM
and F-SVD, with the spatial aggregation of rainfall of both reflected in the fusion.

For heavy rainfall events, as depicted in Figure 9a, the rainfall duration lasts for
approximately four days. GPM continues to overestimate the rainfall magnitude, while the
magnitudes of F-SVD and FS-ConvLSTM are closer and the spatial extremes are similar.
The spatial distribution of rainfall reflected by GPM and F-SVD are similar, and the location
of the rainfall center is also close, corresponding to a similar distribution in the fused data.
FS-ConvLSTM shows better spatial continuity. As for the torrential rainfall events, as shown
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in Figure 9b, the rainfall duration is about 3–4 days. Regarding rainfall magnitude, GPM is
relatively large compared to the other two types of data. In terms of spatial distribution,
F-SVD shows abrupt changes, and the rainfall at a few points is significantly higher than at
other surrounding points, resulting in poor spatial continuity. Moreover, GPM and F-SVD
have single and multiple rainfall centers, respectively, and the distribution of both rainfall
centers is reflected in the fusion.

In general, GPM exhibits continuous spatial distribution but overestimates rainfall
events. F-SVD shows abrupt spatial variations but is more accurate in its response to
magnitude. FS-ConvLSTM combines the advantages of GPM in spatial distribution and
the advantages of F-SVD in magnitude, which display continuous spatial distribution and
closely approximate the actual rainfall values.

5. Discussion

The proposed FS-ConvLSTM framework effectively merges hourly precipitation data
from rain gauge and GPM observations, resulting in improved accuracy and reduced
uncertainty when estimating spatial precipitation. The framework’s ability to capture
the precipitation variation process and its superior performance compared to alternative
models highlight its potential for practical application in precipitation estimation.

The comparison results presented in Table 3 and Figure 6 demonstrate that the pro-
posed FS-ConvLSTM outperforms LSTM in terms of accuracy and stability. While tradi-
tional LSTM models only consider time-series dependencies, ConvLSTM combines the
strengths of LSTM and convolutional neural networks (CNN), allowing it to effectively
capture spatiotemporal dependencies and model both temporal and spatial dimensions [27].
Additionally, traditional LSTM primarily relies on matrix multiplication and element-wise
operations [28], which limits its capacity to model data nonlinearly. In contrast, by utilizing
multiple filters and the local connectivity of the convolution kernel, ConvLSTM can learn
richer feature representations and extract more complex spatiotemporal patterns in the data.
These characteristics contribute to the improved accuracy and stability of FS-ConvLSTM
observed in the comparison results.

Comparing the fusion results of FS-ConvLSTM for different magnitudes of rainfall
data (Table 4, Figures 6 and 7), it can be observed that the fusion results for heavy rainfall are
better. Heavy rains exhibit stronger spatial and temporal correlation and spatial expansion,
whereas small rains tend to be more localized and discrete. The convolution operation
in ConvLSTM utilizes shared weights across different spatial locations [29], enabling it
to effectively capture the spatial characteristics of heavy rainfall. Furthermore, heavy
rainfall events have longer durations, and past rainfall conditions can influence future
rainfall. The gating mechanism and memory units in ConvLSTM aid the model in retaining
and updating key spatiotemporal information [30], facilitating the capture of long-term
dependencies associated with heavy rainfall. These capabilities of ConvLSTM contribute to
its superior performance in understanding and fusing heavy rainfall data.

From the spatial distribution of the rainfall data before and after fusion presented in
Figures 8 and 9, it is evident that the fusion process retains the distribution features of both
data sources while achieving higher accuracy. The introduction of multiple input channels
in the ConvLSTM model enables the simultaneous processing of inputs from multiple
data sources [31]. This allows the model to leverage the strengths of each data source,
capture their spatial features, and retain the expression of these features in the fusion
results. Moreover, the ConvLSTM model exhibits a large capacity and nonlinear modeling
capability, enabling it to effectively handle the heterogeneity and nonlinear correlation
between different data sources during the fusion process [32]. The model learns adaptively
and adjusts the weights based on the importance and contribution of each data source. This
ability enables the model to identify and reduce the impact of data with large deviations on
the accuracy of fusion results, resulting in more accurate outcomes.

While the proposed framework successfully merges precipitation data from satellites
and rain gauges, it has certain limitations. The ConvLSTM method was chosen for this
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study due to its ability to capture spatial and temporal dependencies in rainfall data,
but alternative deep learning models such as Transformer-based models may also have
advantages in processing spatiotemporal structured data. Exploring and comparing the
performance of different architectures for precipitation data fusion would be a valuable
direction for future research. Additionally, it is important to note that the framework
proposed in this paper was tested in a single study region with a dense network of rain
gauges in southeast China, so expanding the study area and incorporating data from
additional stations would provide a more comprehensive understanding of the framework’s
performance across a larger spatial extent.

6. Conclusions

This study proposes an integrated framework (FS-ConvLSTM) to spatiotemporally
merge precipitation data from rain gauge observations and GPM (IMERG V06). The pro-
posed framework integrates F-SVD in the recommender system to improve the accuracy of
spatiotemporal interpolation based on rain gauge observations, and ConvLSTM merges
precipitation data from satellites and rain gauge interpolations by exploiting the spatiotem-
poral correlation pattern between them. The FS-ConvLSTM framework was applied to
estimate the hourly spatial precipitation in the Jianxi Basin of China from 2006 to 2018. The
findings are summarized as follows:

(1) The proposed FS-ConvLSTM framework outperforms the comparative models (IDW,
F-SVD, and LSTM) in terms of precipitation variation process description and rainfall
capture capability, reducing the RSME and FAR of the original GPM data by 63.6% and
63.1%, respectively, and increasing the CC and POD by 165% and 22.9%, respectively.

(2) The merged data not only improve the accuracy of the precipitation but also reduce
the uncertainty in precipitation estimation. As the intensity of precipitation increases,
the precipitation capture ability substantially improves, and the estimation more
closely matches the measured data in terms of total rainfall.

(3) Due to the powerful feature extraction capability of ConvLSTM, the merged precipita-
tion data combines the advantages of GPM and ground interpolation data with the
continuous spatial distribution data and values close to the actual one, and the spatial
aggregation of both data is reflected in the fusion.

The two-step merging framework proposed in this study demonstrates satisfactory
performance in merging hourly spatial precipitation data in the Jianxi basin of China by
exploring the spatiotemporal dependence between rain gauge and GPM. Different types of
precipitation data, such as Tropical Rainfall Measuring Mission (TRMM), the Precipitation
Estimation from Remotely Sensed Information using Artificial Neural Networks (PER-
SIANN), and the Climate Hazards Group InfraRed Precipitation with Station (CHIRPS),
possess their unique characteristics and advantages. In this study, we only considered
merging data from rain gauges and GPM. To maximize the benefits of each satellite prod-
uct’s data and enhance the accuracy of spatial precipitation estimations, future work should
consider incorporating more multi-source precipitation observation data.
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