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H I G H L I G H T S

A novel semi-supervised method for on/offline battery health monitoring is presented.
The approach is developed with real usage data from the maritime field.
The method is versatile and provides sensible results, in line with expectations.
A cumulative model is applied on labels generated with this approach with low errors.
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A B S T R A C T

Lithium-ion batteries are a prominent technology for the electrification of the transport sector, which itself is
a key measure towards the departure from fossil fuels. The ‘‘green shift’’ is taking place in the marine industry
too, where the number of battery-powered vessels is fastly growing. In this case, monitoring the battery State
of Health is essential more than ever to optimise battery use, promote safety, and ensure the coverage of ship
power and energy demands. Classification societies typically require annual capacity tests for this purpose;
however, the tests are disruptive, costly and time-consuming. As a consequence they are seldom, in addition to
not being always fully reliable. We propose a novel alternative semi-supervised learning approach to estimate
the State of Health of a lithium-ion battery system with no labelled data, starting from a minimal set of
weakly labelled data from another similar system. The method is based on operational sensor data gathered
from the battery, together with the battery State of Charge. Our results show that the procedure is valid, and
the obtained estimates can be used to significantly progress in failure prevention, operational optimisation,
and for planning batteries at the design stage.
1. Introduction

It is commonly recognised that the electrification of the trans-
portation sector is a key measure towards the departure from fossil
fuels. The need for a so-called ‘‘green shift’’ concerns the shipping
sector importantly: it has been estimated that CO2 emissions from
international shipping are 2.5% of the global total, and the impact
of ships emission can get up to be 55%–77% of the total in port
regions [1]. Battery-powered (fully electric or hybrid) ships represent
an attractive alternative which is already in place in many shipping
segments (e.g. ferries, offshore supply vessels). Lithium-ion (Li-ion)
batteries are currently the predominant technology, due to the im-
portant advantages they have compared to other battery types [2]. In
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particular, concerning maritime applications, batteries reduce shipping
emissions and costs due to improved energy efficiency and reduced
maintenance requirements. However, it is crucial to have a reliable
method to estimate and monitor the battery conditions, especially
because Li-ion batteries age over years and usage, resulting in both
energy and power fade [3]. Monitoring of the battery State of Health
(SoH) is essential for the battery system protection, e.g. detecting the
battery End of Life (EoL), determining the available battery power
and energy capacity for reliable ship operation. The SoH is usually
defined on the basis of either the battery resistance, maximum power,
or discharge capacity: in this study we consider the capacity-based
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definition, which is the most commonly adopted, and hence denote the
SoH as

SoH𝑖 =
𝐶available
𝐶nominal

× 100 (%), (1)

here 𝐶available is the remaining capacity, and 𝐶nominal is the nominal
apacity of the battery system. Both capacities are typically measured
sing standard charge and discharge methods. Note that the actual
nitial capacity is often used in the place of the nominal capacity,
specially when the analysis is not conducted on the system as a whole,
ut at the cell (smallest unit) level.

Estimating the remaining battery capacity is not an easy task in it-
elf. Ship classification societies usually require periodic (often annual)
ndependent tests to verify the battery conditions. Such tests enable
apacity estimation, but are disruptive, time consuming, and difficult to
erform under controlled conditions similar to lab conditions. Hence,
he often sparse independent tests provide only a general indication
f the battery real SoH. These considerations motivate the research of
lternative approaches to monitor the SoH of maritime battery systems.

A promising direction is provided by data-driven models, based
n operational sensor data from the battery systems. As opposed to
odel-based methods, which consider the physics of deterioration to
odel the battery degradation with e.g. equivalent circuits, data-driven
ethods sidestep the involved physical processes (which are complex,

nteracting, and not fully modelled in the literature) by approximating
hysical relations with a great advantage in flexibility and, often,
omputability. Further remarks on the categorisation in model-based
r data-driven approaches, which is not the only possible one and
s often interpreted in different ways, can be found in the reviews
y Basia et al. [4], Yao et al. [5], Tian et al. [6], Barre et al. [7].
uma and Koroglu [8] classify into model-based and other various
ethodologies such as genetic algorithms, fuzzy logic, neural networks,

xtended Kalman filters and dynamic Bayesian networks. Electrochem-
cal model-based methods are discussed by Farmann et al. [9], together
ith voltage-based estimation methods, incremental capacity analy-

is/differential voltage analysis methods and ageing prediction meth-
ds. A different categorisation, distinguishing between experimental
echniques and adaptive battery models, can be found in the critical
eview by Berecibar et al. [10], while Li et al. [11] discriminate data-
riven models as being characterised by: either model-fitted features,
epending on an underlying state space model; or processed external
eatures, e.g. extracted from differential voltage curves; or direct exter-
al features, directly measured by sensors, such as voltage, current and
emperature.

A complete overview of the data-driven techniques for SoH mod-
lling, with particular focus on maritime applications, is provided by
anem et al. [3]. The authors categorise data-driven methods into:
irect measurements techniques, state-space models with observers,
egression type models, time-series models, survival type models, cu-
ulative damage models, and empirical or analytical models. A char-

cteristic that is common to many of the listed approaches is the need
f time-series of SoH measurements, which are typically not available
n practice. Therefore, methods that provide capacity estimations only
ased on the continuous sensor data are described as hugely advanta-
eous. The availability of big volumes of data together with the sparsity
f independent SoH tests motivate the novel approach we present in
his paper, which has the aim of combining the information from a few
abelled data-points with the considerable amount of unlabelled sensor
ata gathered during the ships operation.

Despite the abundant research on SoH estimation of Li-ion bat-
eries, which is not yet considered to be exhaustive (see e.g. [11]),
ost of the literature has focused on fully supervised models that

re trained using sufficient labelled data samples, relying mainly on
ccelerated ageing tests. Very few papers have considered the dif-
erent and common problems of missing or limited labelled samples
n filed data. Xiong et al. [12] proposed capacity prediction using
2

lectrochemical Impedance Spectroscopy (EIS) data in case of missing
apacity measurements; the proposed neural network was trained on
subset of capacity and EIS labelled samples. However, EIS data is

ot continuously available in practice, due to EIS testing impact on
peration and lifetime. Considering limited labels, Che et al. [13] pre-
ented a semi-supervised self-learning-based methodology for lifetime
rediction based on experimental data. Li et al. [14] proposed a transfer
earning approach by finding dissimilarities in data samples through
aximum mean discrepancy; this algorithm was trained on lab data

ncluding capacity characterisation cycles. Transfer learning on lab data
as also employed by Deng et al. [15] and by Li et al. [16]: in the

irst case, degradation patterns are classified using an unsupervised
ethodology and transfer learning is applied to a short long-term
emory neural network; in the latter, transfer learning assists a pruned

onvolutional neural network. In a similar setup and using locally linear
econstruction, Yu et al. [17] proposed an oversampling method that
reates labels for the unlabelled training samples based on similarities
ith limited labelled training data to train a SoH predictive model. Wu
nd Li [18] proposed a combination of encoder and decoder neural
etworks to learn then reconstruct features in partial cycles based on
raining data of full cycles; this method has also been trained on lab
ata with full characterisation cycles. Diao et al. [19] considered a
ifferent problem for binary classification of battery ageing patterns
nder missing labels of abnormal degradation; the proposed method
support vector machine) was trained using only normal ageing labelled
ata to detect anomalous degradation.

To the best of our knowledge, the algorithm presented in this paper
s the first algorithm developed for SoH estimation of nearly unlabelled
ata from real usage of battery systems. The remainder of this article
s organised as follows: Section 2 provides a brief description of the
haracteristics typical of maritime battery systems and of the datasets
t hand; Section 3 describes our semi-supervised learning method; in
ection 4 we present and discuss the results obtained with operational
ata from different vessels; Section 5 discusses the methodology and
rovides concluding remarks.

. Data description

.1. Maritime battery systems

Large-format battery systems such as the maritime batteries are
haracterised by several differences, compared to the setup of simple
attery-powered items such as flashlights or consumer electronics.
owever, since the degradation mechanisms of a specific cell-type are

he same if cycled under the same conditions, it is likely for a method
o be easily adaptable to a number of different battery application
ields. Yet, when it comes to generalisation of a method developed on
aritime batteries, it is important to consider that the specific battery
esign and usage profile do have an impact on the methods and models
dopted: for example, the design influences the battery management
ystem, protection limits, and thermal management, while the usage
rofile determines charge/discharge C-rates, depth of discharge (DoD),
emperature, rest periods. It seems therefore relevant to outline the
ain characteristics of the large battery systems designed for maritime

pplications that are the object of this study. The two main differences
etween small and large battery systems are identified by Weicker [20]
s: the much higher number of battery cells (the smallest electrochemi-
al unit); and the more complex interactions between the battery itself
nd the load device. Further, a generic maritime battery system can be
escribed at different levels [21]:

• cell: smallest energy storage unit;
• module: ensemble of serial connected cells or cell blocks (parallel

connected cells), often equipped by electronic monitoring and/or
protective devices;
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• string/pack: series of modules having the same voltage as the
system (overall) level, can serve as a standalone energy storage
unit or be connected in parallel with other packs;

• battery system: unit composed of one or several battery packs
and equipped with all the necessary monitoring, control and
protective systems. These are typically integrated in the Battery
Management System (BMS), which ensures safe conditions and
operations.

Additionally, maritime battery systems are equipped with many
ayers of protection from cell to battery system, such as ventilation,
ooling and fire protection apparatus, as their typical high voltages
nd high currents make them linked to much larger hazards than the
maller systems.

The availability of data from the battery system at different levels
cell, module, pack) poses the dilemma about which level should the
oH estimation be made at, both with respect to computability and
ccuracy, as well as generalisability. The answer is non-trivial, since
he level choice depends on the type of data available, but also because
he level preference is likely to influence the modelling phase. For
he present case we have decided to carry the analysis at the pack
evel, as it seemed the most convenient choice given the data at our
isposal; however, it is well known that battery systems are inescapably
haracterised by cell-to-cell variations and imbalance [22] and by
emperature differences: all this might result in significant differences
n the SoH across one system subunit.

.2. Dataset description

The operational data at hand are provided by Corvus Energy and
onsist of high-frequency sensor data from three vessels (vessels A, B,
nd C) powered by battery systems with similar cell type and module
esign, but different sizes and usage profiles. They comprise time-series
f current, temperature, voltage and State of Charge (SoC)—we take
he liberty of treating the SoC as sensor data insofar as it was provided
y the data supplier with good accuracy. All variables are continuously
ver the time span of the available datasets, 4.5 to 5.5 years, though
eriods of missing data are present in each of the three cases. Rough
stimates for the amount of days without data are: 43% for vessel A,
5% for vessel B, and 9% for vessel C. Very few tests have been carried
ut to estimate the capacity, and hence the SoH, of the battery systems:
he lack of a reasonable amount of SoH observations, together with the
vailability of a considerable volume of sensor data, motivates a semi-
upervised learning approach that aims at maximising the information
e can extract from the data. In this case, we work with a minimal set
f weakly labelled data obtained by three SoH tests carried out on one
f the vessels in three different years, two of which are non consecutive.
he sensor data have been pre-processed to identify discharge phases
n the basis of changes of sign in the SoC derivative: this enabled to
o from continuous measurements in the four dimensions – current,
emperature, voltage, SoC – to sequences of single events, namely the
ischarge cycles. Fig. 1 displays SoC data for a few days of operations:
he charge and discharge phases are correctly identified by the pre-
rocessing algorithm, which is designed to ignore small fluctuations
ue to noise in the data. The gap in the figure is due to missing data,
common characteristic of real data gathered during ship operation,
hich is to some extent accounted for in the analysis and briefly
iscussed. Summary statistics of the sensor data gathered during a
ischarge cycle encode its characteristics. These include: average C-
ate, temperature range, Depth of Discharge (DoD), SoC range, total
uration; other relevant properties are specified in Section 3.1.1. The
ethod is comprised of two main parts: label learning and cumulative
odelling. All cycles with DoD = 𝛥SoC ≤ 10% or duration shorter than

five minutes were considered too shallow for the labelling phase, and
hence neglected. We refer to Section 3.1.1 for other filtering criteria.

Data pertaining to vessel A, the ship provided with the three SoH
3

tests and with the largest rate of missing data, will be referred to as
Table 1
Brief glossary for the adopted terminology.

Cycle characteristics A set of features describing a cycle, extracted from
the sensor data gathered during the cycle.

Reference cycles Any discharge from the reference dataset (vessel A,
with three SoH tests), provided that it took place in a
time-window around one of the tests. Reference cycles
within each time-window share the same label, but
potentially different characteristics.

Target cycles Discharge cycles from the target datasets (vessels B &
C) where we want to estimate the SoH.

Nominal cycles Cycles that are performed at standard conditions (e.g.
lab tests), hence suitable for capacity estimation. Such
cycles are not identically observed in real-operation
scenarios, hence the need for alternative SoH
estimation methods.

Cycle group Ensemble of reference and target cycles sharing the
same characteristics: DoD, average C-rate, temperature
range, etc. All cycles in the group are occurrences, at
different time points, of reference or target cycles
with the same characteristics. Two different groups
will differ in at least one of the cycle characteristics.

reference data: the labelled discharge cycles from this vessel constitute
the references we build the analysis on. Since there are only three SoH
tests for the reference data, only three reference discharge cycles are
labelled. However, we will assume the SoH to be constant in a time
window around each test (Section 3), so that all the reference cycles
in the window achieve a label too, i.e. the SoH value observed at the
test (Fig. 2). The other two vessels, B and C, are our target data: we
im at estimating the battery SoH in correspondence with as many
arget cycles as possible. We refer to Table 1 for a clarification and
eminder of the terminology used throughout the article. The resulting
oH estimates can be used as labels to convert target data into train
nd test data for further modelling, e.g. for cumulative degradation
odels, as we do in this paper, or for anomalous degradation detection

s in [19].
Fig. 3 provides a visual representation of the data and the various

hases of our methodology, which is explained in the next section of the
rticle. In another setup, reference data can be replaced by lab cycling
ata, and target data cover all operating battery-driven vessels for a
iven battery design.

. Methodology

Machine learning algorithms are methods that, given a set of input
ariables 𝒙 = 𝑥1,… , 𝑥𝑝 and an output variable 𝑦, allow to construct

a learner, or rule, 𝑓 (𝒙) that represents the best mapping of the input
variables to the output. The rule will then enable predictions �̂� of the
response for new values of the input variables. In our case, the output
variable 𝑌 (or response) is the SoH obtained from the actual capacity
of a battery system from maritime applications, as from Eq. (1). The
input variables are the characteristics of the discharge cycles, based on
the sensor data that were gathered during each cycle. However, since
the vast majority of the cycles lack a corresponding SoH observation,
we cannot train a machine learning model to learn the rule 𝑓 (𝒙)
and enable SoH prediction. To overcome the issue, we developed the
semi-supervised learning method which is described in this section.

The first phase of the method is label learning and it is based
on detecting, matching, analysing, and modelling the characteristics
of incomplete cycles around the reference SoH tests. It is based on
the assumption that the SoH of the battery system can be considered
constant for a time window of 𝑁 days around the independent SoH test.
This assertion is valid where considerable degradation takes several
years, as in the case of this study: in practical applications, especially
in the maritime field, the sudden drop in SoH (knee point) is often not

reached and the battery decay is gentle and slow [23]. Nevertheless,
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Fig. 1. State of Charge for one pack of vessel A, for a few days of operations: charge and discharge cycles have been identified in phase of pre-processing, and small fluctuations
within a cycle have been ignored. The gap in the time-series is due to missing data in real operation scenarios. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
Fig. 2. Reference discharge cycles for one battery pack, DoD vs. initial timestamp. Left panel: the black dots are cycles taking place in the constant-SoH windows around the
oH tests, grey dots are cycles not included in such windows; only three cycles are labelled (coloured dots), as a consequence of having only three SoH tests. Right panel: the
ssumption of constant SoH enables us to enlarge the pool of labelled data points, since all cycles in the window are labelled with the SoH estimated at the SoH test; all cycles
utside the windows are discarded. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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he value of 𝑁 should be chosen and adjusted depending on the specific
data at hand. This fundamental assumption enables to enlarge the set
of cycles with an associated label, to the advantage of the procedure.

The main limitation characterising real operation scenarios is that
we never observe nominal cycles, i.e. cycles that are performed at
standard conditions defined by the manufacturer: they require standard
charge and discharge methods under specific C-rate, cutoff voltage and
current, and temperature condition. If we could find nominal cycles
in the operational history of the battery systems, we would be able
to estimate the capacity directly by means of the Coulomb counting
method [3,24]

𝐶available = ∫

𝑡1

𝑡0
𝜂 𝐼(𝜏) 𝑑𝜏, (2)

where 𝑡0 and 𝑡1 are the initial and final times of the complete discharge
of the battery systems, 𝐼(𝑡) is the current intensity which evolves over
time, and 𝜂 is the Coulombic efficiency which is often assumed to be
𝜂 = 1, as we do throughout the rest of this paper.

The conditions of the nominal cycles are obviously not met in
practice, and we do not observe any complete discharge, both because
it would pose problems of operation limits (i.e. mission profile) and
because discharging the battery system completely would contribute to
accelerating the battery degradation itself. Then, the basic idea of our
method is that, since we do have accurate State of Charge estimates
at our disposal, we can use a slight modification of Eq. (2) as a pseudo
capacity measurement, a yardstick to relate discharge cycles happening
4

at relatively homogeneous conditions while the battery system ages
over years. In formula,

𝐶pseudo = ∫

𝑡end

𝑡start
𝐼(𝜏) 𝑑𝜏, (3)

where 𝑡start and 𝑡end are now the start and end times of an incomplete,
ot nominal, discharge cycle from SoCstart to SoCend.

The two phases of the procedure, label learning from incomplete cycles
nd cumulative modelling, are described in the remainder of this section.

.1. Label learning from incomplete cycles

The first phase of the semi-supervised learning approach in turn
onsists of two steps: cycle clustering and SoH labelling.

.1.1. Cycle clustering
A crucial requisite for the method success is that the incomplete

ischarge cycles we relate take place under homogeneous conditions
ith respect to DoD, SoC range, C-rates and temperatures: in fact,
ifferent conditions have a large impact on capacity estimation, see
.g. [25]. The first step of the procedure is then identifying groups
f cycles that happen at similar conditions, relatively constant, in the
eference data. The adopted criteria for filtering and clustering the
ycles are:

• Same DoD = SoCstart − SoCend (±2% on each SoC measurement)
• Same SoCstart (±2%)
• Same average C-rate (±0.05)
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• Variance over time in the C-rate below 0.15
• Same maximum and minimum temperature ±2.5 ◦C
• Variance over time in the temperature below 1 (◦C)2
• Variance over space (within the pack) in the temperature below

3.5 (◦C)2

The three last points, which are related to the temperature, are
etter specified in the reminder of this subsection. Note that conducting
he analysis at the pack level and considering only cycles that are
requently repeated has important implications when it comes to the
emperatures: variations in the temperatures from module to module,
nd across different cells inside a module. Therefore, in the case of a
attery pack with 𝑛 modules and 𝑘 temperature sensors within each
odule, our way to aggregate the temperature data is as follows. We

irst compute summary statistics of temperature data for each module
= 1,… , 𝑛 and each sensor 𝑗 = 1,… , 𝑘:

𝑡,𝑖𝑗 average over time for the single sensor
2
𝑡,𝑖𝑗 variance over time for the single sensor
min,𝑖𝑗 , 𝑇max,𝑖𝑗 min and max values for the single sensor.

(4)

he variance over time at the pack level is then obtained as

�̄�2𝑡 = 1
𝑘 ⋅ 𝑛

𝑘⋅𝑛
∑

𝑙=1
𝜎2𝑡,𝑙 . (5)

o account for differences across the modules, we first define the
odule average temperature by averaging over the 𝑘 sensors in the
odule,

̄𝑡,𝑖 =
1
𝑘

𝑘
∑

𝑗=1
𝜇𝑡,𝑗 for 𝑖 = 1,… , 𝑛. (6)

he pack mean temperature is then the average of the module averages,

�̃�pack
𝑡 = 1

𝑛

𝑛
∑

𝑖=1
�̄�𝑡,𝑖. (7)

onsequently, the variance over space (i.e. across modules) is obtained
s

�̂�2
�̃�pack
𝑡

= 1
𝑛 − 1

𝑛
∑

𝑖=1
(�̄�𝑡,𝑖 − �̃�pack

𝑡 )2. (8)

Finally, the minimum (maximum) values at the pack level are defined
as the median values of the distribution of minimum (maximum)
temperatures at the module level:

𝑇 pack
min = median

𝑖∈[1,𝑛]
{𝑇 (𝑖)

min} with 𝑇 (𝑖)
min = min

𝑗∈[1,𝑘]
{𝑇 (𝑖𝑗)

min} for 𝑖 = 1,… , 𝑛
pack
max = median

𝑖∈[1,𝑛]
{𝑇 (𝑖)

max} with 𝑇 (𝑖)
max = max

𝑗∈[1,𝑘]
{𝑇 (𝑖𝑗)

max} for 𝑖 = 1,… , 𝑛.

(9)

At the end of the cycle grouping, cycles with spurious data are
further filtered out by requiring

0.6 ⋅ 𝐶nominal ≤
𝛥𝑡 ⋅ |𝐼|
DoD ≤ 1.2 ⋅ 𝐶nominal, (10)

here 𝐶nominal is the nominal capacity of the battery system, 𝛥𝑡 is the
ycle duration, |𝐼| is the cycle average current intensity (in absolute
alue), and DoD = SoC1− SoC2 is the cycle Depth of Discharge.

This phase of the procedure leads to the identification of the ref-
rence cycles: cycles from the constant-SoH windows in the reference
ata (hence with an associated label), each with specific characteristics
n terms of DoD, C-rates, temperatures and SoC range. Having found 𝑘
roups of cycles means having identified 𝑘 types of typical reference

cycles with different characteristics: we underline the importance of
analysing each group per se to adjust for the impact of different char-
acteristics/conditions on capacity estimation. Within each group, each
reference cycle will hopefully have several occurrences (the more, the
5

better). Target cycles are cycles in the target data that have the same
characteristics as the reference cycles. Groups of cycles are clusters
of cycles, both in the reference and in the target data, sharing the
same characteristics: each group can be thought as characterised by an
archetype reference cycle and all cycles in that group are occurrences
of either reference or target cycles with the same characteristics as
the archetype. Groups containing only reference cycles are discarded,
since the lack of targets makes such groups useless for the purpose of
capacity estimation in the target datasets. Similarly, groups with less
than five reference cycles are discarded, since such a small number of
data points is insufficient for training a model for the SoH labelling
and/or estimation; the other groups are treated independently from
each other in the rest of the procedure.

3.1.2. SoH labelling
Suppose that 𝑞 groups of cycles were identified (and not discarded)

during the cycle classification phase: each group has a certain number
 ≥ 5 of reference cycles, for which the capacity of the battery is
assumed to be known, being the one estimated from the independent
SoH tests. In this phase, 𝑞 different linear models [26] are trained on
the reference cycles, one for each class, to learn the relationship 𝑓
between the observed capacity of the battery and a vector of input 𝒙
that depends on the number of available reference cycles  :

• for  < 7: 𝒙 = {𝐶pseudo, 𝑡start, 𝛥𝑡},
where 𝐶pseudo is the pseudo-capacity defined in Eq. (3), 𝑡start is
the unix timestamp of the cycle start, and 𝛥𝑡 is the cycle duration
in seconds;

• for  = 7: 𝒙 = {𝐶pseudo, 𝑡start, 𝛥𝑡, �̄�2𝑡 , 𝜎
2
C-rate},

i.e. the temperature variance over time �̄�2𝑡 defined in Eq. (5) and
the C-rate variance over time 𝜎2C-rate are added to the model;

• for  = 8: 𝒙 = {𝐶pseudo, 𝑡start, 𝛥𝑡, �̄�2𝑡 , 𝜎
2
C-rate, �̄�

pack},
i.e. the average pack temperature of the cycle �̄� pack also enters
the model;

• for  > 8: 𝒙 = {𝐶pseudo, 𝑡start, 𝛥𝑡, �̄�2𝑡 , 𝜎
2
C-rate, 𝑇

pack
min , 𝑇 pack

max },
where the average pack temperature of the cycle �̄� pack is replaced
by the maximum and minimum pack temperature values 𝑇 pack

min
and 𝑇 pack

max .

Thus, the capacity of the battery 𝐶 (and, hence, the battery SoH)
can be predicted from the input 𝒙 using the learnt rule 𝑓 :

�̂� = 𝑓 (𝐶𝑝𝑠𝑒𝑢𝑑𝑜, 𝑡start, 𝛥𝑡,…) =

= 𝛽0 + 𝛽1𝐶𝑝𝑠𝑒𝑢𝑑𝑜 + 𝛽2𝑡start + 𝛽3𝛥𝑡 +⋯
(11)

For each model, uncertainty on the capacity estimates can be further
estimated [26] from the training (labelled) data:

̂ =

√

(𝐶 − �̂�)2
𝑛 − 𝑝

(12)

where 𝐶 is the observed capacity, 𝑛 is the number of observations and
𝑝 is the cardinality of 𝒙.

Of the 𝑞 resulting models, we want to keep only the ones hav-
ng a reasonable amount of variability in the outcome explained by
he model, and discard the others (implying that their corresponding
roups of cycles are removed from the analysis). For this purpose, one
ption is to consider the adjusted coefficient of determination 𝑅2

adj [27]:
all models with 𝑅2

adj below a given threshold are discarded. The thresh-
old value can be adjusted manually in order to guarantee having
enough data: in cases with many cycle groups and large amounts of
matches in the target data, a high threshold can be selected to ensure
accuracy; otherwise, some accuracy can be traded with larger amounts
of estimates.

The capacity estimates from the different groups are then gathered
together and converted to the SoH scale by dividing by the nominal

capacity of the battery system. Since in real applications it is often
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Fig. 3. Visual representation of the data and the various phases of our methodology: reference data from vessel A constitute the references we build the analysis on. Vessels B
and C are target data, where we want to obtain SoH estimates. This is done in the first step of the procedure, label learning from incomplete cycles, which comprises cycle clustering
and SoH labelling. Once this is achieved, the SoH estimates can be considered as labels for cumulative modelling : vessel B becomes a train set and vessel C a test set for a MFP
regression model.
desirable to have a weekly or monthly SoH monitoring, it might be
convenient to aggregate the estimated SoH accordingly: to this end, a
weighted average of the estimated SoH values where the weights are
the reciprocal of the uncertainties estimated by the models, as from
Eq. (12), is a suitable way to ensure that highly uncertain estimates
have little impact to the final SoH labelling.

3.2. Cumulative modelling

The semi-supervised learning procedure we present in this paper
enables further supervised data-driven analysis: the newly obtained
SoH estimates are used as labels and convert previously unlabelled data
into training and test data for constructing and validating the learner.

Among the variety of available data-driven methods (see e.g. [3,
19]), cumulative damages models having the battery capacity degra-
dation as response seem particularly appealing, as they establish a
relationship between the factors that accelerate the battery ageing and
allow to quantify their effect. Further, they are meaningful for battery
systems suppliers when it comes to sizing new products, since the
battery size determines the battery capacity, DoD and C-rate which
are among the factors that affect the desired lifetime. Encouraged by
good results achieved by Multivariable Fractional Polynomials (MFP)
regression on data from accelerated tests in a previous work [28], to
which we refer for details about the algorithm itself and the main stress
factors that can be accounted for by using sensor data, we have here
adopted MFP to train a regression model on the data from vessel B,
and used vessel C as a test set. In short, MFP is a systematic routine to
find the most suitable polynomial by trying different transformations
of each covariate from a set of possible choices, with the option of
performing variable selection too: we start with a set of candidate
covariates and the algorithm selects the best transformation and scaling
for those variables that are found to be statistically relevant to predict
the response.

The response of our model is the monthly change in the battery SoH
with respect to the initial value SoH(𝑡0),

𝑦 = 𝛥SoH(𝑡) = SoH(𝑡 ) − SoH(𝑡), (13)
6

0

where SoH(𝑡) are the monthly-averaged SoH estimates presented in
Section 4.

The candidate covariates we consider to model the degradation are
the following:

• An equivalent full cycles measure,

𝑒𝑓𝑐 =
∫ 𝑡end
𝑡start |𝐼| 𝑑𝑡

𝐶nominal
, (14)

where 𝑡start and 𝑡end are the initial and final timestamp of the
whole operational history, and 𝐶nominal is the nominal capacity
of the battery;

• A monthly equivalent full cycles measure,

𝑒𝑓𝑐month =
∫ 𝑡2
𝑡1

|𝐼| 𝑑𝑡

𝐶nominal
, (15)

where 𝑡1 and 𝑡2 are now the initial and final timestamp of the
considered month;

• The monthly average discharge C-rate (absolute value),
C-ratedisch.;

• The monthly average charge C-rate (absolute value), C-rate ch.;
• The monthly average initial voltage of the discharging phases,

normalised to the number of modules, 𝑉in, disch.;
• The monthly average initial voltage of the charging phases, nor-

malised to the number of modules, 𝑉in, ch.;
• The monthly average voltage difference of the discharging phases,

normalised to the number of modules, 𝛥𝑉disch.;
• The monthly average voltage difference of the charging phases,

normalised to the number of modules 𝛥𝑉ch.;
• The monthly averages of the minima and maxima temperature

values of each charge and discharge cycles, for every temperature
sensor (it is typical to have several temperature sensors in each
battery module) 𝑇min,𝑘 and 𝑇max,𝑘, for 𝑘 = 1,… , 4;

• The total duration of the discharging phase during the month,
𝛥𝑡disch.;

• The total duration of the charging phase during the month, 𝛥𝑡 ;
ch.
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• The SoH as estimated in the previous month, 𝑆𝑜𝐻prev;
• The interaction between 𝑒𝑓𝑐 and C-ratedisch.;
• The interaction between one of the minimum temperature, 𝑇min,3,

and C-rate disch.;
• The interaction between Vin, disch. and 𝑒𝑓𝑐.

ote that all features with the exception of the total 𝑒𝑓𝑐 are cumulative
ver each month, but not over the entire operational history of the
attery system. For this reason, in case of missing data for one whole
onth inside the operational time span of the battery system, the
onth itself is not considered for prediction, but the total 𝑒𝑓𝑐 is

ncreased by the average value over all previous months. This correc-
ion is enough for the purpose of this paper; however, should it be
ecessary to obtain predictions at regular intervals without skipping the
issing data periods, considering more sophisticated procedures would

e needed, e.g. the imputation technique described by Razavi-Far
t al. [29].

. Results

Results from each phase of the semi-supervised learning procedure
re presented in this section for one pack of each vessel. Results for
ther packs of the battery systems are shown in Appendix A.

.1. Label learning from incomplete cycles

The assumption of constant SoH for 𝑁 days before and after the
ndependent tests has been adopted with 𝑁 = 50. The choice of 𝑁
ntails a trade-off between accuracy and amount of available reference
ycles: in this case, the decision aims at maximising the number of
eference cycles, and it is reasonably based on the consideration that
he degradation in the first years of vessel operations is still in its linear
hase, i.e. it is gentle and slow.

The cycle classification phase provided twelve groups of cycles with
imilar characteristics for vessel B (however, due to few matches be-
ween reference and target cycles, only ten groups were effectively used
or the analysis), and seven groups for vessel C. Note that the amount
f cycles with similar characteristics, and hence the amount of groups
fter the classification, is highly dependent on how similar/dissimilar
he operational profiles of the considered vessels are. In this case, the
atching cycles were shallow and mostly in the range 60% − 80%.
owever, vessels with closer operational profiles could result in higher
umbers of deeper matching cycles. To provide a description of the
ycle groups obtained from the cycle classification step, each row of
able 2 displays the shared characteristics of one cycle class.

In the second step of the label learning phase, a linear model has
een trained on data from each group of cycles. The selected threshold
or the adjusted coefficient of determination is 𝑅2

adj = 0.6: in fact, a
omparison between the results reported in this section and those in
ppendix A obtained with other threshold values (0.5, 0.7, and 0.8)
hows that values higher than 0.6 would produce too sparse labels,
hile 𝑅2

adj = 0.5 would include inaccurate and unnecessary estimations.
As an example of the obtained models, two of them, corresponding

o groups 1 and 2 described in Table 2, are reported in Tables 3 and
respectively. Note that the first model has the minimum considered

umber of input, due to the presence of scarce reference cycles in group
, while the second has the full set of input.

The State of Health estimates obtained with our procedure are
hown in Figs. 4 and 6 for one pack of vessel B, and in Figs. 5 and 6 for
ne pack of vessel C. Note that not all the ten groups of cycles (Table 2)
ere relevant for each of these packs. Combining the contributions of
ach group, which are shown both separately and altogether in Figs. 4
vessel B) and 5 (vessel C), the whole (or almost) time span provided
ith data is covered: the holes in the distributions, in fact, are due to
7

eriods of missing data.
The lack of frequent SoH measurements in similar conditions poses
a challenge for accuracy assessment. However, the results we achieved
are reasonable and entirely in line with the typical degradation be-
haviour of Li-ion batteries described by Edge et al. (2021, Fig. 17) [23]
and Lin et al. (2013, Fig. 2) [30]. The authors describe the battery
degradation as constituted by three stages: acceleration, stabilisation
(linear ageing) and saturation (nonlinear ageing).

In the results of vessel B it is possible to identify the typical
exponential degradation characterising the initial acceleration phase,
and it is clear that after the first few months of operations the battery
system enters the stabilisation stage, where the degradation is gentle
and linear. Recognising the acceleration phase in the results of vessel
C is not as easy, due to sparser available data, though some sign of
acceleration can be detected in Fig. 6 (right panel), and the linear
ageing of the battery system emerges distinctly from the plots. The
results are consistent with the batteries having been under operation
for less than six years (vessel B) and less than five years (vessel C): in
both cases, the saturation stage (third phase, nonlinear ageing) has not
been reached yet.

4.2. Cumulative modelling

The MFP models trained on the data from vessel B are reported in
Tables 5 and 6: the features of the reduced model (which underwent
variable selection) and of the full model, respectively, can be read
together with their estimated coefficients, standard errors and corre-
sponding 𝑝-values. At a significance level 𝛼 = 0.05, the only inputs that
resulted significant are: the total efc, the interaction between the aver-
age discharge initial voltage 𝑉in, disch. and the efc itself, and the average
minimum temperatures from two sensors, 𝑇min,1 and 𝑇min,3. The full
model obviously includes all the features presented in Section 3.2, but
the vast majority is non-significant. This emerges clearly from Fig. 7:
here, the predictions for vessel C obtained from the reduced model (top
row) and the full model (bottom row) are compared to the observed
values (as estimated from the semi-supervised approach). To evaluate
prediction accuracy we provide the normalised Root Mean Squared
Error (RMSE),

RMSEnorm(ŜoH, SoH) =

√

√

√

√
1
𝑛

𝑛
∑

𝑖=1

(SoH𝑖 − ŜoH𝑖
SoH𝑖

)2
, (16)

s well as a histogram of the normalised absolute errors,

bsEnorm(ŜoH, SoH)𝑖 = |SoH𝑖 − ŜoH𝑖|. (17)

From Fig. 7 it is clear that, while both models are effective in predicting
the SoH degradation, the reduced model is more accurate as the RMSE
improves by 1% and all absolute errors are below 2%, while they are
mostly between 2%–3% for the full model. Both models, in principle,
would be sufficient based on the maritime regulations which usually
require errors within 5%. However, it is important to note that the SoH
trend estimated by the full model is wrong, since the SoH seems to have
an increasing trend over time. The reduced model is therefore a better
model, confirming the effectiveness of variable selection.

It is interesting to note that the MFP algorithm has not suggested
polynomial transformations for any of the considered input: thus, a
linear model would have been equivalent in this case. However, having
ensured that there are not significant non-linearities is an important
point which would not have been guaranteed by an ordinary linear
regression.

5. Discussion and conclusions

This paper presented our novel semi-supervised learning approach
to estimate the State of Health of lithium-ion battery systems based on
operational sensor data continuously measured from the batteries and
a minimal set of weakly labelled data-points. The article is focused on
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Table 2
Classes of cycles obtained from the cycle classification step. For each class (each row) we show the shared characteristics of cycles in that group: starting and ending SoC values,
average C-rate, variance in the C-rate, minimum and maximum temperatures at the pack level, average pack temperature, temporal and spatial temperature variance.

Index SoCstart SoCend C-rate 𝜎2
C-rate 𝑇 pack

min 𝑇 pack
max �̄� pack �̄�2

𝑡 �̂�2
�̃�pack
𝑡

1 72% 52% −0.56 0.027 33.5 ◦C 38 ◦C 34.9 ◦C 0.48 1.07
2 76% 56% −0.58 0.025 33 ◦C 36 ◦C 34.1 ◦C 0.31 1.08
3 77% 58% −0.46 0.021 28 ◦C 31 ◦C 28.9 ◦C 0.29 0.48
4 85% 67% −0.47 0.013 31 ◦C 34 ◦C 31.5 ◦C 0.11 0.58
5 83% 65% −0.545 0.026 32 ◦C 36 ◦C 33 ◦C 0.26 0.64
6 86% 66% −0.53 0.032 34 ◦C 38 ◦C 34.9 ◦C 0.19 0.39
7 88% 69% −0.53 0.020 30 ◦C 34 ◦C 30.6 ◦C 0.27 0.73
8 88% 71% −0.35 0.052 29 ◦C 33 ◦C 29.9 ◦C 0.28 0.70
9 87% 69% −0.50 0.033 36 ◦C 41 ◦C 37.3 ◦C 0.31 1.32
10 89% 67% −0.284 0.073 22 ◦C 25 ◦C 23.4 ◦C 0.31 1.29
Fig. 4. State of Health estimates for one pack of vessel B. The estimated values are grouped by SoC range (panels 1–5), each colour corresponding to a different group in Table 2.
All contributions are plotted together in panel 6. The whole time span provided with data is covered, as holes in the distribution are due to periods of missing data. Larger
variance/bias in few groups should be ascribed to poorer models (low 𝑅2

adj, see Appendix A) and is reflected in higher uncertainties. Weighted averages (Fig. 6) account for this
and therefore constitute a preferable choice. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 3
Linear model trained on reference cycles from group 1. Each feature is reported with
the estimated coefficient, standard error and corresponding 𝑝-value. The intercept and
𝐶 (norm)
pseudo are normalised to the nominal capacity of the system. The adjusted coefficient

of determination is also shown. Note that, in this case, 𝐶pseudo, 𝑡start and 𝛥𝑡 are the only
features, since the number of reference cycles in the group was 5 and hence 𝑁 < 7.

est. coefficient std. error 𝑝-value

Intercept(norm) 1.195 0.19 0.099
𝐶 (norm)
pseudo −0.004 0.004 0.490

𝑡start −2.9 ⋅ 10−8 1.34 ⋅ 10−8 0.272
𝛥𝑡 0.02 0.02 0.539

𝑅2
adj 0.78

battery systems from maritime applications, which are characterised
by several differences from batteries in other applications (e.g. elec-
tric vehicles or consumer electronics) both in format and operational
usage. However, the findings should be reasonably easy to extend to
other lithium-ion battery application areas. The results obtained with
the semi-supervised learning procedure are in line with the typical
degradation patterns of lithium-ion batteries and meet battery experts’
expectations. The number and characteristics of similar discharging
cycles in each cycle group is highly dependent on how similar the
8

Table 4
Linear model trained on reference cycles from group 2. Each feature is reported with
the estimated coefficient, standard error and corresponding 𝑝-value. The intercept and
𝐶 (norm)
pseudo are normalised to the nominal capacity of the system. The adjusted coefficient

of determination is also shown. In this case, the whole set of features is in the model,
since there were more than 8 reference cycles (i.e. 12) in the group.

est. coefficient std. error 𝑝-value

Intercept (norm) 1.07 0.059 5.6 ⋅ 10−5

𝐶 (norm)
pseudo 0.002 0.002 0.376

𝑡start −2.04 ⋅ 10−8 8.08 ⋅ 10−9 0.065
𝛥𝑡 −1.96 ⋅ 10−3 3.54 ⋅ 10−3 0.607
𝑇 pack
max 0.52 0.25 0.111

𝑇 pack
min −0.36 0.38 0.389

�̄�2
𝑡 −1.04 1.85 0.602

𝜎2
C−rate −13.6 28.08 0.653

𝑅2
adj 0.67

operational profiles of the considered systems are, as well as on the
adopted criteria for cycle filtering and clustering. The level at which
the analysis is conducted (single cell, module, pack) also has an impact
on the predictions. The pack level seemed the most suitable for the
data used in this analysis, but depending on the resolution of the data
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Fig. 5. State of Health estimates for one pack of vessel C. The estimated values are
grouped by SoC range (panels 1–3), each colour corresponding to a different group in
Table 2. All contributions are plotted together in panel 4. The whole time span provided
with data is covered, as holes in the distribution are due to periods of missing data. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

Table 5
Linear model trained on data from vessel B with variable selection. Inputs are derived
from the operational sensor data of the battery system; the labels are the monthly
averaged SoH estimates obtained with the semi-supervised procedure presented in this
paper. The features entering the model are reported together with their estimated
coefficients, standard errors and corresponding 𝑝-values.

est. coefficient std. error 𝑝-value

Intercept −6.395 1.62 0.0002
efc 0.0008 0.00021 0.0002
𝑉in,disch. ∶ efc −0.00016 0.00004 0.0005
𝑇min,3 −2.62 0.825 0.0025
𝑇min,1 3.01 0.89 0.0014

at cell or module level, other choices could, in general, be possible and
preferable. Another aspect which is crucial for the procedure success
is the availability and reliability of the State of Charge estimates. In
the present case, accurate and frequent State of Charge measurements
were provided by the data supplier company and we could build
our analysis on such data just as if they were sensor data; however,
generally speaking the correct estimation of the State of Charge is a
demanding task and it might have some uncertainties. The strength of
our method resides in the capability of assessing the State of Health of
one or more battery systems on the basis of a very few State of Health
observations for a similar system, profitably extracting information
from large amounts of unlabelled data. A main asset of the procedure
is also having being designed on data gathered from real operation, as
opposed to the many SoH algorithms in the literature that are designed
and tested on lab data only. As a matter of fact, it would be possible for
our method to be trained on lab data and then applied on operational
data, provided that the same kind of battery is tested in the laboratory
and operated in real world: this could have been considered e.g. for
lack of ‘‘real reference’’ data (in our case, if we had not have a vessel
with three SoH test available). However, when possible, we would
advice to consider operational data both as reference and target, since
the method is fully data-driven and a fundamental point in statistics
and data science is that training and test data should come from
the same distribution. Finally, our method is characterised by a high
9

Table 6
Linear model trained on data from vessel B without variable selection. Inputs are
derived from the operational sensor data of the battery system; the labels are the
monthly averaged SoH estimates obtained with the semi-supervised procedure presented
in this paper. All features are reported together with their estimated coefficients,
standard errors and corresponding 𝑝-values.

est. coefficient std. error 𝑝-value

Intercept −67.24 45.37 0.1472
efc 0.016 0.006 0.0137
𝑉in,disch. ∶ efc −0.003 0.001 0.0156
𝑇min,3 −60 28.19 0.0790
𝑇min,1 43.67 24.32 0.0812
𝑇max,1 −41.03 24.73 0.1059
𝑇max,3 43.59 28.54 0.1356
𝛥𝑉ch. −0.087 0.07 0.2215
𝛥𝑡ch. −0.003 0.002 0.2324
SoHprev 0.18 0.15 0.2416
𝛥𝑡disch. −0.0015 0.0015 0.3288
𝑉in,disch. 2.01 2.44 0.4156
𝛥𝑉disch. −0.06 0.07 0.4211
efc ∶ C − ratedisch. −0.0007 0.0009 0.4519
𝑇min,4 15.77 24.74 0.5278
𝑇max,4 −15.36 24.57 0.5358
𝑇max,2 12.06 23.61 0.6127
𝑉in,ch. −1.12 2.42 0.6457
𝑇min,2 −7.23 22.9 0.7540
C − ratedisch. 7.45 29.6 0.8027
efcmonth 0.0007 0.003 0.8407
C − ratech. 0.7 4.44 0.8758
𝑇min,2 ∶ C − ratedisch. −0.05 1.06 0.9642

versatility. In fact, the first part of the method, label learning from
incomplete cycles, can be used per se, to obtain State of Health estimates
both in an online or offline setup. Additionally, it can be exploited
for transforming unlabelled data into training/test data for supervised
learning, e.g. anomaly detection or cumulative degradation modelling.
As an example, in the second phase we have applied the Multivariable
Fractional Polynomial algorithm to model the monthly variation in the
battery SoH compared to the initial SoH of the battery. The achieved
results are encouraging, as the normalised Root Mean Squared Error is
less than 1% and almost all the normalised absolute errors are below
1.5% for the reduced model. The missing data issue, which is the
typical obstacle for cumulative damage models which are based on
the whole operational history of the battery system, was overcome by
increasing the equivalent full cycle measure in the months with no data
at all, by the average value of the previous months; more sophisticated
procedures would be needed in order to obtain predictions at regular
intervals, without skipping periods of missing data.

An interesting development for future works is certainly to try and
perfect the method on datasets with longer operational time spans, that
is, reflecting a more advanced battery degradation. At the same time,
adapting the procedure to lithium-ion batteries from other areas than
the maritime field would be attractive and valuable.
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Fig. 6. Left: Monthly weighted averages of the estimates for vessel B shown in Fig. 4. Right: Monthly weighted averages of the estimates for vessel C shown in Fig. 5. In both
cases, the weights are the reciprocal of the uncertainties estimated by the models, to ensure that highly uncertain estimates have little impact to the final estimate.
Fig. 7. Left plots: State of Health degradation results for vessel C using the MFP regression model trained on data from vessel B, with variable selection (top) or without (bottom).
Right plots: histogram of the normalised absolute error obtained with the reduced model (top) and with the full model (bottom).
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