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S U M M A R Y 

We consider marine controlled source electromagnetic (CSEM) data and demonstrate that 
a typical CSEM surv e y is associated with significant data redundancy. Thus, it should be 
possible to obtain a high-quality inversion result by using only a subset of the original data. 
Moreov er, in surv e y design, ef fort should be made to optimize the placement of the recei vers. 
This study therefore investigates the challenges of data decimation and surv e y design in the 
case of repeated surv e ys by use of the data resolution matrix and model resolution matrix . A 

frame work of anal ysis has been de veloped to ef ficientl y use these quantities. The feasibility of 
the proposed approach is demonstrated using both synthetic data computed from an interpreted 

model of the Wisting oil field in the Barents Sea, as well as actual field data from the same oil 
field. 

Key words: Arctic region; Controlled source electromagnetics (CSEM); Marine electromag- 
netics; Inverse theory. 
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1  I N T RO D U C T I O N  

The marine controlled source electromagnetic (CSEM) technique 
is used to map subsurface resistivity from surface measurements 
of magnetic and electric fields induced by a controlled source. For 
an e xhaustiv e re vie w of the de velopment of marine CSEM, the 
reader is referred to (Constable 2010 ) and (Zhdanov 2010 ). Current 
studies process CSEM data by using inversion techniques that can 
handle complex and anisotropic earth models in 3-D (Brown et al. 
2012 ; Jakobsen & Tveit 2018 ; Wang et al. 2018 ). Ideall y, e very 
inversion result should be accompanied by a proper description 
of the uncertainty and resolution of the inverted model. Menke 
( 2012 ) describes how to quantify the resolution of an inversion 
using two resolution matrices: the data resolution matrix and the 
model resolution matrix . The data resolution matrix describes how 

well the data prediction matches the observed data, while the model 
resolution matrix describes how well each parameter in a discrete 
model is resolved. This study assesses both resolution matrices to 
investigate their applicability within CSEM inversion. 

The literature includes several examples of the use of resolution 
matrices to analyse various inversion prob lems. For example, F riedel 
( 2003 ) introduced a low-contrast inversion algorithm for electri- 
cal resisti vity tomo graphy data, which also provided an estimate 
of uncertainty, data resolution, and model resolution. Kalscheuer 
et al. ( 2010 ) used similar techniques to e v aluate the resolution and 
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variance properties for single and joint inversions of magnetotel- 
luric (MT) and direct current data. Other studies discuss simple 
applications of the model resolution matrix within CSEM inversion 
(Grayver et al. 2014 ; Mattsson 2015 ; McKay et al. 2015 ). However 
a rigorous analysis of marine CSEM inversion with an emphasis 
on data redundancy and the resolution matrices has not yet been 
published. 

CSEM acquisition systems can largely be divided into towed 
streamer and nodal acquisition approaches. In the early 2010s, 
Petroleum Geo-Services (PGS) developed a towed streamer acqui- 
sition system, which was later abandoned (Engelmark et al. 2014 ). 
Another example of towed streamer CSEM is the Scripps Institu- 
tion of Oceanograph y’ s Vulcan acquisition system, which is often 
combined with seabed nodes (Constable et al. 2016 ). Ho wever , a 
significant amount of data is still acquired using seabed nodes. Be- 
cause deploying the nodal receivers comprises a significant portion 
of the costs associated with acquiring CSEM data, it is of interest 
to try to minimize the number of receivers used (especially in 3-D). 
This is especially important in the case of repeated surv e ys, which 
can be essential in a production setting or in a CO 2 storage project. 
In this study, we will investigate the feasibility of using resolution 
matrices for surv e y design purposes. 

Romdhane & Eliasson ( 2018 ) quantified the importance of dif- 
ferent datapoints by evaluating the approximate Hessian as part of 
the CSEM inversion. This information can then be used for surv e y 
design. By omitting the least important data (quantified by the Hes- 
sian), it is possible to remove a larger part of the data set while still 
obtaining a good inversion result. The approximate Hessian method 
allows for efficient subsampling of the data set, and thus decreasing 
ress on behalf of The Royal Astronomical Society. This is an Open Access 
s Attribution License ( https://cr eativecommons.or g/licenses/by/4.0/ ), which 
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he computational demand. Ho wever , because the approximate Hes-
ian is constructed from the Jacobian matrix, which only contains
rst-order deri v ati ves with respect to model parameters, the impor-

ant effects of regularization of the inverse problem are not properly
onsidered (Menke 2012 ; Ren & Kalscheuer 2020 ). We therefore
resent an alternative approach representing a more systematic em-
hasis on surv e y design based on the full set of resolution matrices
nd derived quantities. 

As a starting point, this study uses the open-source inversion
ackage MARE2DEM (Modelling with Adapti vel y Refining Ele-
ents 2D for Electromagnetics). This package integrates a model

uilder (Mamba2D), forward modelling, inversion and data display
apabilities for CSEM and other electromagnetic (EM) inversion
roblems (K ey 2016 ). Howe ver, MARE2DEM provides the user
ith a very simple measure of sensitivity based only on the Jaco-
ian matrix. To remedy this, w e ha v e dev eloped an e xtensiv e toolbox
or post-processing of the CSEM inversion result, which includes
esolution matrices and derived quantities. We demonstrate how
ccess to such measures provides additional useful insight into the
uality of the inversion results. Thus, both resolution and robustness
re addressed in the context of CSEM inversion using a synthetic
arth model. 

Many of the synthetic models used for CSEM studies are either
-D (Key 2009 ; Roux & Garc ́ıa 2014 ) or very simple (Weitemeyer
t al. 2010 ). Several high-quality synthetic seismic models (e.g.
armousi, Sigsbee2a) are publicly available, allowing for the test-

ng of algorithms on known, but complex models. This is in stark
ontrast to CSEM, where such models are very difficult to find.
wo notable exceptions are the SEG Advanced Modelling (SEAM)
nitiative (Stefani et al. 2010 ), which provides modelled CSEM
ata that can be licensed for a fee, and the Marlim R3D model
Carvalho & Menezes 2017 ; Correa & Menezes 2019 ), which is
ublicl y av ailable but limited to low frequencies with focus on deep
arget e xploration. Moreov er, no field data from the same area is
ublicl y av ailable as part of MarlimR3D. This moti v ated us to cre-
te a high-quality synthetic model based on the Wisting oil field, an
ffshore oil field in the Barents Sea where CSEM is proven to add
ignificant value. 

This paper is organized as follows. First, the Wisting field is
ntroduced, along with a general description of the local geology.
he next section presents CSEM field data acquired across Wisting.
his is followed by a description of the model-building workflow.
ext, the theoretical framework of forward modelling, inversion

nd construction of the resolution matrices is discussed. Taking this
roposed analysis framework, we demonstrate its practical use on
oth synthetic and field data. Finally, a discussion and conclusion
ection ends the paper with an eye toward future applications of the
odel for more efficient CSEM data collection. 

 T H E  W I S T I N G  O I L  F I E L D  

o study the sensitivity of EM methods for exploration purposes,
t is essential to use high-quality synthetic models of the subsur-
ace. As mentioned, such resistivity models are not easily available.
ccordingly, such a model must be constructed from the ground
p. In this study, we have chosen to build a synthetic model based
n the Wisting oil field. The proposed model-building w orkflo w is
escribed in the subsequent section. Ho wever , it is first necessary
o provide a general introduction to the Wisting oil field. 

The Wisting oil field is located in the Hoop Fault Complex ( cf .
ig. 1 a), a nor ther n region of the southwestern Barents Sea. With
n estimated 500 million barrels of oil equi v alents, the field is
 prime candidate for further de velopment. Howe ver, in addition
o the remote location of the oil field, se veral geolo gical issues
ose challenges for development. Senger et al. ( 2021 ) describe four
ajor tectonic phases that have shaped the southwestern Barents
ea. The first phase was governed by the Palaeozoic Caledonian
ro gen y, followed b y erosion of the Caledonian mountain chain.
he second phase w as defined b y a Carboniferous to Permian ex-

ension, while the third phase was dominated by a sag basin for-
ation. Erosion of the Uraldine mountain chain and the Nor ther n

ennoscandian shield, along with continued subsidence, created
 prograding shelf delta. This tectonic phase saw the deposition
f thick sandstone-dominated formations, like the Middle Juras-
ic Stø formation, which serves as the main oil-bearing reservoir
n the Wisting field. The fourth tectonic phase was dominated by
plift and erosion and can be seen as the most important process
or the preservation of the current oil accumulations. The crest of
he oil-bearing structure currently lies approximately 200 m be-
ow the seafloor after being uplifted roughly 1350 m from the late
retaceous to early Palaeogene (Senger et al. 2021 ). Such a deep
urial depth led to mechanical and chemical compaction, resulting
n reduced porosity and permeability in the oil-bearing formations.

oreover, Fig. 1 (b) highlights the faulted nature of the oil reser-
oir, caused by the major uplift. The average seafloor depth is about
00 m. 

The oil-bearing section of the reservoir consists of three main
ormations. The aforementioned Stø formation is the primary hy-
rocarbon bearing unit, while the Nordmela and Fr uholmen for ma-
ions comprise the remaining parts of the reservoir (Granli et al.
017 ). The main geological formations are outlined in the zoomed
ubsection of Fig. 1 (b). 

.1 Electric properties of the Wisting field 

he Wisting field is of particular interest due to its high resistiv-
ty values (Fig. 2 ), with the Stø formation regularly exceeding the
aximum limit of the resistivity logger (100 000 �m) locally in the

orehole. Such local extremities might be explained by an oil-wet
eservoir, causing exceptional resistance to electric flow. However,
t is believed that there are inaccuracies in the well log when encoun-
ering such high resistivity values. Supporting this claim, forward

odels with the original resistivity values lead to unrealistically
igh field strengths. As pre viousl y mentioned, the top reservoir
ies only 200 m below the seabed, and the combination of shallow
urial depth and high resistivity makes it an ideal candidate for con-
tructing a high-quality resistivity model. To guide and calibrate the
uilding of a synthetic model of the Wisting field, it is vitally im-
ortant to access both resistivity logging data, high-quality CSEM,
nd seismic field data from the same area. The shallow burial depth
eans that a large frequency band ( < 12 Hz) is sensitive to the

eserv oir, w hich allows for easier tuning of the electric model by
se of CSEM field data. Due to the low resolution of CSEM data
ompared to seismic data, it is crucial to use the latter to establish
he reservoir geometry. 

.2 CSEM field data 

n this study, we have access to CSEM field data from a 2-D line
xtracted from the BSMC08W 3-D survey, which was conducted
n the summer of 2008 and belongs to the multiclient library of
lectromagnetic Geoservices (EMGS). The corresponding selected
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Figure 1. (a) Map of the southwestern Barents Sea along with a zoomed section of the Wisting oil field. The selected receivers of the extracted 2-D CSEM line 
are highlighted with red triangles, while the 2-D seismic depth line is shown in black. Nearby exploration wells are also highlighted. The data was acquired 
with a tow direction from south to north. Datapoints where the source is south of its corresponding receiver are therefore denoted in-tow, while the out-tow will 
have the source north of the corresponding receiver. (b) Seismic depth section showing the Wisting field along with the most impor tant for mations (annotated 
in the zoomed subsection). The approximate reservoir is highlighted in yellow. 
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receiver locations are highlighted in Fig. 1 (a). Fig. 3 displays the 
source signature in the frequency domain, with the black bars rep- 
resenting the magnitude of the Fourier coefficients of the processed 
field data input to the inversion. The corresponding grey bars rep- 
resent the theoretical discrete Fourier spectrum of the raw source 
signature. As expected, only minor differences exist. It is evident 
that most of the energy of this vintage data set is concentrated 
towards the lower frequencies ( < 4 Hz). 

Processing of the raw data was carried out by EMGS, including 
the extraction of the 2-D CSEM line used in this study. Further 
processing was conducted by the authors to reduce the computa- 
tional time of the inversion process. This included a resampling of 
the transmitter interval to 200 m. Fig. 4 shows the layout of the 
transmitter and receiver positions that were ultimately used. Note 
that, in case of receiver position 4, the transmitter interval is shifted 
100 m. 

Plots of the magnitude and phase of the inline horizontal electric 
field component at 2 Hz are shown in Fig. 5 (Receiver 2 in Fig. 1 a). 
Fig. 5 also includes a normalized Magnitude Versus Offset (MVO) 
plot computed for the same receiver , which sho ws that the maximum 

field strength of the out-tow direction is about three times larger 
than the corresponding in-tow direction. This receiver gather only 
shows the response from the use of a single frequenc y. Howev er, by 
using the full available band of frequencies ( cf . Fig. 3 ) and multiple 
receiver locations, it should be possible to fine-tune an earth model 
with a representative resistivity distribution of the true subsurface. 

Ho wever , to achieve a geologically constrained subsurface model 
of the electric properties, the use of additional seismic data is 
needed. This is discussed in greater detail in the next section, which 
describes the main steps of our suggested approach to build a syn- 
thetic model. 

3  M O D E L  B U I L D I N G  

Building a high-quality resistivity model is not a trivial task. In 
order to construct a realistic resistivity model, depth-migrated seis- 
mic field data is used as a structural constraint and the structural 
model is populated with resistivity values from well log data. The 

art/ggad046_f1.eps
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Figure 2. Deep resistivity log for well 7324/8-3 (see Fig. 1 a) with labelled 
formation tops. Note also the discrete vertical red lines, which represent the 
upscaled (average) value in each formation and serve as a starting point for 
synthetic model building. 

Figure 3. Source signature in the frequency domain. The black coefficients 
correspond to the processed data, while the grey bars show the raw source 
spectrum. Both sets of coefficients are normalized with the maximum am- 
plitude of their respective data sets. 

Figure 4. Surv e y layout after resampling to 200 m transmitter interval. The 
recei ver interv al is about 3 km, while the transmitter interv al is around 200 
m. Note that the transmitter positions of Receiver 4 (represented by grey 
diamonds in the transmitter layout) is shifted by 100 m compared to that of 
the other receivers. 
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reel y av ailable Marlim R3D uses a similar strategy for structural
onstraint, but takes a more sophisticated approach to populating
he resistivity model (Carvalho & Menezes 2017 ). Building a 2-D
esistivity model entails two primary problems: (i) extracting a 2-D
ine from a 3-D CSEM surv e y and (ii) identifying a 2-D seismic
ine in close proximity (Fig. 1 a). The field data used in this paper
epresents the measured response of a 3-D structure. When inter-
reting the main (or target) horizons of the model, it is therefore
ssential to verify that only minor geological variations exist in the
rossline direction of the selected 2-D line. 

In addition, it must be recognized that the CSEM method is not
ensitive to small-scale heterogeneities. Therefore, smaller faults
hould not invalidate the assumption of the 2-D experiment. Depth
lices of a 3-D seismic data cube indicate that the selected data line
sed in this work should not be compromised by major structural
aults (Granli et al. 2017 ), although some distortions may arise due
o more rapid resistivity variations caused by changes in oil satu-
ation. If such distortions are prominent, they would be expected
o manifest in the southern part of the line (Fig. 1 a). After select-
ng the most optimal combination of seismic and EM data, struc-
ural interpretation can be carried out. For this purpose, Petrel was
sed (Schlumberger 2018 ). After interpretation, the horizons are
eavily downsampled before being imported to the model builder.
or this purpose, we used the model builder Mamba2D, which is
art of the MARE2DEM package. Mamba2D creates a mesh node
t every point in the imported horizons. For computational effi-
iency, it is therefore ideal to begin with a sparse starting mesh that
ARE2DEM can adapti vel y refine during the forw ard modelling

rocess (Key 2016 ). 
For this study, we have chosen to populate the model with re-

isti vity v alues based on simple averaging of the deep resistivity
ogging measurements within blocks bounded by geologic forma-
ions (Fig. 2 ). This approach carries some limitations; well logs only
rovide a very local measure of the resistivity. Thus, the resistivity
ight vary greatly only a few metres away from the well path. In

omparison, CSEM is a low-frequency technique and will only be
ensitive to large volumes in our model. Moreov er, v ertical well logs
nly provide a measure of horizontal resistivity. By only using the
orizontal resistivity, we are assuming the resistivity is isotropic.
n the case of CSEM, this assumption can lead to poor inversion
esults. This can intuiti vel y be understood by considering a layered
arth. Assuming that the earth is isotropic leads to the conclusion
hat the electric current flows equally well in all directions. In other
ords, the current would be assumed to flow across lithological
oundaries just as it flows along a uniform layer. Earlier studies
ave shown that a moderate ratio of vertical to horizontal resistivity
f 2:3 ma y ha ve a significant effect on the inversion result (Lu &
ia 2007 ; Newman et al. 2010 ; Brown et al. 2012 ). 
Moreover, because CSEM data are generally more sensitive

o vertical resistivity, using an isotropic inversion scheme to an
nisotropic earth biases the in version to w ards higher resisti vity v al-
es (Hoversten et al. 2006 ). We did not have access to vertical
esistivity measurements for this project. Ho wever , the operator of
he Wisting oil field (Equinor) provided representati ve v alues of
nisotropy. Fig. 6 shows the synthetic model colour-coded with the
ertical component of the resistivity. The final vertical resistivity
alues in all formations are listed in Table 1 , along with the ratio
f vertical to horizontal resistivity ( ρz 

ρxy 
) and a brief lithology de-

cription. All anisotropy factors fall within the typical range found
n the literature. To account for inaccuracies in the well logging
ool when encountering such extreme resisti vity v alues as seen in
he Stø formation, we had to tune the model in order to achieve

art/ggad046_f2.eps
art/ggad046_f3.eps
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Figure 5. Field data example of the inline horizontal electric field component for Receiver 2. (a) MVO for the in-tow direction (represented by grey diamonds) 
and the out-tow direction (represented by black dots) along with normalized MVO, which is calculated as the ratio of the data of interest (i.e. out-tow) and an 
assumed background response (i.e. in-tow). (b) Phase lag for the same receiver. 

Figure 6. Synthetic model after tuning (colour coded with vertical resistivity). Note that the colour bar only shows values up to 100 �m to emphasize the 
resisti vity v ariations in the dif ferent geolo gical formations (see Table 1 for resisti vity v alues). The reservoir can be di vided into three compartments, defined 
by three main fault blocks. The left compartment is further subdivided into three fault blocks. Ho wever , when addressed in the text we refer to all three fault 
blocks. 
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a satisfactory data fit (Fig. 7 ). In general, the resistivity values in 
the inverted models from both the field data and synthetic data fit 
well. It should be noted that the tuning was done with the aim of 
creating a reasonable resistivity model for testing our method, and 
such tuning should not be done with interpretation in mind. 

4  E L E C T RO M A G N E T I C  

S E N S I T I V I T Y — I N V E R S I O N  T H E O RY  

A N D  T H E  R E S O LU T I O N  M AT R I X  

In CSEM inversion, the largest computational bottleneck is the re- 
peated forward modelling of the EM fields, due to the many source 
points and frequencies. Ho wever , methods to decrease the compu- 
tational load do exist. Electromagnetic reciprocity can be exploited 
to decrease the computational burden in the case of nodal marine 
CSEM, where source points typically greatly outnumber receivers. 
Electromagnetic reciprocity states that, for a linear medium, the po- 
sition and orientation of a receiver and transmitter can be swapped, 
and still measure the same response. The medium is defined as lin- 
ear if the magnetic permeability μ, dielectric permittivity ε, and 
electric conductivity σ do not depend on the magnetic H or electric 
E field intensity. In practice, this means that we swap the position 
and orientation of the receivers and source points (Parasnis 1988 ). 
In the case of a towed streamer CSEM surv e y, reciprocity will not 

art/ggad046_f5.eps
art/ggad046_f6.eps
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Table 1. Vertical and horizontal resistivity values chosen for the final model. 
Note that Stø and Nordmela are listed twice, as these two formations form 

the oil reservoir. The resistivity of the oil-filled Stø formation is also listed 
with a range, since an optimal data fit could onl y be achie ved if dif ferent 
resisti vity v alues were assigned for each compartment of the reservoir. The 
lithology description is taken from Senger et al. ( 2021 ). 

Formation ρz [Ohm-m] ρz 
ρxy 

Lithology 

Nordland Gp 7 2.3 Marine shale 
Kollmule Fm 15 3.4 Marine shale 
Kolje Fm 15 2.7 Marine shale 
Hekkingen Fm 19.5 3.2 Marine/organic rich shale 
Fuglen Fm 19.5 2.4 Marine shale 
Stø Fm (oil-filled) 1500–2500 1 Sandstone 
Stø Fm (brine-filled) 3 2 Sandstone 
Nordmela Fm (oil-filled) 50 1 Marine shale/sandstone 
Nordmela Fm 

(brine-filled) 
7 2 Marine shale/sandstone 

Fruholmen Fm 10 2 Alluvial shale/sandstone 
Snadd Fm 30 2 Marine shale 
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ield a significant decrease in computational time, as the number of
ource and receiver points are approximately equal. 

Ho wever , ev en after e xploiting electromagnetic reciprocity, the
orward problem remains computationally demanding. This empha-
izes the question of how much of the data we really need to use,
nd especially how many frequencies are needed. We propose the
ombined use of the model resolution matrix and data resolution
atrix to quantify the importance of each data parameter. By ex-

mining the resolution matrices, we can remove datapoints which
o not contribute significantly to our target area. 

.1 MARE2DEM 

ARE2DEM is an open-source forward modelling and inversion
oftw are de veloped b y the Scripps Seafloor Electromagnetic Con-
ortium. The package is described in detail by Key ( 2016 ), so we
ill onl y gi ve a brief introduction to the main concepts for com-
leteness. 

All electromagnetic induction methods aim to map the subsurface
n terms of resistivity (or conductivity) by using either a natural or
n artificial (i.e. active) source. Based on the measured electric field
esponses of the subsurface, a quantitative image of the earth model
an be recovered by in version. In CSEM in version, we need to
olve for the electric fields using Maxwell’s equations on a discrete
rid. This can ef fecti vel y be done b y using finite difference or finite
lement solvers. When such discrete solvers are used, the accuracy
f the forward modelling critically depends on the modelling mesh.
y introducing a fine grid, the forward modelling will likely be
ery accurate, but the cost of this accuracy is high computational
emand. MARE2DEM uses an adapti vel y refining finite element
orward modelling scheme. This means that if the base is a sparse
odel with few mesh nodes, the program will refine the different

rid cells based on a stability criterion (Key 2016 ). 
When field data are acquired, the earth model extends infinitely,

nd the measurements approach noise only when the separation
etween the source and receivers increases (e.g. below the detection
hreshold of the acquisition equipment). Ho wever , when modelling
he data, it is necessary to limit the size of the model to decrease
he computational burden. This can be implemented by using an
bsorbing boundary condition such as a perfectly matched layer (Li
t al. 2018 ). Ho wever , because MARE2DEM does not have these
bsorbing boundary conditions implemented, it is necessary to use
 large model to avoid edge effects. 

.2 Inversion 

n an iterativ e inv ersion process, the forward modelling response
s calculated in the current model, and a misfit or cost function
epresenting the error between the calculated response and the actual
esponse is constructed. By minimizing this misfit, the model is
pdated in an iterative manner. Following Ren & Kalscheuer ( 2020 ),
his cost function can formally be written as: 

[ m , α] = Q d [ m ] + αQ m 

[ m ] , (1) 

here m is the model vector, Q d [ m ] is the model dependent data
isfit and Q m [ m ] is the regularization term that simplifies the so-

ution space. The Lagrangian multiplier α acts as a weight factor
etween the data misfit term and the regularization term, thereby
alancing resolution and stability. MARE2DEM uses a variation of
ccam inversion denoted ‘fast Occam’ (Key 2016 ). This is an im-
lementation of the Gauss–Newton optimization scheme, in which
he model update is done by building the Jacobian matrix of sen-
itivities. Calculating the Jacobian matrix involves simulating the
esponse of all the sources (forward fields) and receivers (adjoint
elds). Thus, reciprocity would not yield any decrease in compu-

ation time. Ho wever , each Occam iteration includes a grid search
or the Lagrangian multiplier by calculating the model update and
orward response for a range of α-v alues. The forw ard modelling
n this grid search does not involve calculating the Jacobian ma-
rix, and will therefore be faster by using reciprocity in the case of
arine nodal acquisition. For more details regarding Occam inver-

ion and its specific implementation in MARE2DEM, the reader is
eferred to, respecti vel y, Constable et al. ( 1987 ) and Key ( 2016 ).
he MARE2DEM package optionally includes a reference model.
o wever , because this is not included in our analysis, the inversion

elies solely on a roughness penalty for regularization. Eq. ( 1 ) can
e expanded as follows: 

[ m , α] = 

[
( d − F [ m ] ) † W 

† 
d W d ( d − F [ m ] ) 

] + αm 

† W 

† 
m 

W m 

m , (2) 

here d denotes the measured complex field data and F [ m ] denotes
he model response. Working with complex fields requires us to
se the Hermitian † (i.e. matrix transpose + complex conjugation)
or the matrices involved. The data misfit is also weighted by W d ,
 diagonal matrix consisting of the inverse of the standard error
or each sample. The regularization term includes the weighting
atrix W m 

to enforce model smoothness. In MARE2DEM, this
s obtained using a gradient roughness operator. For anisotropic
odels, the roughness is augmented by splitting the model vector

nto anisotropic subsets (Key 2016 ). 
Since our problem is non-linear, the forward operator is linearized

n the vicinity of the current model m k by use of a Taylor series
xpansion: 

 [ m k+ 1 ] ≈ F [ m k ] + J ( m k+ 1 − m k ) . (3) 

he Jacobian or sensitivity matrix J (with entries ∂ F i ( m k ) 
∂ log ( ρ j ) 

, where ρ j 

s the resistivity in cell j ), includes the first-order partial derivatives
ith respect to model parameters (log resistivity). Note also that
ARE2DEM outputs the data and Jacobian matrix in the same

ormat as the input. Wheelock et al. ( 2015 ) found that, in electro-
agnetic inversion, the most computationally efficient and robust

pproach is to use phase lag and lo garithmicall y scaled amplitude as
nput. Thus, we adapted the same input format in this study. How-
ver, because we are working with complex fields, it is necessary
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Figure 7. Field data (dots) and synthetic response (line) for Receiver 2. On the left-hand side, MVO (a) and PVO (c) are shown for a 2 Hz response, while on 
the right-hand side the MVO (b) and PVO (d) are shown for 4 Hz. For both frequencies, the synthetic data fit well with the field data (until the noise floor is 
reached at an amplitude of around 10 −15 V m 

–1 ). The vertical bars associated with the field data represent data uncertainty. 
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to transform the Jacobian matrix into its complex field equi v alent. 
For more details regarding the calculation of the Jacobian and the 
transformation to its complex field equi v alent, the reader is referred 
to Appendix A. Combining eqs ( 2 ) and ( 3 ) yields the following: 

U 

lin [ m k+ 1 , α] 

= 

[(
d − F [ m k ] − J ( m k+ 1 − m k ) 

)† 
W 

† 
d W d 

(
d − F [ m k ] − J ( m k+ 1 − m k ) 

)]

+ αm 

† 
k+ 1 W 

† 
m W m m k+ 1 . (4) 

A least squares solution is obtained by setting ∂U lin [ m k+ 1 ,α] 
∂m k+ 1 

to zero 
and solving for m k + 1 : 

m k+ 1 = J −g 
w W d d k , (5) 

where d k = [ d − F [ m k ] + Jm k ] and J −g 
w is the generalized inverse 

[ J † W 

† 
d W d J + αW 

† 
m 

W m 

] −1 J † W 

† 
d . It is possible to include a total of 

six different data components relating to the three different direc- 
tions of the magnetic and electric field in the in version. Ho wever , 
this study only makes use of the inline horizontal electric field ( E y ). 

4.3 Model resolution matrix 

Here, let m k denote the inversion obtained from the final ( k th) 
iteration of an inversion cycle. By assuming that model m k is linearly 
close to the true earth model m true , we can write the following 
equation: 

d = F [ m true ] + n ≈ F [ m k ] + J ( m true − m k ) + n , (6) 

where n denotes noise. Consequently, the data prediction for itera- 
tion k can be approximated as follows: 

d k = ( d − F [ m k ] + Jm k ) ≈ Jm true + n . (7) 

Combining eqs ( 5 ) and ( 7 ) yields: 

m k+ 1 = R M 

m true + J −g 
w W d n . (8) 
In eq. ( 8 ), R M 

is the model resolution matrix (Menke 2012 ), and is 
explicitl y gi ven as: 

R M 

= � 

[ [ 
J † W 

† 
d W d J + αW 

† 
m 

W m 

] −1 
J † W 

† 
d W d J 

] 

, (9) 

where R implies taking the real part. If the inversion terminates 
at iteration k , m k+ 1 is considered the preferred inversion model. 
The model resolution matrix indicates how close the preferred in- 
version model is to the true model. Because the model resolution 
matrix depends on the Lagrangian multiplier α, letting α → 0 al- 
lows the model resolution matrix to approach the identity matrix. 
In such a case, m k+ 1 is said to be perfectly resolved, and the pre- 
ferred inversion model only has contributions from m true and the 
noise term (Ren & Kalscheuer 2020 ). In a real-world case, m true is 
unobtainable, so it is substituted with m k . 

The model resolution matrix can be seen as a blurring filter that 
describes how the unobtainable true model is reproduced by the 
inversion. Figs 8 (a) and (b) depict a schematic representation of 
eq. ( 8 ) without the error term. Note that these figures show the 
relationship for a 1-D model. In case of a 2-D model, the model 
resolution matrix takes the form of a block Toeplitz matrix with 
Toeplitz blocks (BTTB) if the 2-D image is represented as a vector 
(lexicographic ordering) (Hansen et al. 2006 ). Parts (a) and (b) of 
Fig. 8 illustrate, respecti vel y, the column information with an em- 
phasis on the point spread function (PSF) and the row information 
with an emphasis on the Smoothing Kernel. The PSF is well known 
from imaging theory (Rossmann 1969 ) and describes how an imag- 
ing system responds to an impulse. Assigning a delta function in 
m true , the PSF describes how this delta function spreads across the 
inverted model m k+ 1 (Fig. 8 a). The Smoothing Kernel describes the 
extent to which each parameter in the true model contributes to a 
single model parameter in the inverted model. Although it is well 
defined, the Smoothing Kernel is more challenging to interpret than 
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Figure 8. Computational relationship between the resolution matrix ( R M 

), 
the unobtainable true model m true and the preferred inversion model m k+ 1 . 
The relationship is shown with an emphasis on the PSF (a) and the Smoothing 
Kernel (b). 
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he PSF. We have therefore only used the PSFs to quantify resolution
ower. 

In an ideal case, where the model is perfectly resolved, the asso-
iated PSFs and Smoothing Kernels are delta functions ( R M 

= I ).
n most cases, such a model is impossible to obtain; the PSF will
ary across the model space. Ho wever , in a general inversion, it is
ikely that some areas will be well resolved, and others more poorly
esolved. The PSF in well-resolved areas will be characterized by
 small spread centred on the associated model parameter. PSFs
n poorly resolved areas can be characterized by a large spread, an
ff-centred maximum, or a combination of the two. 

Fig. 9 shows the resolution matrix of an inversion of synthetic
ata calculated from the model in Fig. 6 . The resolution matrix is
if ficult to e v aluate in its full form. Ho wever , it can be reorganized
o form 2-D slices representing either PSFs or Smoothing Kernels.
ecause we are free to choose which datapoints should contribute
hen constructing R M 

, it is therefore possible to select different
ubsets of input data and e v aluate the corresponding changes in the
SFs. Ho wever , it is extremely labour-intensive to evaluate all the
SFs, so it is therefore advisable to construct a metric summarizing
he quality of the selected data. Friedel ( 2003 ) tackles this challenge
y introducing the radius of resolution : 

 res ,i = 

r 0 √ 

R M,i i 

, (10) 

here r 0 represents an inscribed circle for a given model element
 and R M , ii represents the corresponding value of the diagonal ele-
ent of the resolution matrix for the same model parameter. This
easure breaks down if the highest value is off-diagonal. In such

ases, Friedel ( 2003 ) introduces a simple distortion flag to mark
hose cells where the highest value is not centred on the diagonal.
s an alternative, we suggest a combined measure that takes into

ccount both the width of the PSF and distortions when the PSF
s off-diagonal. We denote this metric the ratio of resolution . It is
onstructed b y di viding the diagonal element of R M 

with the sum of
ll elements falling inside a user-defined ellipsoid. Let V i denote the
llipsoid centred around model parameter i . The ratio of resolution
or model parameter i is then defined as: 

atio res ,i = 

R M,i i ∑ M 

j= 1 | R M,i j | ∈ V i 

. (11) 

he size of V i is found by trial and error. This study used an ellipsoid
efined by a 150-m vertical minor axis and a 1000-m lateral major
xis. The model resolution matrix can be constructed irrespective
f the data input. Thus, it is possible to combine different subsets
f data and quantify their resolving power by evaluating either the
ssociated PSFs or the ratio of resolution. 

.4 Data resolution matrix 

t is possible to construct the ratio of resolution for all combinations
f input data. Ho wever , this study takes a different approach based
n the data resolution matrix, which is constructed as follows. The
redicted data for iteration k + 1 can be written as: 

 k+ 1 = F [ m k+ 1 ] , (12) 

hich can be combined with eq. ( 3 ) to give 

 k+ 1 ≈ F [ m k ] + J ( m k+ 1 − m k ) . (13) 

 further combination of eqs ( 5 ) and ( 13 ) with the definition d k =
 d − F [ m k ] + Jm k ) leads to: 

 k+ 1 ≈ R D d + ( I − R D )( F [ m k ] − Jm k ) , (14) 

here R D is denoted the data resolution matrix and is given explic-
tly as: 

 D = � 

[ 

J 
[ 
J † W 

† 
d W d J + αW 

† 
m 

W m 

] −1 
J † W 

† 
d W d 

] 

. (15) 

he diagonal of R D is often called Data Importances (Maurer et al.
000 ; Ren & Kalscheuer 2020 ), and describes how important a data
oint is in its own prediction. 

.5 Data reduction and planning of repeated surveys 

s mentioned, this study proposes using a combination of the data
esolution matrix and model resolution matrix to reduce the number
f data points used in the inversion. To assess which data points to
se, we propose a method in which the Data Importances guide the
ata selection. We then assess the resulting ratio of resolution to
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Figure 9. The full model resolution matrix is of size M × M , where M is the length of the model vector. The columns in the resolution matrix define the 
PSFs, while the rows represent the Smoothing Kernels. The resolution matrix is difficult to e v aluate in its original form. Ho wever , by reorganizing the rows or 
columns to fit the model space, it is possible to construct meaningful information in form of Smoothing Kernels or PSFs. To summarize the quality of the set 
of PSFs chosen, we propose the metric ratio of resolution. In case of model parameter i , it is calculated b y di viding the corresponding diagonal element of R M 

( R M , ii ) with the sum of the absolute value of all elements that fall inside a user-defined ellipsoid V i . 
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determine whether the target area has lost any important resolving 
po wer. The w orkflo w of our proposed method is summarized in 
Fig. 10 . 

In the proposed method for data reduction, it is also helpful 
to e v aluate whether Data Impor tances can tr uly be used like the 
name suggests. Therefore, the first step involves computing the data 
resolution matrix and extracting the Data Importances. This study 
proposes calculating this quantity on a frequenc y-per-frequenc y and 
receiver -per -receiver basis. The Data Importances are then subsam- 
pled by first selecting the percentile value of their full range and then 
discarding all the values falling below this threshold. The selected 
data can then be used to calculate the model resolution matrix for 
the subsampled data set, along with its associated ratio of resolu- 
tion. A direct comparison between the ratio of resolution map of the 
complete and decimated data sets should then reveal whether any 
essential resolving power has been lost. For a given model parameter 
m i , a loss in resolving power will manifest as a decrease in ratio res , i , 
with the note that this is an a priori indicator of the resolving power 
of the subsampled data. This reduced data set can then be used as 
input for a new inversion. 

Another method of using Data Importances relates to repeated 
surv e ys. By plotting the Data Importances for each receiver, it is 
possible to e v aluate whether some are more important than others. 
If one or more receivers are characterized by a very low importance, 
it might be possible to remove such receivers in a repeated survey. 

5  S Y N T H E T I C  DATA  

This section presents the results obtained from testing the w orkflo w 

in Fig. 10 , using the synthetic Wisting data set with the acquisition 
layout described in Section 2.2. Trials with different initial models 
did not significantly alter the final inversion result. Thus, we use a 
simple gradient model in all the inversions presented here. Ho wever , 
for computational efficiency, the inversion is constrained to a region 
around the known target area. This region reaches down to ≈1600 
m below seabed and from −5000 to 20 000 m inline distance ( cf . 
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Figure 10. Workflow for data reduction. 
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ig. 6 ). Outside this region, the model parameters are kept fixed
nd equal to those of the initial model. First, the results obtained
rom full inversion are presented in the form of PSFs and the cal-
ulated Data Importance. Next, the data are subsampled in three
if ferent w ays and anal ysed using the proposed w orkflo w. Finally,
s a validation, a direct comparison is made between the different
nversions. 

.1 Case 1—Full data set 

he first experiment uses the full data set up to 12 Hz as data in-
ut. The plots shown in Fig. 11 can now be formed following the
ost-processing steps described in the previous section. Fig. 11 (a)
hows the PSF of a well-resolved model parameter and demon-
trates that the PSF is well centred, exhibiting only one main lobe.
ig. 11 (b) shows how the PSF for a poorly resolved model parame-

er contrasts with the well-resolved model parameter case. The PSF
s now off-centre, smeared over a large area with several sidelobes.
 direct analysis of the PSFs reveals useful information about re-

olving po wer. Ho wever , a more efficient computational approach
s to use the pre viousl y introduced ratio of resolution. An example
f this metric is shown in Fig. 12 (a). In general, the highest values
associated with good resolution) are found inside the reservoir,
hile the zones above and below the reservoir are defined by lower
alues (with the exception of some boundary effects). The final
nverted resistivity model is characterized by three main compart-

ents, as shown in Fig. 12 (b). Direct comparison with the true (i.e.
ynthetic) model shown in Fig. 6 demonstrates that the inversion
as captured the main features, especially with regard to the lateral
 xtension. Howev er, the image is characteristically smeared over a
arger vertical area due to the general lack of resolution of the CSEM

ethod. 

.2 Case 2—Removing the least influential r ecei ver 

igs 11 (c) and (d) show the Data Importance for Receivers 2 and 4,
especti vel y. These two recei vers are laterall y placed on opposing
dges of the reservoir ( cf . Figs 1 a and 6 ). There are clear differ-
nces between the two plots, wherein Receiver 2 has higher Data
mportance throughout. It should be noted that the Data Impor-
ance values of the remaining receivers exhibit the same character
s Receiver 2, while Receiver 4 stands out with much lower values.
s shown in Fig. 4 , Receiver 4 is associated with a shifted line of

ransmitters compared to the other receivers. This may have played
 role. 

Based on the Data Importance panels, Receiver 4 carries less
mpor tant infor mation in the inversion. It should therefore be pos-
ible to remove this receiver without losing significant resolving
ower. A direct comparison of the ratio of resolution for Cases 1
nd 2 (Figs 12 a and b) reveals that removing Receiver 4 does not
ignificantly change the resolving po wer. Ho wever , an exhaustive
alidation can only be found by comparing the actual inversion
esults. Figs 12 (b) and (d) show the inverted (vertical resistivity)
odel for these two cases and confirms that our proposed approach

o subselect the data is feasible. It should be noted that this ob-
er vation is par ticularly valuable for design of repeated surv e ys,
specially in a 3-D setting. 

.3 Case 3—30 per cent cut-off including lowest 
requencies 

he promising results of Case 2 imply that further data decimation
s possible. Ho wever , because none of the remaining receivers are
haracterized by a low overall Data Importance, the data decima-
ion should now be performed in a different way. As previously
uggested, such a decimation can be achieved by calculating a user-
rovided percentile value of the full data set, then discarding values
hat fall below this threshold. However, this data decimation would
emove all data samples of the lowest frequency (0.2 Hz) from the
ata set. The absence of this low frequency information in initial
rials led to a vertical displacement of the reservoir in the inverted
odel. In Case 3, we therefore propose to discard Receiver 4 and

ll data points with a Data Importance falling below the 70th per-
entile. Ho wever , all data points of the two lowest frequencies (0.2
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Figure 11. PSF for a well-resolved (a) and poorly resolved model parameter (b), with the circle indicating the position of the parameter. Note that there are 
two orders of magnitude between the maximum value of the two PSFs. Data Importance is shown as a function of frequency and offset for Receivers 2 (c) and 
4 (d). Refer to Figs 1 (a) and 6 for receiver locations. 
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and 0.4 Hz) are retained for the remaining receivers (1, 2, 3 and 
5) to avoid the observed vertical displacement. The left-hand col- 
umn in Fig. B1 shows the data subsampling introduced for each re- 
ceiver (Appendix B). Fig. 12 (e) shows the ratio of resolution for this 
subsampled data set. Based on the quality of this map, the resolving 
power of this new subsampled data set is expected to be fair. A 

direct comparison of the inverted models for both Cases 2 and 3 
(Figs 12 d and f, respecti vel y) re veals that most of the character is 
retained. 

5.4 Case 4—30 per cent cut-off and limited frequencies 

Both Cases 2 and 3 only considered data decimation based on Data 
Importances. Thus, this approach did not place any additional em- 
phasis on which frequencies to transfer to the decimated data set. 
Ho wever , there is good coverage over a large range of frequencies. 
Therefore, Case 4 subsamples the data set from Case 3 along the fre- 
quency dimension. This selection was completed based on several 
criteria. The source signature in the frequency domain was used as 
a guide (Fig. 3 ), along with the Data Importance panels. Ho wever , 
the most important criterion was to evaluate the resolving power of 
the subsampled data set in form of its ratio of resolution. This can 
be done by testing different frequency combinations and then eval- 
uating the corresponding ratios of resolution. Directly comparing 
the ratio of resolution maps for Cases 3 and 4 shows that they are 
nearly identical (Figs 12 e and g). Moreover, this similarity is also 
reflected in the inverted model domain ( cf . Figs 12 f and h). Refer to 
the right column of Fig. B1 (Appendix B) for the data subsampling 
introduced for each receiver. 

5.5 Synthetic data—Summary 

The four cases presented demonstrate that this study’s proposed 
data decimation scheme is feasib le. Tab le 2 gives the decimation 
of each case as a percentage of the full data set. It is important 
to note that all the inverted models exhibit the same character, 
especially with regard to the three compartments and the lateral 
extension. Case 2 shows that an entire receiver can be removed 
without significantly changing the inversion result. As demonstrated 
by Case 3, even a severe data decimation of ≈61 per cent is feasible 
without losing essential resolving power. Upon further inspection 
of the Data Importance panels (Figs 11 c and d), it is clear that 
a large range of frequencies are covered even after Case 3’s data 
decimation. In the final Case 4, we therefore limit the number of 
frequencies from the original 23 down to 11. Note that this case 
uses only ≈23 per cent of the original data, while still preserving 
the main features of the model. 

6  F I E L D  DATA  

The results presented in the synthetic data section demonstrate that 
it is possible to se verel y downsample the original data while still 
preserving the main features in the final inverted model. However, 
synthetic data are associated with an ideal model case. Field data, 
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 12. Ratio of resolution for Cases 1 through 4 (a, c, e, g) and corresponding inverted models (b, d, f, h). 
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n the other hand, represent the response from a more compli-
ated earth model, with further complications resulting from im-
erfections in surv e y and instrumentation. Nonetheless, our pro-
osed approach is still useful in the case of real data. To sup-
ort this claim, this section provides a simple example from the
isting field data. In the field data inversion, we used the same
tarting model as described in Section 5. Ho wever , synthetic data
llows for full control of the background model. Conversely, for
he field data lacking this level of control, a poor inversion result
as observed from using the full data set. Thus, the maximum
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Table 2. Description of the four cases and the percentage of the full data 
set used in each inversion. 

Description 
Per cent of full 

data set 

Case 1 Full data set 
Frequencies [Hz]:0.2, 0.4, 0.8, 1, 

1.2, 1.4, 1.6,1.8, 2, 2.4, 3, 3.2, 3.6, 
3.8,4, 6.6, 8.6, 9.2, 10.2, 11.2, 

11.6, 12 
100 per cent 

Case 2 Removed least influential receiver 
Frequencies [Hz]:0.2, 0.4, 0.8, 1, 

1.2, 1.4, 1.6,1.8, 2, 2.4, 3, 3.2, 3.6, 
3.8,4, 6.6, 8.6, 9.2, 10.2, 11.2, 

11.6, 12 
≈ 82 . 5 per cent 

Case 3 Removed least influential receiver 
Cut-off at the 70th percentile 
No cut-off for the two lowest 
frequencies (0.2 and 0.4 Hz) 

Frequencies [Hz]:0.2, 0.4, 0.8, 1, 
1.2, 1.4, 1.6,1.8, 2, 2.4, 3, 3.2, 3.6, 

3.8,4, 6.6, 8.6, 9.2, 10.2, 11.2, 
11.6, 12 

≈ 39 per cent 

Case 4 Removed least influential receiver 
Cut-off at the 70th percentile 
No cut-off for the two lowest 
frequencies (0.2 and 0.4 Hz) 

Frequencies [Hz]:0.2, 0.4, 0.8, 
1.2, 2, 3, 4, 6.6, 9.2, 10.2, 12 

≈ 23 per cent 
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of fset w as limited to about 10 km to remove such artefacts. The 
inversion was not constrained by the interpreted horizons, and 
no constraints were introduced on the maximum resistivity to be 
recovered. 

6.1 Field Case 1—Full data set 

A direct comparison between the inversion of the field data and 
synthetic data reveals that the reservoir has a shallower placement 
in the field data (Figs 12 b and 14 b). This effect might arise from 

attempting to solve a 3-D problem by using a 2.5-D inversion algo- 
rithm. When using this 2.5-D technique, we assume no variations in 
the electrical properties along the strike direction. Moreover, there 
is also an underlying assumption that the model extends to infinity 
along the same direction. Thus, the inversion tries to compensate for 
these inconsistencies by placing the reservoir at a shallower depth. 
In both the field and synthetic inversions, the reservoir shows three 
compartments. Ho wever , these three compartments are more dis- 
tinctly separated in the synthetic inv ersion. Moreov er, the lateral 
extension of the reservoir is virtually the same in both. No dis- 
tinct differences in resistivity between the three compartments were 
observed. 

Another distinct feature of the Field Case 1 inversion can be 
seen by examining the rightmost compartment. This compartment 
is placed deeper in the model, which might be explained by examin- 
ing the ratio of resolution plot (Fig. 14 a). This map reveals that the 
rightmost compartment is more poorly resolved than the remaining 
part of the reserv oir. F ig. 13 shows the field data along with the mod- 
elled response from the inverted model. As briefly mentioned, the 
offset range in this field data example is limited in order to remove 
unwanted artefacts. The recovered model accurately describes the 
field data response for most offsets. 
6.2 Field Case 2—Limited frequencies 

Some similarities are evident from direct comparison between the 
Data Importance panels for the field data and synthetic data. The 
Data Importance of Receiver 4 is generally lower for both the syn- 
thetic and field in versions. Ho wever , none of the receivers stand out 
to the extent as seen in the synthetic data case. Thus, it seems that 
the best approach for field data is to retain all receiver positions. 
In Field Case 2, we therefore subsample the input data along the 
frequency direction. We use the same frequency range as in Case 
4 for the synthetic data. The subsampled data set corresponds to 
≈47 per cent of the full field data set (Table 3 ). Even with such a 
severe downsampling, the ratio of resolution and inverted models 
of Field Cases 1 and 2 are virtually the same (Fig. 14 ). 

7  D I S C U S S I O N  

The results show that the resolution matrices carry essential in- 
formation in the case of CSEM inversion. Such information can 
be used to subsample data without losing essential resolving power. 
Ho wever , some challenges are also observed regarding the proposed 
method. 

This study introduces Vertical Transverse Isotropy in the inver- 
sion, which implies access to both vertical and horizontal resolution 
matrices. Ho wever , we have chosen to limit our reported study to 
vertical resolution matrices, since CSEM is generally known to be 
more sensitive to vertical resistivity. Another issue relates to the 
field components selected for the inversion. Here, the inline hori- 
zontal field component ( E y ) has been chosen, since it is known to 
be the most important carrier of information. Ho wever , a superior 
constraint of horizontal resistivity might be achieved by introduc- 
ing broadside data in the inversion (Masnaghetti & Ceci 2010 ). 
While the proposed method for subsampling should also be valid 
for broadside data, the data analysis would be more comprehensive, 
as the resolution matrices need to be investigated separately for the 
different data inputs. 

In an exploration setting, it is common to acquire a full surv e y 
with regular spatial sampling. Ho wever , Case 2 of the synthetic 
data study illustrates how Data Importances can be used to design 
a repeated surv e y. For e xample, say that the objectiv e is to monitor 
the Wisting field throughout its lifespan by use of CSEM. First, a 
baseline surv e y (with re gular spatial sampling) would be acquired 
before production starts. Thereafter, this baseline surv e y could be 
used to calculate resolution matrices and derived quantities. This 
information can then be used as a guide before acquiring a repeated 
surv e y. In a 3-D layout including up to 200 receivers, it is highly 
unlikely that all receivers contribute equally to the inversion. It 
should therefore be possible to remove the least influential receivers 
without losing essential resolving power. Another important point 
relates to the actual placement of the receivers. By moving away 
from a regular spatial sampling, it might still be possible to preserve 
a high resolution. Shantsev et al. ( 2020 ) describe how the acquisition 
of a monitor surv e y with known changes in receiver positions does 
not necessarily compromise the result, as long as the comparison is 
made in the model domain. Thus, it may be possible to replace the 
conv entional re gularly sampled surv e y with its sparsely optimized 
counterpart. 

Some challenges exist when seeking to improve survey design. 
The most fundamental issue is the impossible task of inferring the 
resolving power of a receiver location a priori. This implies that 
researchers need to acquire data at a proposed new location to 
know for certain if it constitutes an improvement. This issue might 
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Figure 13. Field data (dots) and modelled response (line) obtained from the inverted model for Receiver 1 ( cf . Fig. 6 ). On the left-hand side, MVO (a) and 
PVO (c) are shown for a 2 Hz response, while on the right-hand side the MVO (b) and PVO (d) are shown for 4 Hz. Note that the offset range has been limited 
due to the observations described above. 

Table 3. Description of the two field cases and the percentage of the full 
data set used in each inversion. 

Description 
Per cent of full 

data set 

Field Case 1 Full data set 
Frequencies [Hz]:0.2, 0.4, 0.8, 1, 

1.2, 1.4, 1.6,1.8, 2, 2.4, 3, 3.2, 3.6, 
3.8,4, 6.6, 8.6, 9.2, 10.2, 11.2, 

11.6, 12 
100 per cent 

Field Case 2 Frequencies: 0.2 0.4, 0.8, 1.2, 2, 3, 
4, 6.6, 9.2, 10.2, 12 

≈ 47 per cent 
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e resolved if a high-quality resistivity model is available. For a
ynthetic data case, where the earth model is well known, receiver
ensitivity studies can be performed in advance. Ho wever , in case
f field data, this cannot al wa ys be ensured. In this investigation,
 e ha ve studied both field data and synthetic data associated with

he Wisting oil field. Comparing the inversions of the synthetic and
eld data demonstrates clear similarities as well as discrepancies.
or both data types, Receiver 4 stands out for its overall low Data
mportance. Ho wever , it does not distinguish itself as clearly in the
ase of field data. Thus, the removal of this receiver might result
n an unacceptable decrease in resolving power. The differences
bserved between the synthetic and field inversions might be due
o the fact that the latter represents a 3-D earth response inverted
sing a 2.5-D inversion algorithm. 

Another challenge regarding improvements to survey design in
 production setting relates to corresponding changes in the reser-
oir. During production, resistivity is expected to decrease. This
henomenon might again introduce changes in the sensitivity of the
if ferent recei ver locations. Shantse v et al. ( 2020 ) address this con-
ern and demonstrate that time-lapse effects due to production are
reserved in the inverted domain even in cases with major differ-
nces in surv e y layout between base and monitor data. Nonetheless,
 detailed study of such effects with emphasis on the resolution

atrices would be of value. p
It is possible to significantly subsample the data along the fre-
uency direction without losing essential resolving po wer. Ho wever ,
uch selections should be guided by using ratio of resolution maps.

oreover, it seems that the best results are obtained by retaining the
ighest- and lowest-frequency components and then more sparsely
lling in key frequencies between these two endpoints. Key ( 2009 )
ade the same observation with regard to frequency sampling in

-D CSEM in version. Ho wever , while (Key 2009 ) emphasized that
his observation might not hold in higher dimensions, our observa-
ions substantiate that this claim at least holds some merit in two
imensions. 

 C O N C LU S I O N  

he purpose of this work is to introduce and investigate the use of
he resolution matrices in CSEM inversion and e v aluate how such
nformation can be used for data decimation and surv e y design in
he case of a repeated surv e y. Proper testing of our proposed strat-
gy required the construction of a high-quality resistivity model
sing well logs, seismic and CSEM data from the Wisting oil field
n the southwestern Barents Sea. The MARE2DEM forward mod-
lling and inversion package was used as a starting point for this
tudy. We suggested a new metric, denoted ratio of resolution, to
etter e v aluate the resolving power of a gi ven data set. We also in-
roduced a detailed framework to describe how resolution matrices
an be used for both surv e y design and data decimation. Finally,
e demonstrated the proposed approach on both synthetic and field
ata sets. 

Our results show that the resolution matrices carry important in-
ormation that can be used for more efficient data decimation and
urv e y design. It is likely that significant data redundancy may ex-
st in the acquisition of a full CSEM surv e y. Thus, utilizing the
nformation carried by the resolution matrices allows the origi-
al data set to be downsampled without losing essential resolving
ower. 

art/ggad046_f13.eps


2138 V. S. Thorkildsen and L.-J. Gelius 

(a) (b)

(c) (d)

Figure 14. Ratio of resolution for Field Case 1 and 2 (a, c) and corresponding inverted models (b, d). 
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P P E N D I X  A :  S E N S I T I V I T Y  

A L C U L AT I O N S  A N D  

R A N S F O R M AT I O N  T O  C O M P L E X  

I E L D S  

n order to extract the resistivity model from observed data, iterative
nversion schemes are used. In deterministic inversion, the partial
eri v ati ves with respect to model parameters form a cr ucial par t of
he inversion scheme. These partial deri v ati ves are often denoted
ensiti vities and to gether makes up the Jacobian matrix. We start by
efining sensitivity as introduced in Key ( 2016 ). Let σ j represent an
rbitrary conductivity parameter in our earth model. The sensitivity
f one datapoint (i.e. one unique source, receiver and frequency
ombination) with respect to this model parameter can now be
alculated as: 

∂ F 

∂σ j 
( x , y , z) = 

1 

2 π

∫ ∞ 

−∞ 

ˆ s j ( k x , y , z) e ik x ( x r −x s ) dk x , (A1) 

here ˆ s j ( k x , y, z) is gi ven b y 

ˆ  j ( k x , y, z) = 

∫ 
A j 

ˆ E 

a ( −k x , y, z) 

( 

∂ ̄σ̄

∂σ j 

ˆ E ( k x , y, z) 

) 

dA j . (A2) 

 and E 

a denote, respecti vel y, the electric field and adjoint electric
eld in the wavenumber domain. The adjoint field is created by turn-

ng the corresponding receiver into an adjoint source. In eqs ( A1 )
nd ( A2 ), A j denotes the area of the cell containing conductivity
arameter σ j , while x r and x s describe the along strike position of
he receivers and sources. The entries of the Jacobian matrix related
o this unique datapoint can now be written as 

J j = 

∂ F [ m ] 

∂m j 
= 

ln (10) 

ρ j 

∂ F [ m ] 

∂σ j 
= 

∂ F [ m ] 

∂ log ( ρ j ) 
= 

∂d 

∂ log ( ρ j ) 
. (A3) 

Eq. ( A3 ) takes this special form since the inversion in
ARE2DEM is parametrized with respect to log transformed resis-

ivities. Moreover, the actual sensitivity output from MARE2DEM
s gi ven separatel y for lo g amplitude and phase (in degrees). How-
ver, in order to carry out the analysis proposed in this paper, it is
rucial that the entries in the Jacobian matrix represent the complex
eld. For one unique datapoint in the data vector d , the complex
ata sample d can be formally written as 

 = ae iφrad = a( cos ( φrad ) + isin( φrad )) , (A4) 

here a is the amplitude and φrad is the phase given in radians. By
aking the deri v ati ve with respect to the base 10 logarithm of the
odel we get 

∂d 

∂ log ( ρ j ) 
= 

∂a 

∂ log ( ρ j ) 
e iφrad + ae iφrad i 

φrad 

∂ log ( ρ j ) 

= d 

( 

1 

a 

∂a 

∂ log ( ρ j ) 
+ i 

∂φrad 

∂ log ( ρ j ) 

) 

. (A5) 

he quantities inside the brackets in eq. ( A5 ) can be computed as: 

1 

a 

∂a 

∂ log ( ρ j ) 
≈ ln (10) 

∂ log ( a) 

∂ log ( ρ j ) 
, (A6) 

nd 

∂φrad 

∂ log ( ρ j ) 
= 

π

180 

∂φdegree 

∂ log ( ρ j ) 
. (A7) 
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Thus, by combining eqs ( A4 ), ( A5 ), ( A6 ) and ( A7 ) we can construct
the Jacobian matrix for the complex field as follows: 

∂d 

∂ log ( ρ j ) 
≈ d 

( 

ln (10) 
∂ log ( a) 

∂ log ( ρ j ) 
+ i 

π

180 

∂φdegree 

∂ log ( ρ j ) 

) 

, (A8) 

where ∂ log ( a) 
∂ log ( ρ j ) 

and 
∂φdegree 

∂ log ( ρ j ) 
represent sensitivity outputs from 

MARE2DEM. The Jacobian entries as calculated from eq. ( A8 ) 
must also be accompanied with corresponding standard errors ( δ) 
of the measurement data. These errors form the diagonal weighting 
matrix W d used in the expressions for the resolution matrices. For 
one particular datapoint, δ is computed as 

δ = 

1 √ 

2 aσl 

, (A9) 

where σ l denotes the user defined noise level (i.e. 1 per cent = 0.01) 
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P P E N D I X  B :  S U B S A M P L E D  DATA  S E T S
igure B1. Data subsampling for Cases 3 (left-hand column) and 4 (right-hand column) in the main body of the text. Red indicates data input to the inversion, 
 hile b lue signifies data w hich hav e been remov ed by the thresholding described in Section 4.5. Row 1, 2, 3 and 4 refers to recei ver 1, 2, 3 and 5, respecti vel y 

Fig. 1 a). Note that the data subsampling plot for Receiver 4 is omitted due to the findings in Case 2. 
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