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Abstract

In this paper we aim at generalizing the results of A. K. Zvonkin (That removes the drift,
22,129, 1974) and A. Y. Veretennikov (Theory Probab. Appl., 24, 354, 1979) on the con-
struction of unique strong solutions of stochastic differential equations with singular drift
vector field and additive noise in the Euclidean space to the case of infinite-dimensional
state spaces. The regularizing driving noise in our equation is chosen to be a locally non-
Holder continuous Hilbert space valued process of fractal nature, which does not allow for
the use of classical construction techniques for strong solutions from PDE or semimartin-
gale theory. Our approach, which does not resort to the Yamada-Watanabe principle for the
verification of pathwise uniqueness of solutions, is based on Malliavin calculus.
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D. Bafos et al.

1 Introduction

The main objective of this paper is the construction of (unique) strong solutions of infinite-
dimensional stochastic differential equations (SDEs) with a singular drift and additive noise.
In fact, we want to derive our results from the perspective of a rather recently established
theory of stochastic regularization (see [19] and the references therein) with respect to a new
general method based on Malliavin calculus and another variational technique which can be
applied to different types of SDEs and stochastic partial differential equations (SPDEs).

In order to explain the concept of stochastic regularization, let us consider the first-order
ordinary differential equation (ODE)

d
EX;C =b(t, X)), Xo=xeH, te[0,T] €))

for a vector field b : [0, T] x H — H, where H is a separable Hilbert space with norm
[RIEY

Using Picard iteration, it is fairly straight forward to see that the ODE Eq. 1 has a
unique (global) solution (X7 );e(o,77, if the driving vector field b satisfies a linear growth
and Lipschitz condition, that is

6@, )l < Ci(1+ llxll%)
and
6@t x) = b, Yl = Collx — yliy
for all ¢, x and y with constants Cy, C, < o0.

However, well-posedness in the sense of existence and uniqueness of solutions may fail,
if the vector field b lacks regularity, that is if e.g. b is not Lipschitz continuous. In this case,
the ODE Eq. 1 may not even admit the existence of a solution in the case H = R¥.

On the other hand, the situation changes, if one integrates on both sides of the ODE (1)
and adds a “regularizing” noise to the right hand side of the resulting integral equation.

More precisely, if 7 = R, well-posedness of the ODE Eq. 1 can be restored via regu-
larization by a Brownian (additive) noise, that is by a perturbation of the ODE Eq. 1 given
by the SDE

dXF =b(t, X\)dt +edB,, te[0,T], X§=xeR? 2)

where (B;)s¢[0,7] s a Brownian motion in R? and ¢ > 0.

If the vector field b is merely bounded and measurable, it turns out that the SDE Eq. 2
— regardless how small ¢ is — possesses a unique (global) strong solution, that is a solution
(X{)tero, 77, which as a process is a measurable functional of the driving noise (B;):e[o,7]-
This surprising and remarkable result was first obtained by A. K. Zvonkin [41] in the
one-dimensional case, whose proof, using PDE techniques, is based on a transformation
(“Zvonkin-transformation”), that converts the SDE Eq. 2 into a SDE without drift part. Sub-
sequently, this result was generalized by A. Y. Veretennikov [39] to the multi-dimensional
case. Much later, that is 35 years later, Zvonkin’s and Veretennikov’s results were extended
by G. Da Prato, F. Flandoli, E. Priola and M. Rockner [13] to the infinite-dimensional set-
ting by using estimates of solutions of Kolmogorov’s equation on Hilbert spaces. In fact,
the latter authors study mild solutions (X;);c[o,r] to the SDE

dX, = AX,dt + b(X,)dt +/QdW,, t€[0,T], Xo=x¢€H,

where (W;);ep0,7] is a cylindrical Brownian motion on H, A : D(A) — H a negative self-
adjoint operator with compact resolvent, Q : H — H a non-negative definite self-adjoint
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Restoration of Well-Posedness of Infinite-dimensional...

bounded operator and b : ‘H — H. Here, the authors prove for b € L°°(H; H) under
certain conditions on A and Q the existence of a unique mild solution, which is adapted to a
completed filtration generated by (W;);c(0,7]. So restoration of well-posedness of the ODE
Eq. 1 with a singular vector field is established via regularization by both the cylindrical
Brownian noise (W;);c[0,7] and A, which cannot be chosen to be the zero operator.

Other works in this direction in the infinite-dimensional setting based on different meth-
ods are e.g. A. S. Sznitman [38], A. Y. Pilipenko, M. V. Tantsyura [36] in connection
with systems of McKean-Vlasov equations and G. Ritter, G. Leha [25] in the case of dis-
continuous drift vector fields of a rather specific form. We also refer to the references
therein.

In this article, we aim at restoring well-posedness of singular ODE’s by using a cer-
tain non-Holder continuous additive noise of fractal nature. More specifically, we want to
analyze solutions to the following type of SDE:

t
Xf=x+/b(t,xf)ds+13,, t €0, T], 3)
0

where the H—valued regularizing noise (B;);c[0,7] is a stationary Gaussian process with
locally non-Holder continuous paths given by

H,
B, = Z)“sz ey.
k>1

Here {At}i>1 C R, {ex}k>1 is an orthonormal basis of H and {B.Hk}kzl are independent
one-dimensional fractional Brownian motions with Hurst parameters Hy € (0, %), k>1,
such that

Hy (O
for k — oo.

Under certain (rather mild) growth conditions on the Fourier components by, k > 1, of
the singular vector field b : [0, T] x H — H (see Egs. 22 and 23), which do not necessarily
require that all by are equal (compare e.g. to [38]), we show in this paper the existence of
a unique (global) strong solution to the SDE Eq. 3 driven by the non-Markovian process
(B:)zelo,71-

Our approach for the construction of strong solutions to Eq. 3 relies on Malliavin calculus
(see e.g. D. Nualart [32]) and another variational technique, which involves the use of spatial
regularity of local time of finite-dimensional approximations of B;. In contrast to the above
mentioned works (and most of other related works in the literature), the method in this paper
is not based on PDE, Markov or semimartingale techniques. Furthermore, our technique
corresponds to a construction principle, which is diametrically opposed to the commonly
used Yamada-Watanabe principle (see e.g. [40]): Using the Yamada-Watanabe principle,
one combines the existence of a weak solution to a SDE with pathwise uniqueness to obtain
strong uniqueness of solutions. So

Weak existence |+ | Pathwise uniqueness | = | Strong uniqueness |.

This tool is in fact used by many authors in the literature. See e.g. the above mentioned
authors or I. Gyongy, T. Martinez [22], I. Gyongy, N. V. Krylov [21], N. V. Krylov, M.
Rockner [24] or S. Fang, T. S. Zhang [18], just to mention a few.

However, using our approach, verification of the existence of a strong solution, which is
unique in law, provides strong uniqueness:

Strong existence | —|—| Uniqueness in law | = | Strong uniqueness |
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See also H. J. Engelbert [17] in the finite-dimensional Brownian case regarding the latter
construction principle.

In order to briefly explain our method in the case of time-homogeneous vector fields,
we mention that we apply an infinite-dimensional generalization of a compactness cri-
terion for square integrable Brownian functionals in L?(2), which is originally due to
G. Da Prato, P. Malliavin, and D. Nualart [32], to a double-sequence of strong solutions
{(Xfl’e)te[oyr]}dzl,po associated with the following SDE’s

t
X = x +/ b (X)ds +B,, t€[0,T]. )
0

Here {b%-* }deN,e>0 is an approximating double-sequence of vector fields of the singular
drift b, which are smooth and live on d —dimensional subspaces of H.

The application of the above mentioned compactness criterion (for each fixed ¢), how-
ever, requires certain (uniform) estimates with respect to the Malliavin derivative D; of X ;1,5
in the direction of a cylindrical Brownian motion. For this purpose, the Malliavin deriva-
tive D. : DV2(H) — L2([0, T]1 x Q) @ Lys(H, H) (DV2(H) is the space of H{—valued
Malliavin differentiable random variables and L g(H, H) is the space of Hilbert-Schmidt
operators from H to H) in connection with a chain rule is applied to both sides of (4) and
one obtains the following linear equation:

t ’
DyX%¢ = / (bd"g) (XLO)DXL du+ Y " MK, (8,5) (en, Ypens s <t. (5)
N

n>1

where (bd’e)/ is the derivative of %€, (-, -)3 the inner product and Ky a certain kernel
function defined for Hurst parameters H,, € (0, %).

We remark here that this type of linearization based on a stochastic derivative D; actually
corresponds to the Nash-Moser principle, which is used for the construction of solutions of
(non-linear) PDE’s by means of linearization of equations via classical derivatives. See e.g.
J. Moser [31].

In a next step we then can derive a representation of Dy X ld’s (under a Girsanov change
of measure) in Eq. 5 which is not based on derivatives of 5%¢ by using Picard iteration and
the following variational argument:

/ k(s)D* f(BY)ds = / DY f(2)L"(t, 7)dz
1<sp<..<sp<u Rdn

- (—1)‘“‘/d F@RDYL(t, 2)dz,
R n

where ]B%f = (Bfl, . B;Id, . Bf;h, ..., Bg") and f : R — R is a smooth function
with compact support. Here D stands for a partial derivative of order |«| with respect a
multi-index «. Further, L}.(¢, z) is a spatially differentiable local time of B9 on a simplex
scaled by non-negative integrable function « (s) = k1(s)...k, ().

Then, using the latter we can verify the required estimates for the Malliavin derivative of
the approximating solutions in connection with the above mentioned compactness criterion
and we finally obtain (under some additional arguments) that for each fixed ¢

X% 5 X, in L3(Q)

for e \( 0,d — oo, where (X;);¢[0,1] is the unique strong solution to Eq. 3.
Finally, let us also mention a series of papers, from which our construction method grad-
ually evolved: We refer to the works [27-30] in the case of finite-dimensional Brownian
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noise. See [20] in the Hilbert space setting in connection with Holder continuous drift vector
fields. In the case of SDEs driven by Lévy processes we mention [23]. Other results can be
found in [1, 6] with respect to SDEs driven by fractional Brownian motion and related noise.
See also [7] in the case of “skew fractional Brownian motion”, [5] with respect to singular
delay equations and [8] in the case of Brownian motion driven mean-field equations.

We shall also point to the work of R. Catellier and M. Gubinelli [11], who prove exis-
tence and path by path uniqueness (in the sense of A. M. Davie [15]) of strong solutions of
fractional Brownian motion driven SDEs with respect to (distributional) drift vector fields
belonging to the Besov-Holder space B, ., @ € R. The approach of the authors is based
inter alia on the theorem of Arzela-Ascoli and a comparison principle based on an average
translation operator. In the distributional case, that is « < 0, the drift part of the SDE is
given by a generalized non-linear Young integral defined via the topology of Bg, .. See
also D. Nualart, Y. Ouknine [33] in the one-dimensional case.

The structure of our article is as follows: In Section 2 we introduce the mathematical
framework of this paper. Further, in Section 3 we discuss some properties of the process
B. and weak solutions of the SDE Eq. 3. Section 4 is devoted to the construction of unique
strong solutions to the SDE Eq. 3. In Section 5, examples of singular vector fields for which
strong solutions exist are given. Finally, Appendices A, B and C contain, respectively,
a compactness criterion, an integration by parts formula and some technical lemmas and
estimates that will be used throughout the article.

Notation For the sake of readability we assume throughout the paper that 1 < T < oo

is a finite time horizon. We define H to be an infinite-dimensional separable real-valued

Hilbert space with scalar product (-, -)3; and orthonormal basis {ej };>1. Denote by || - || the
1

induced norm on H defined by || x| = (x, x)%, x € H.Forevery x € Hand k > 1 we
denote by x® := (x, e)3 the projection onto the subspace spanned by e, k > 1. Loosely
speaking we are referring to the subspace spanned by ek, k > 1, as the k-th dimension. In
line with this notation we denote the projection of the SDE Eq. 3 on the subspace spanned
by ex, k > 1, by x® .= (X, ex)3- Moreover we can write the SDE Eq. 3 as an infinite
dimensional system of real-valued stochastic differential equations, namely

t
x® = x® +/ bi(s, X)ds + B, te[0,T], k>1,
0
where by and B%® are the projections on the subspace spanned by ex, k > 1, of b and B,
respectively. Note here that the function b : [0, T] X H — R has still domain [0, 7] x H.

Furthermore, we define the truncation operator 74, d > 1, which maps an element x € H
onto the first d dimensions, by

d
Tgx = Zx(k)ek. (6)
k=1

The truncated space wzH is denoted by H,. We define the change of basis operator t :

H — 02 by
X=°1 Zx(k)ek = Zx(k)?fk, 7
k>1 k>1

where {1 }x>1 is an orthonormal basis of £2. It is easily seen that the operator 7 is a bijection
and we denote its inverse by T~ : £2 — .
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Further frequently used notation:

o Let (X, A, u) denote a measurable space and (), || - ||y) a normed space. Then
L?(X;Y) denotes the space of square integrable functions X over X taking values in
Y and is endowed with the norm

X123y = [ 1X @B,

® The space L>(S2, F) denotes the space of square integrable random variables on the

sample space €2 measurable with respect to the o -algebra F.

We define B := x + B.

For any vector 1 we denote its transposed by u " .

We denote by Id the identity operator.

The Jacobian of a differentiable function is denoted by V.

For any multi-index « of length d and any d-dimensional vector u we define u® :=

[Ty .

® For two mathematical expressions E;(0), E2(0) depending on some parameter 6 we
write E1(0) < E»(0), if there exists a constant C > 0 not depending on 6 such that
Eq(6) = CEx(6).

® Let A be some countable set. Then we denote by #A its cardinality.

2 Preliminaries
2.1 Shuffles

Let m and n be two integers. We denote by S(m, n) the set of shuffle permutations, i.e. the

set of permutations o : {1,...,m+n} — {1,...,m+n}suchthato (1) < --- < o(m) and
o(m+1) < --- < o(m+n). Equivalently we denote for integers k and n by S(k; n) the set
of shuffle permutations of k sets of size n, i.e. the set of permutations o : {1, ...,k -n} —

{1,...,k-n}suchthato(m -n+1) < --- <o((m+1)-n)forallm =0,...,k—1.
Furthermore the n-dimensional simplex A" of the interval (s, ¢) is defined by

A;’y, ={(uy,...,up) €00, T1": s <uy < -+ <u, <t}

Note that the product of two simplices can be written as

Al x A = U i wegn) €10, T 0wy € ATFTIUN, (8)

oeS(m,n)

where the set 91 has Lebesgue measure zero and w, denotes the shuffled vector
(W (1), - - - » Wo(m+n))- For the sake of readability we denote throughout the paper the inte-
gral over the simplex A{, of the product of integrable functions f; : [0,T] — R,
i=1,...,n,by

/ l_[f](uj)d” —/ / / Hfj(u])du,,~ ~durdu.
st j=1 Up—1 j=1

Due to Eq. 8, we get for integrable functions f; : [0, 7] — R,i =1, ..., m + n, that

m-+n m+n
/ Hf,(u,)du / [1 fiwpdu= 3" / Hfa<,>(w,)dw ©)
xt j=1 st j=m+1 oeS(m,n)
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For a proof of a more general result we refer the reader to [6, Lemma 2.1].
2.2 Fractional Calculus

In the following we give some basic definitions and properties on fractional calculus. For
more insights on the general theory we refer the reader to [34] and [37].

Leta,b € Rwitha < b, f,g € LP([a, b]) with p > 1 and o > 0. We define the left-
and right-sided Riemann-Liouville fractional integrals by

o _ 1 * _ a1
1 f 0 = s [ = oy,
and
o 1 b a—1
e = pos [ =0 eay,

for almost all x € [a, b]. Here I' denotes the gamma function.

Furthermore, for any given integer p > 1, let /7, (L”) and 1, (L) denote the images
of L?([a, b]) by the operator I, and I;_, respectively. If 0 < o < 1 as well as f €
17, (L?) and g € I, (LP), we define the left- and right-sided Riemann-Liouville fractional
derivatives by

d [* f

Lo = Fim g an ), G-y (o
and

¢ gy L d " ey

Db—g(x)—mafx md% (11)

respectively. The left- and right-sided derivatives of f and g defined in Egs. 10 and 11 admit
moreover the representations

1 * —
D, F(x) = Jf @) S @) f(y)d ,
“ Fl—ao) \(x —a)* o (x—yyet!
and
1 be(x) —
DE g(x) = g(x) ta 8 =8
I —a) \(b—x) r (y—x)etd
Last, we get by construction that similar to the fundamental theorem of calculus
@ (D% f) = f, (12)
forall f € IF, (L"), and
DZ+(15+8) =8 13)
for all g € L?([a, b]). Equivalent results hold for 1 l‘;‘, and DZ‘,.

2.3 Fractional Brownian Motion

The one-dimensional fractional Brownian motion, in short fBm, B = (BfT), _, +, with

Hurst parameter H € (0, %) on a complete probability space (2, F, P) is defined as a
centered Gaussian process with covariance function

1
Ru(t,s) = E[BFB{I]: 5 (t2H T s|2H> .
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2 . .
Note that E[| B — BH| ] = |t —5|*" and hence B! has stationary increments and almost

surely Holder continuous paths of order H — ¢ for all ¢ € (0, H). However, the increments
of B, H e (0, %), are not independent and BH is not a semimartingale, see e.g. [32,
Proposition 5.1.1].
Subsequently we give a brief outline of how a fractional Brownian motion can be
constructed from a standard Brownian motion. For more details we refer the reader to [32].
Recall the following result (see [32, Proposition 5.1.3]) which gives the kernel of a
fractional Brownian motion and an integral representation of Ry (¢, s) in the case of H < %

Proposition 2.1 Let H < % The kernel

t Hﬁ% H—1L 1 1y ! H-3 H—1
Ku(t,s) :=cy (E) t—s) 2+<5—H>s2 /u 2w —s5)""2du |, (14)

2H , . .
where cy = and B is the beta function, satisfies
\/(I—ZH)/S<1—2H,H+%) p fi i

INAS
Ry(t,s) :/ Ky, u)Ky(s,u)du. (15)
0

Subsequently, we denote by W a standard Brownian motion on the complete filtered
probability space (€2, F, FY, P), where FV := (.EW),E[(),T] is the natural filtration of W
augmented by all P-null sets. Using the kernel given in Eq. 14 it is well known that the
fractional Brownian motion B*! has a representation

t 1
BII{ :/ KH(I,S)dWS, H e <O, E) . (16)
0

Note that due to representation Eq. 16 the natural filtration generated by B is identical to
FW . Furthermore, equivalent to the case of a standard Brownian motion, it exists a version
of Girsanov’s theorem for fractional Brownian motion which is due to [16, Theorem 4.9].
In the following we state the version given in [33, Theorem 3.1].

1
But first let us define the isomorphism Kz from L2([0, T1) onto I(f;rz (L?) (see [16,
Theorem 2.1]) given by

g l-H g_1
(Kug)(s) = 151 s27 712" s 39, @ e L*([0, T)). (17)

From Eq. 17 and the properties of the Riemann-Liouville fractional integrals and derivatives
Egs. 12 and 13, the inverse of K is given by

_ 1 g A-H 41 H+}L
(Ki'o)(s) =s27"D2 " s"Dglo(s), ¢ ely, > (LA,

It can be shown (see [33]) that if ¢ is absolutely continuous

- 1 Log o1
(Ki'o)(s) = s"7212 7753714/ (s), (18)

where ¢’ denotes the weak derivative of ¢.

Theorem 2.2 (Girsanov’s theorem for fBm) Let u = (u;),ep0,7] be a process with
integrable trajectories and set B,H = BtH + f(;usds, t € [0, T]. Assume that

1
(i) [fyusds € Iy 2 (L2([0, T1), P-a.s., and
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(i) E[Er]=1, where

T . . 1 T 4 . 2
Er :=exp —/0 K, (/(; urdr> (S)dW‘Y_E/O Ky (/(; urdr> (s)ds } .

Then the shifted process BT is an TV - fractional Brownian motion with Hurst parameter

H under the new probability measure P defined by % =Er.

Remark 2.3 Theorem 2.2 can be extended to the multi- and infinite-dimensional cases,
which will be considered in this paper primarily. Indeed, note first that the measure change
in Girsanov’s theorem acts dimension-wise. In particular, consider the two dimensional
shifted process

t
X" = B+ [ uas,
0
2 H '
X? = o+ [[uPas, 0.7
0

where B! and B2 are two fractional Brownian motions with Hurst parameters H; and
H, generated by the independent standard Brownian motions W and W®, respectively,
and u™" and u® are two shifts fulfilling the conditions of Theorem 2.2. Then the measure
change with respect to the stochastic exponential

T . 1 T . 2
S(Tl) = exp —/ K}}l </ uﬁ”dr) (s)dWs(l) — f/ K;II (f uﬁ”dr) (s)ds
0 ''\Jo 2 Jo "\Jo

yields the two dimensional process
X = 5"

X®

t
B" +f uPds, 1 € [0, T].
0

Here, B! is a fractional Brownian motions with respect to the measure PP defined by % =

8;1). Note that B2 is still a fractional Brownian motion under ﬁ, since W and W@ are
independent. Applying Girsanov’s theorem again with respect to the stochastic exponential

T . 1 T . 2
5;2) = exp {—f K;zl (/ uﬁz)dr) ()dw® — 5/ K,flzl (/ u@dr) (s)ds ¢,
0 0 0 0

yields the two dimensional process
X = Bt
x® = B" tel0,1,
where Ei’l and B2 are independent fractional Brownian motions with respect to the
measure [P defined by
AP _dPdP _ coypm
dP  gpapr T T
Repeating iteratively yields the stochastic exponential — if well-defined —

&r =[P

k>1
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acting on infinite dimensions.

Finally, we give the property of strong local non-determinism of the fractional Brownian
motion BH with Hurst parameter H € (0, %) which was proven in [35, Lemma 7.1]. This
property will essentially help us to overcome the limitations of not having independent
increments of the underlying noise.

Lemma 2.4 Let B be a fractional Brownian motion with Hurst parameter H € (0, %).
Then there exists a constant R dependent merely on H such that for every t € [0, T] and
O<r<t

Var(B,H ‘BYH e —s| > r)z ﬁHrZH.

3 Cylindrical Fractional Brownian Motion and Weak Solutions

We start this section by defining the driving noise (B;);<[0,7]in SDE Eq. 3. Let {W(k)}kz 1 be
a sequence of independent one-dimensional standard Brownian motions on a joint complete
probability space (2, F, P). We define the cylindrical Brownian motion W taking values
in H by

W=y W, 1el0,7T],
k>1

and denote by FW := (-EW)re[o T]

over, we define a sequence of Hurst parameters H := {Hy}k>1 C (0, %) with the following

its natural filtration augmented by the P-null sets. More-

properties:

(1) Zkzl H, < %
.. 1
(i) supgs Hk < 153

Using H we construct the sequence of fractional Brownian motions { B}~ associated to
{W® =1 by
t
B = / Kpg, (t,)dW®, €0, T], k=1,
0

where the kernel Kp, (-, ) is defined as in Eq. 14. Note that the fractional Brownian
motions { B}~ are independent by construction. Consequently, we define the cylindrical
fractional Brownian motion B with associated sequence of Hurst parameters H by

B =% "B"e,, 1e(0.T]. (19)
k>1

Nevertheless, the cylindrical fractional Brownian motion B H s not in the space L3(Q: H).
That is why we consider the operator Q : H — H defined by

Ox = Z A,%x(k)ek,

k>1
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for a given sequence of non-negative real numbers A = {At}i>1 € £2% such that \/iﬁ =

)"71( 1 . . 3 . . .
{ N }k>1 € €. In particular, Q is a self-adjoint operator and we have that the weighted

cylindrical fractional Brownian motion
B, :=OBH =3 uB e, (20)
k>1
lies in L?($2; H) for every ¢ € [0, T]. Due to the following lemma the stochastic process

(B/)tefo,7] is continuous in time.

Lemma 3.1 The stochastic process (B;):;co,) defined in Eq. 20 has almost surely
continuous sample paths on [0, T1].

Proof Note first that due to [10][Theorem 1] for any fractional Brownian motion B with
Hurst parameter H € (0, %) there exists a constant C > 0 independent of H such that

Cc
:|§ ﬁ 21

Thus, (VOBH)ici0.7) is almost surely finite and {(ra/OB/?)ici0.71}a>1 is a Cauchy
sequence in LY(2; C([0, T1; H)) which converges almost surely to («@B,H),E[o,r]. O

E| sup ‘B,H
1€[0,T]

Using monotone convergence and Eq. 21 we have that

H
B

E|: sup IIIB%,IIH:| <E| sup ZMH‘B,H"

te[0,T]

< Z AkE|: sup

te[O,Tszl k>1 te(0,T]

C
< A —— < 00.
<D M

k>1

Before we come to the next result, let us recall the notion of a weak solution and
uniqueness in law.

Definition 3.2 The sextuple (2, F,F,P, B, X) is called a weak solution of stochastic
differential Eq. 3, if

i) (R, F,F,P)isacomplete filtered probability space, where ' = {F;};¢[0, 7] satisfies
the usual conditions of right-continuity and completeness,
(i) B = (By)ieo,7] is a weighted cylindrical fractional (IF, P)-Brownian motion as
defined in Eq. 20, and
(iii) X = (X/)reqo0.1] is a continuous, [F-adapted, H-valued process satisfying P-a.s.

t
X; =x—|—/ b(s, X;)ds +B,, te][0,T].
0

Remark 3.3 For notational simplicity we refer solely to the process X as a weak solution (or
later on as a strong solution) in the case of an unambiguous stochastic basis (2, F, F, P, B).

Definition 3.4 We say a weak solution X! with respect to the stochastic basis
(Ql, FLEF P!, IB%I) of the SDE Eq. 3 is weakly unique or unique in law, if for any other
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weak solution X2 of Eq. 3 on a potential other stochastic basis (@2, F2, FZ, P2, B?) it holds
that
IP‘;I = Piz >

whenever P! | = P2 .
Xy X5

Proposition 3.5 Let b : [0, T] x H — H be a measurable and bounded function with
1brlloo < CrAr < 00 for every k > 1 where C := {Cili>) € ¢'. Then SDE Eq. 3 has a
weak solution (X;):e[0,1] Such that

IE|: sup ||X,||%Li| < 0.
tel0,T]

Moreover, the solution is unique in law.

Proof Let {W® }k>1 be a sequence of independent standard Brownian motions on the fil-
Egred probability space (2, F, F, Q). Consider the cylindrical fractional Brownian motion
B generated by {(W®};~; as defined in Eq. 19 with associated sequence of Hurst
parameters H. We define the stochastic exponential £ by

& im exp { 5 (ot (Jobe o+ VOB 3 ) (10w
k

>1

3 fak (oo e x + VOBE) 3 ) (s)ds)} .

In order to show that the stochastic exponential &£ is well-defined we first have to verify that
for every k > 1

fO' bi (. x + OB ) 37 du € s (L2q0.7D). P~ as.

Due to Eq. 18 this property is fulfilled, if for all £ > 1

Tbk u,x + QEH At 2du<oo,
[} (b o vOBE) )

which holds since ||bg||coc < CiAg. Furthermore, we can find a constant C > 0 such that

T . 2
exp %Z/(; K[;kl </(; by (u,x—i-\/@gf))\;ldu) (s)ds

< exp CTZZC,% < 0.
k>1
Hence, by Novikov’s criterion & is a martingale, in particular IE[S,] = 1 forallzs e
[0, T']. Consequently, under the probability measure IP, defined by % := &r, the process
Bl = §IH — fé\/@_lb (u,x + \/QEMH) du, t € [0, T, is a cylindrical fractional Brown-
ian motion due to Theorem 2.2 and Remark 2.3. Therefore, (2, F, F, P, /OB, X), where

X, =x+/0 EZH , is a weak solution of SDE Eq. 3. Since the probability measures Q ~ P
are equivalent, the solution is unique in law. O
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4 Strong Solutions and Malliavin Derivative

After establishing the existence of a weak solution, we investigate under which conditions
SDE Eq. 3 has a strong solution. Therefore, let us first recall the notion of a strong solution
and moreover the notion of pathwise uniqueness.

Definition 4.1 A weak solution (2, F, FB P B, X *) of the stochastic differential Eq. 3 is
called strong solution, if F® is the filtration generated by the driving noise B and augmented
with the P-null sets.

Definition 4.2 We say a weak solution (2, F,F, P, B, X1 of Eq. 3 is pathwise unique, if
for any other weak solution (2, F,F, P, B, X 2) on the same stochastic basis,

]P’(a) eQ: X () = XXw) V1 zo) 1.

The cause of this paper is to establish the existence of strong solutions of stochas-
tic differential Eq. 3 for singular drift coefficients b. More precisely, we define the class
B([0, T] x H; H) of measurable functions b : [0, T] x H — H for which there exist
sequences C € £! and D € ¢! such that for every k > 1

sup sup |bg(t, y)| < Chg, and
yeH t€[0,T]

sup/ sup |bg (t, \@\/Er_ly) |dy < Dghg, (22)
R

d>1JR4 te[0,T]

where y = (y1, ..., yq) and K : H — H is the defined by

Kx=Y fuxPe, x e, (23)
k>1

for {R 4, }k>1 being the local non-determinism constant of { B Hi }k>1 as given in Lemma 2.4.
In order to prove the existence of a strong solution for drift coefficients of class
B([0, T] x H; H) we proceed in the following way:

1) We define an approximating double-sequence {bd*g}dz 1,e>0 for drift coefficients of
type Eq. 22 which merely act on d dimensions and are sufficiently smooth
2) Foreveryd > 1 and ¢ > 0, we prove that the SDE

t
X% = x +f b (s, X8¥)ds + By, t € [0, T1, (24)
0

has a unique strong solution which is Malliavin differentiable

3) We show that the double-sequence of strong solutions X,d’g converges weakly to
E [Xt|.7:,W], where X; is the unique weak solution of SDE Eq. 3

4) Applying a compactness criterion based on Malliavin calculus, we prove that the
double-sequence is relatively compact in L?(R2, F)

5) Last, we show that X, is adapted to the filtration F® and thus is a strong solution of
SDE Egq. 3
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4.1 Approximating Double-Sequence

Recall the truncation operator 4, d > 1, defined in Eq. 6 and the change of basis operator
T defined in Eq. 7. We define the operator 74 : H — RY as % := T o 74. For every k > 1
let the function 9 : [0, T] x RY — R be defined by

B 2) = Fab (1.7712). (25)
Let ¢,, € > 0, be a mollifier on R? such that for any locally integrable function f : [0, T'] x
R? — R4 and for every t € [0, T] the convolution f (¢, -) * ¢, is smooth and
f@, ) kee — f(t,-), e >0,

almost everywhere with respect to the Lebesgue measure. Finally, we define for every d > 1
and & > 0 the double-sequence b4 : [0, T] x H — H by

by = e (B Fay) x e Gay)) (26)
Analogously to Eq. 25, we define for ¢ € [0, T] and z € R?
b (1, 2) == b (1, 71 = bt 2) % e (2). 27)
Due to the definition of the mollifier ¢, we have that for every d > 1
bd’a(t, t_lz) =¢! (Ed(t, 7) * goa(z)) —0> r_lzd(t, 7) = bd(t, r_lz) (28)
E—>
for almost every (¢, z) € [0, T] x R? with respect to the Lebesgue measure. Thus, due to
Eq. 28 and the canonical properties of the truncation operator we have that
b4t y) —> b (t, y) — b(t. y)
e—0 d—o0
pointwise in [0, T] x H, where b¢ := 7 b. Due to the assumptions on b we further get for

every p > 2 using dominated convergence that
1

Ty » v
lim limE[/ Hb (1, BY) — b(t, BY) Hd;] —0.
0

d—00e—0

Hence, we can speak of an approximating double-sequence {b%* }a=1,¢>0 of the drift
coefficient b. In line with the previously used notation we define

bEE(, y) == (b0, ), e = (BC (1, Ty), &) =1 BE(t, Ty),
bl(t,y) = (b, y), ex)n = (b1, Ty), &) =: b (1, Ty).
Moreover, note that b%-¢, b4 € B([0, T] x H; H).

Remark 4.3 Note that we needed to truncate and shift the domain of the function b to RY
merely in order to apply mollification.

4.2 Malliavin Differentiable Strong Solutions for Regular Drifts

In the following proposition we establish the existence of a unique strong solution for a
class of drift coefficients which contains the approximating sequence {h%¢};>1 ¢~0. More
specifically, we consider drift coefficients b € B([0, T] x H; H) such that for all k > 1
andallr € [0, T]

bi(t,) € Lip,, (H; R),
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where L € ¢%. We denote the space of such functions by £([0, T] x H; H).

Proposition 4.4 Let b € £([0, T] x H; H). Then SDE Eq. 3 has a pathwise unique strong
solution.

Proof In order to prove the existence of a strong solution we use Picard iteration and pro-
ceed similar to the well-known case of finite dimensional SDEs. More precisely, we define
inductively the sequence Y° := x 4+ B and for all n > 1

t
y" :x+/ b(s, Ys’l’l)ds+B,, t [0, T]. (29)
0

We show next that {¥"},>0 is a Cauchy sequence in Lz([O, T] x 2). Indeed, due to
monotone convergence we get for every n > 1 and ¢ € [0, T]
2712
} (30)

ol wl] )

n+1 n
Yl - Yz

t
E[H/ b(s, Y™ — b(s, Y ds
0

1

2
/t ZE“bk(s, Y") — bis. Y;'—l)ﬂ ds

0 k>1

t
Il [ EU
0

T -
H] :E[Hfob(s,x—FBs)dSHH] < 1]ICA]l 2.

IA

IA

n n—1 2 %
Y —7Y, HH ds,

and
EU v v
By induction we obtain for every n > 0 a constant A depending on C, A and L such that

1
E ’ Sk L-Ht"+l.
H

<
T (n+ 1)
Hence, for every m,n > 0

n+1 n
Yt - Yt

m—1
k+1 k
||Ym 4 ”LZ([O,T]XQ;H) = Z ”Y -Y ”LZ([O,T]XQ;’H)
k=n

m—1 T ) %
= ZE[/ ‘ dti|
k=n 0 H

m=l
A 3
7 1)‘Tk'"2 =: B(n, m).
k=n ’

k+1 k
Yt - Yt

=

Since B(n, m) is bounded by T%eAT, the series converges and

B(n,m) ——— 0.
n,m—00

Therefore {Y"},>0 is a Cauchy sequence in L2([0, T] x ; H). Define
X[ = lim Ytn

n—oo
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as the L2([0, T] x €2; ) limit of {Y"},>0. Then X; is .7-',IBS adapted for all ¢ € [0, T] since
this holds for all Y;*, n > 0. We prove that X; solves SDE Eq. 3:
We have for alln > 0 and r € [0, T'] that

t
Ytn+1 = x +/ b(s, Yds + By.
0

Using the Lipschitz continuity of b, we get
1

1
272 '
} _f ZIE[|bk(s,l/_f)—bk(S,Xs)|2] ds
H 0 \ix=1

t 213
||L||[2f0 ]E[HYS"—XSHH]ZUIS —0.

A

t
IE|:”/ b(s, Y — b(s, Xs)ds
0

IA

Hence, (X;):¢[0,7] is a strong solution of SDE Eq. 3.

In order to show pathwise uniqueness, let X and Y be two strong solutions on the same
stochastic basis (€2, F, P, B) with the same initial condition. Then for all ¢ € [0, T] we get
similar to Eq. 30 that

1 t

1 1
B[1X — ¥tk )" < il [ E[1xc - 1ni5,] as.
0

Using Grénwall’s inequality yields that E[|| X, — Y;[|3,]= 0 forall # € [0, T], and therefore
X; =Y, P-as.forallt € [0, T]. But since X and Y are almost surely continuous we get

PloeQ: X/(@ =X}V =0) =1,
O
Next we investigate under which conditions the unique strong solution is Malliavin dif-

ferentiable. But let us start with a definition of Malliavin differentiability of a random
variable in the space H.

Definition 4.5 Let X be an H-valued square integrable functional of the cylindrical
Brownian motion (W;);¢[0,7]. We define the operator D™, m > 1, such that
D"X =% "D"XxWe,
k>1
as the Malliavin derivative in the direction of the m-th Brownian motion W) Here,
D"X® m k > 1, is the (standard) Malliavin derivative with respect to the Brownian
motion W of the square integrable random variable X ® taking values in R. We say a

random variable X with values in H is in the space DY2(H) of Malliavin differentiable
functions in L2(2) if and only if

T
1X121200 = 3 /0 [ | oy 2 ]ds < co.
m>1

Moreover, a stochastic process (X;)refo,r] With values in H is said to be in the space
DL2([0, T] x H) if and only if for every € [0, T]

T
1Xe 250, = Z/O [ | DX, |2, Jas < co.

m>1
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By means of Definition 4.5 we extend the well-known chain rule in Malliavin Calculus,
cf. [32, Proposition 1.2.4], to Malliavin differentiable random variables taking values in .
But first we define the class Ly(?) of Lipschitz continuous functions on H with vanishing
Lipschitz constants.

We say a function f : H — H is in the space Lo() if there exist sequences of constants
L,M e ¢%suchthatforallk > land x,y € H

(f) = FO) ednl < L Y Mil{x =y, ei)al. 31

i>1

Lemma 4.6 Let f € Lo(H) with associated Lipschitz sequences L, M € €2 and Y €
DY2(H). Then, fy)e DY2(H) and there exists a double-sequence {G?k) }k.i>1 of random
variables with Gfk) < Li - M; P-a.s. forall k,i > 1 such that for every m > 1

D"f(¥) =)D GID"(¥. ei)uer. (32)

k>1i>1

Moreover,

||f(Y)||]D>1-2(7.[) < |ILllg2 - IM|lp2 - ||Y||]D>1,2(7.[).

Proof First, consider the case f : RY — R for some d > 1, where Y is taking values in
R4, Using the chain rule, see [32, Proposition 1.2.4], and the notion of Malliavin Differen-
tiability in Definition 4.5, there exists a double-sequence {GEk)}ISk, i<q of random variables

with Gfk) < Li - M; P-ass.forall 1 <k,i <d such that for every m > 1

D™ f(Y) = ZDmfk(Y)ek = Z ZG(k)D’" Y, %) (33)

k=1i=1

Recall the change of basis operator T : H — ¢2 defined in Eq. 7. Let now f : Hyg — Ha,
where Y is taking values in Hy. Define g : R — R by g := t o f o t!. Then g is
Lipschitz continuous in the sense of Eq. 31 with associated Lipschitz sequences L, M € £>
and due to equality Eq. 33 we get the identity

d d
Y D" fiV)er =Y D"gi(tY)e
k=1 k=1
d d d d
=Y Y GED v EE =Y > G DY, ei)ai
=1i=1 k=1i=1

d d
= tZZ (k)D’" Y, ei)ner.
k=1 i=1

D" f(Y)

>~

Thus, Eq. 32 holds for f : H4s — Hg4. Let finally f : H — H, where Y is taking values
in . Recall the truncation operator 7y : H — Hy defined in Eq. 6. Since f is Lipschitz
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continuous, f(wzY) converges to f(Y) in L?(2). Furthermore, we have for every d > 1
that

170 f V) pagy = 3 f ||D"1(ndf(ndY)>||H] (34)
m>1
2
- 22/ d<k>Dm<y en| |ds
m>1 k=1
2
< |L||@22f ZMZD'" Y, eyu| |ds
m>1
< ILI% - 1M1 Z/ 1Dz ¥ 2, Jas
m>1
= LG - MG - 1Y 1205, < 00

Note that the double-sequence {G;i’(k)}izl,kz 1 depends on d > 1. Nevertheless,
lmwq f (g Y)”DI,Z(H) is uniformly bounded in d > 1. Thus, due to [32, Lemma 1.2.3] and

dominated convergence we have f(Y) € D'2(H) and D’” (nd f(@aY)) converges weakly
to D™ f(Y) for every m > 1. Moreover, the sequence {G )}d>1 is bounded by Ly - M;
for every k, i > 1. Hence, for every k, i > 1 there exists a subsequence {Gi” (K )}nz 1 which
converges weakly to some random variable 6§’“’ which is bounded by Ly - M;. Summarizing
we get that in L2([0, T] x ; H)

dn dﬂ
: : dn. (k
D" f(Y) = lim 7q, D" f(ng,¥) = lim 3% G DY, ei)pe

k=1 i=1
~(k
> > GE DY, e)uer,

k>1i>1

where the last equality holds due to Eq. 34 and dominated convergence. O

Define the class £o([0, T] x H; H) by

Lo([0, T x H; H) =
{f € B0, T x H; H) : f(¢,) € Lo(H) uniformly in ¢ € [0, T1},

and note that f(z,-) € Lo(H) uniformly in ¢ € [0, T] implies fi(t,-) € Lip,, (H;R),
k > 1, uniformly in ¢ € [0, T] for some sequence L € 02, Thus, £0([0, T] x H; H) C
L0, T] x H; H).

Proposition 4.7 Let b € £o([0, T1 x H; H). Then the unique strong solution (X;):co, 11 of
Eq. 3 is Malliavin differentiable.

Proof Recall the Picard iteration defined in Eq. 29

t
y” :x—|—f b(s, Y;H)ds B, e[0T n>1, (35)
0
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and Y0 = x + B. We denote the k-th dimension of the infinite dimensional system Eq. 35
by Y ® = (Y", e ).

Using the Picard iteration Eq. 35, we show that for every step n > 0 the process Y"
is Malliavin differentiable. We prove this using induction. For n = 0 we have that for all
t € [0, T] using Eq. 15

2 T r 2
y© - E HD’,”YO ds
‘ " limr2ep) ;/0 I EY
r 2
T H
= Z/ E| | Dy B ex| |ds
m=1"0 k=1 u
T r H 2
= Z/ E H)\ngnB, ’"emH ds
0 ) H
m>1 -
T
= Z[ Aanlz_,m(t,s)ds
m>1 0
=Y A Rp,(t.0) =Y rr*Hn < oo,
m>1 m>1

Now suppose that H Y ”Dl~2(7-t) < oo forn > 0. Due to Lemma 4.6 b(¢, Y/") is in DY-2(H)
and we have for every ¢ € [0, T'] that

[6G, Y gy < L0 - 1Ml - [ Y7 [ 512y, < 00

for some L,M € ¢> independent of n > 0. Moreover, fOTb(r, Y )dr is Malliavin
differentiable admitting for all 0 < s < T the representation

T T
DY (f b(r, Y,")dr) = / DY'b(r, Y )dr.
0

N

Thus, we get for Y*! that

T
Yn-HH - H (/ b(s, Y" ds+Y°>
‘ N I ETCT) 0 ¢ %) ") lpre
r 0
n
= /0 ||b(s’ YS )”DLZ(H) ds + ‘ Yt DL2(H)
T 0
n
< Ll - 1Mz - fo |¥; IIDl,zm)dH\Yz D20

Hence, Y"1 is Malliavin differentiable in the sense of Definition 4.5. Moreover, we can
find a positive constant A depending on L, M, A and T such that

n

Ak+l
4 ||IDJ1~2(7-£) = Z ! f<A-e
k=0

Consequently, || Y/ HHZ),J ) is uniformly bounded in n > 0 and therefore, since Y"* — X

in L2([O, T] x ) and the Malliavin derivative is a closable operator, also X is Malliavin
differentiable in the sense of Definition 4.5. O
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Let us finally put the previous results together and show that SDE Eq. 24 has a unique
Malliavin differentiable strong solution.

Corollary 4.8 Let b®¢ : [0, T] x H — H be defined as in Eq. 26. Then, SDE Eq. 24 has
a unique strong solution (Xd 5) 0.7] which is Malliavin differentiable. Furthermore, the
1€[0,

Malliavin derivative D;”Xt € has for0 < s <t < T a.s. the representation

D"X% = A Ky (1,5)em (36)
d n
+Am Z/ K, (u1,s) Z 1_[ an/bfj ¢ (uj, rX;l,S) endit,
n>1 00, M—1=1 \Jj=1

where 1, = m and pde [0, T] x RY — RY s defined as in Eq. 27.

Proof If the drift function b?# is in the class £o([0, T] x H, H), then SDE Eq. 24 has a
unique Malliavin differentiable strong solution by Propositions 4.4 and 4.7. Thus we merely
need to show that b%4(z, -) € Lo(H) uniformly in ¢ € [0, T]. Let ¢t € [0, T]and y, z € H.
Then, using the triangular inequality and the mean-value theorem we get forall 1 <k <d
that

Kbd’g(z, V—b (1, 2), ek> ‘: ‘bg’s(t, -bl, z)‘ — ‘ZZ’EQ, ) =Bt )

d
Z Zl(ci ZZI 1+Z)’/ ej | — ZZ/ ej+ Z Vi€
i1

Jj=i+1
d d
<3 sup 13 B )y — 2l =Y sup 1B (. ©)II(y — z.ei)].
i=1 §€R i=1 §€R?

Note that we can find sequences {Lx}1<k<q and {M;}1<i<q such that forall 1 < k,i <d
we have supg cpa |8;0%°° (1, )| < Ly - M;. Hence, b%* € £0([0, T] x H; H).

It is left to show that representation Eq. 36 holds. First note that due to the definition of
the Malliavin derivative of a random variable Y with values in H, see Definition 4.5, we
have that D" (tY) = t D™Y, for all m > 1. Consequently, we get for 0 <s <t < T using
Lemma 4.6 that the Malliavin derivative D{" X ,d’s can be written as

DXYE = I pnREe = [Iypde <u )?;f'f) D" X3Edu + DB,

Iterating this step yields

prxde = Z/ ]_[vza“( . Xd ) Ky, 1, $)emdut + dm Ky, (1. 8)em.

n>1

Further note that

d d
d, Sde\ _ ~d, >d, _ ~d, Zd, T
Vb (uj, Xujs) =V ( E by € (uj, Xujg) ek> = E E a by, € (uj, Xujg) exe; .
k=1

=1 k=1
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Thus, we get for every n > 1

d d d n
7d, o yde) _ 7d, . wd, T
nl}Zl A (uJ’ X“J'E) - Z Z Z 1_[ o b'?,S] (M/’ XMjS) eker
I=1 k=1 \n1,..pu_1=1 j=1
(37)

where ng = k and n,, = [ and consequently, representation Eq. 36 holds. O
4.3 Weak Convergence

In this step we show that the sequence of unique strong solutions {X¢¢} =1 ¢~0 of the
approximating SDEs Eq. 24 converge weakly to the weak solution of Eq. 3 where b €
B0, T1x H; H).

Lemma 4.9 Let b € B([0, T x H; H). Furthermore, let (X;):c[o,1] be the weak solution
of Eq. 3. Consider the approximating sequence of strong solutions {(Xfl’s)te[oyr]}dzl,bo
of SDEs Eq. 24, where b®% : [0, T] x H — H is defined as in Eq. 26. Then, for every
t € [0, T and for any bounded continuous function ¢ : H — R

P ——— E[p(xn)| 7]

weakly in L*(Q2, F,
Proofy Using the Wlener transform

T
W(Z)(f) ::E[ZE (/0 <f(s)»dWs>H>],

of some random variable Z € L?(Q, F})in f € L*([0, T1; H), it suffices to show for any
arbitrary f € L2([0, T]; H) that

WOEENS) ——— W (E[s | FY]) (.
So, let f € L2([0, T1; H) be arbitrary, then by using Girsanov’s theorem we get
W@ 0 -w (B[] FY]) ()

T d .
= ]E[¢(Bf)5 (/ <f(s)+<ZK;,k1 (f b,‘f’s(u,]B’Lj)l,:ldu> (s)ek),dWS> )}
0 k=1 0 H
T .
— E| pBHE / <f(s)+ ZK,;: (/ bk(u,B;),\k—‘du) (s)ex ,dWS>
0 0
H

k=1
<z|

T d .
£ (/ <f(s)+ (ZK;: (/ b,‘j*a(u,la%;)k,jldu> (s)ek) ,dWS> )
0 k=1 0 H

T .
- £ /0 <f(s)+ > Ky (/0 bk(u,B;)/\,;‘du>(s)ek ,dWS>
H

k>1

Using the inequality
|ex —ey} < |x—y|(ex+ey) Vx,y e R,
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we get

W@ =W (E[exn|FY]) ()

T d .
SE [/ <f(s) + (Z Ky (/ b,‘j'g(u,Bg)x;‘du> (s)ek) ,dWS>
0 k=1 0
T .
—/ <f(s)+ > Ky (/ bk(u,]]za;)x,;ldu)(s)ek ,dWs>
0 k>1 0
- H
T d . 2
+E f <<f(S)+<ZKHk1 </ b,‘f’s(u,IBBjj)k,:ldu> (s)ek>> ,ds>
0 k=1 0
T . 2
[ (o (o (f o)) ) |
0 k>1 0 ”
d .T )
5151[2/ Ky (/ bZ’S(u,IB%ﬁ)A,Zl—bk(u,]B%;‘)Ak“du> (5)dw®
k=19 0

T .
-y f K (/ bk(u,B;)x,;ldu) ($)dw®
0 0

H

H

k>d+1
+ Ag e (f),
where
T d . 2
Age(f) =E |: / <<f(s) + (Z K;Ikl (/ b/‘jqf(u,IB%’,j))\k—ldu) (s)ek>> ,ds>
0 Py 0 2

2
T .
—/ HOES DI (/ bk(u,IB%ji)A,:Idu> e | | .ds :
0 k>1 0 2

For every k > 1, we get with representation Eq. 18 that
Ky, e s):=Kp (/0 bEE (u, BOA — br(u, Bj)x,;ldu> (s)

1_
= s T (b (5 B — e (s B ) !

F(fij)/o (%)%% (s =) 737 (B @, BY) — b, B ) d,

which is bounded by

_ (o S ru\ 3~ He i
‘ICH:(d,s,s)‘ < 217/0 (;>2 (s — u)~ 3 Higy
r (z - Hk)
C 3 1
—o_ Tk _i-Hig (7 —H - — Hk> < Gy
r (4 - ) 2 2
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Consequently, we get for every d > 1 using the Burkholder-Davis-Gundy inequality that

d d 1
IE|: FZEU ‘/c (des)‘ ds] <Y G < oo
k=1 k=1

k=1
Hence, by dominated convergence

(/ bk(u,B;)Ak—]du> )dWP| <S> C < o0,
0

k>1

o d. e, s)dw®

d—00e—0

lim lim IE|:

d .7
Z/ Ky, e )dw®
k=170

Equivalently, we have

Slp>

Thus, again by dominated convergence

k>d+1

lim lim E / ( f br(u, ]Bx)k,:ldu) ()dw®| | =o0.
d—o00 e—0 0

Similarly, one can show that A4 .(f) vanishes for every f € L%([0,T]; H) as ¢ — 0 and
d — co. Consequently, ¢ (X%%) = E[¢(X/)|FY weakly in L2(Q, FV). O
—00,6—>

k>d+1

4.4 Application of the Compactness Criterion

Theorem 4.10 The double-sequence [X;i’s}d Leeo of strong solutions of SDE Eq. 24 is
>1,e>

relatively compact in L%, ]:,W).

Proof We are aiming at applying the compactness criterion given in Theorem A.3. There-
fore, let 0 < @ < B < % and y,, > O for all m > 1 and define the sequence
Usm = 27y, ifs =204 j, i >0,0 < j <2, m>1where us,, —> 0 for
s,m —> 00. We have to check that there exists a uniform constant C such that for all
{deys}dz],a>0

d,e
t

< 38
L22H) — ¢ (38)

Z HD'” f”z <C

L2(Q:L2([0.TL:H)) —
m>1
and

u

L2@:H)
Z (1—2- 2(f5m an)y2 / / s — u|1*2n dsdu=C. (39

Note first that Eq. 38 is fulfilled due to the uniform boundedness of {bd's}dzl,wo and the
definition of the process (B;),; <0, 77, see Eq. 20.

2
’D’"Xd ¢ _ pmxde
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Next we show uniform boundedness of Eq. 39. Note first that under the assumptionu < s
we have

DX — DI X = h (K, (1,5) — Kpiy, (8, 10)) e

t '
7d, vd, d, 7d, v, d,
—l—/ Vb e (v, X5 DY XS Edv—/ Ve (v, XD XS dv
s u

N
Am (K, (8,8) — K, (t,1)) em —f Vb4E (v, X495 DM X 4E dy

u
t
+/ VB, X0 (D xds - D xde) dv
N

Am (K, (t.8) — Kp,, (t,0)) e — DI'XEE + 0y Ky, (5, t)em

t
+/ VbhE (v, X&) (D;"Xjf’a - DZW;“) dv.
A
Using iteration we obtain the representation

DIXE —DIXEE = A (Kn, (1, 8) — K, (, 1)) em

n
+hom Z/ [1V6% ;. X% (K, (01, ) = K, (v1, 0)) emdv

n=1Y 85 =

n
4 Id—|—Z/ [T 95 ;. X&)dv (AmKHm(s,u)em—D,’l"Xf’S),
A’l

n>1 st j=1

where by Corollary 4.8

(hnK b (5. wem — DX ) =
d n
Y f Kn,nw Y TTon5 ) %5)e,dv.
n>1 AZ«S N0s--es n-1=1j=1
Consequently, we get due to Eq. 37 that
D"X&E - DX =, (31 + T2+ T3).
where

J1 == (Kn, (t,s) — Ku, (t, 1)) em,

d
Jp = Z/ (K, (v1,5) — K, (v1, 1)) Z

n
”21 A.\',t

d n
- Id+Z/n Z Han,-g‘nif_l(vj,)?jf)dv

n=1" 75t g, np—1=1 j=1

n

7d,e . yd.e
Ay, by, (vjs Xy )engdv,

33:

d n
7d, vd,
xZ/ Kp, (wiu) Y 0, biye (v, X% )enydv.
n=1"Bis 1005 Mn—1=1 j=1
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In the following we consider each J;, i = 1, 2, 3, separately starting with the first. Due to
Lemma B.3 there exists 81 € (0, %) and a constant K; > 0 such that

/ /t IIJllle(Q W ff/f |Kg, (t,s) — KHm(t,u)|dsdu < Ky <o0
0 Jo B

|S_u|l+2,51 |s_u|l+2/31

Consider now J,. Define the density £/ by

d

t
&= expiZ(/O Ky (/O b (s xi) x,jldu> ()dW®

k=1

L . d 0\
—5/0 Ky, (fo bkg(u,Xu’g)Ak du) (s)ds |} .

Then applying Girsanov’s Theorem 2.2, monotone convergence and noting that
Sudel Supte[O’T]] ||5td||L4(Q) <0 yields

~ 112
”JZHLZ(Q;’H)

2
d
d
=2 X |& /A (K, (v1,8) = K, (v1, 1)) Ham nj- 1<Uj7TBf,j)dv
n>1ng,..np—1=1 s, j=1 L@
d 2
’SZ Z A” (KHm(U]’s) KH (v, u) l_[anl nj— (Uj, rIBﬁj.)dv
n=1ng,...np—1=1 st 149
Using Eq. 9 yields that
2

2. .
20,2 = /M (Ku, (01, 8) — K, (01, 10) ]‘[am b (v],ﬂaagj)dv

Jj=1
can be written as
2n 1
2= ) /2" [Tgw0n (v_/‘, Tﬁij) (H (Kt Wnt1)s $) = Ka,, (Wnt1)s u))) dv
ceSamm ¥ A5t \ j=1 i=0
where for j =1,...,n
X\ __ 7d,e X
( B ) 8,]jb,7 (-,IB)

Repeating the application of Eq. 9 yields

120,* = Z / Hga(])](v],TIB%)

oeS(4;n)

X (H (K H, V(int1)s 8) — Ko, (Viint1)s u))) dv
i=0
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Defining ff’g(t,y) = 3;1/: (t, «/@«/Ki) permits the use of Proposition B.2 with

Z‘}":l gj =4, |aj| =1forall 1 < j < 4n and thus |«| = 4n. Consequently, we get using
the assumptions on H and b that

o] | . |

n
(KH,,, (v1,s) — Kp,, (v1, u)) 1_[ anbgj’fl (vj, TIB%ij) dv
j=1

LY(Q)
la

k4ol s —yu\"m 1 PIREY
> C sUm=73 Ym)
rztdn Hu, T\ )
2

xHHb‘”( ffzj)‘

A
FH
©
>
g
I8
sy

LY(R9; L% ([0,T)))

(T (a0 ) sy S brle (o) S i
X

T8 — Y i_) He@Bn+4|a®]) +2(Hy — 5 — ym) T3 Dk

4 n
KdnH T3 HD

T —4dn Hm nj—1 77] 1
V2

) (S _ u>4ym s4<Hm_%_’”"’)(t B S)4(Hm—%—ym)T4nSm

su

<28

where

(T @ la®]))*
S, = sup

n r(s;n—zzzl Hy (8n+4la<">|)+8(Hm -2 ‘Vm))%.

For n > 1 we have due to the assumptions on H that

d
1
A :8”—2Hk(8n+4‘a(k)‘)+8<f‘lm—E—Vm)
k=1
16
> 8n —8n||H||,n — 16nsup |[Hy| —4 > —n—4 > 0.
k>1 3

Thus, we have for n sufficiently large that

16 16 16 \*
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and therefore by the approximations in Remark B.7
(I @11
T
r <8n Y He (8n+4|a®)) +8 (Hm -1- ym))2

@)% e ((10n))} (%%)2

St

Sn

IA

~

(207n) T (%611 + 1)%

d 115
< cn 2m)8 ((10n))ans

= )

r(len+1)’

where C > 0 is a constant which may in the following vary from line to line. Using Stirling’s
formula we have moreover that

(10’1)‘ < 61210”\/207'”1(L o feld (2’1)_%” cn
2 - 32 3
F(?n—l—l) Qﬂn<3 )3 \/5

Consequently, we have for S, that

S, ~C"em)fnf | ——
r(3n+1)

Furthermore, using Lemma C.4 we have for every n > 1 that

d d n

4,4

> 1044, - (Sot)
70, Mn—1=1 j=1 k=1

Moreover, due to the assumptions on H there exists a finite constant K > 0 which is

independent of d and H such that K; g < K, cf. Eq. 62. Consequently, there exists a
constant C > 0 independent of d, € and n such that for n sufficiently large

d K;ij . T% n
2 . 8n __d.H " 4 4n
Dn T Z 2 \/—4dn HDUJ 1}‘771 1 ™Sy
00.tn—1=1 2 =1
1
n%C"
r(3n+1)

and thus due to the comparison test

ZD,, < 00.

n>1

Hence, there exists a constant C, > 0 independent of d and ¢ such that

2ym (2(H, Hn—5-v
<C2CH’”T(Y u) ‘m (Hy,— 2 ym)(t_s) ( m— 2 m)

2
”jleLZ(Q;H) su
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and thus we can find a 8, € (0, %) sufficiently small such that

92025
// —— S dsdu S Cfy, ¢ < o0
0 |s—ul 2

Equivalently, we can show for J3 that there exists a 83 € (0, 2) such that

13302,
(§2;H) c
——————dsdu < 00,
/\/; |s_u|l+2/32 HL,T
where Cy,, 7 = C - cy, due to Lemma B.4. Here, cy,, is the constant in Eq. 14. Thus,
we can find a constant C > 0 independent of H,, such that sup, c.1) Cur < C < o0.
’6

Finally, we get with 8, := min{8;, B2, B3} that we can find y,,, m > 1, such that
Dm Dm X[

2
1 H L2(Q:H)
Z (1 —2- z(ﬂm_am))y / / _ u|l+2ﬁm dsdu

t)‘ Z[ 1”Jl”L2(Q H)

<Z -2 Z(ﬂm an))y2 // |12

22 C*
< m
~ Z 1 - 2*2(@11*(1»1)))/”21 < ©0,

m>1

uniformly ind > 1 and ¢ > 0. Similarly, we can show that

Z HDm ;15

m=>1

(40)

L2(Q;L%([0,1] H))

uniformly in d > 1 and ¢ > 0 and consequently the compactness criterion Theorem A.3
yields the result. O

4.5 F® Adaptedness and Strong Solution
Finally, we can state and prove the main statement of this paper

Theorem 4.11 Let b € B([0,T] x H;H). Then SDE Eq. 3 has a unique Malliavin
differentiable strong solution.

Proof Let (X;):c0,1) be a weak solution of SDE Eq. 3 which is unique in law due to
Proposition 3.5. Due to Lemma 4.9 we know that for every bounded globally Lipschitz
continuous function ¢ : H — R

¢(X;l'6) m E[¢(Xt)|}-tw]

weakly in L3(Q, f,W). Furthermore, by Theorem 4.10 there exist subsequences {dj }x>1
and {&, },>1 such that

pxin) ——— o (B[ x5

—00, d—>00
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strongly in L2(€2, F"). Uniqueness of the limit yields that X, is ¥ -measurable for all
t € [0, T]. Since F¥ = FB, we get that (X;)se[0,7] is a unique strong solution of SDE
Eq. 3. Malliavin differentiability follows by Eq. 40 and noting that the estimate holds also
for y,, = 1. O

5 Example

In this section we give an example of a drift function b € B([0, T] x H; H) to show that
the class does not merely contain the null function.
Let fr € L1(£2; L>([0, T1; €2)), k > 1, i.e. for all k > 1 we have for all z € £2

sup |fi(t,2) < < oosup/ sup | fi(t, 2)ldz < D < oo, (41)
t€[0,T] d>1JR4 t€[0,T]

such that Cf, Df € ¢! and define for every k > 1 an operator Ay : H — H which is
invertible on Az such that for all k > 1

—1 —1
det (A,:H/Q VK ) <D} <o,
where DA € ¢!. Then, we define

bi(t, y) i= fi(t, T Axy).

This yields
sup |b(t, )| = sup |, v Apy)l < ],
t€l0,T] tel0,T]
/ sup.[bi (1. /QVEy) | dy = / sup [ (1.7 Ay /QVEy) | ay
H tel0,T] H tel0,T]
—1 —1
=f sup |fk(t,z)|det(Ak—1@ VK )dst,-[D,?.
r*'AkHte[O,T]

Due to the definition C/ € ¢! and D/ - DA € ¢! and thus b € B([0, T] x H; H).
A possible choice for f is

_ _plll
fk([,Z):C]{'e t'e Di 3 (a]l{ZEA}‘i‘b]l{zeAc}),

where a, b € R and A C H, which obviously fulfills the assumptions Eq. 41. The operator
Ak, k > 1, can for example be chosen such that there exists a finite subset Ny C N such
that for all k > 1

_ -1
l_[ )\kl -ﬁHk <C.
neNg
and we have for every x € H
Agx = ’D,f‘ Z xMe,.
neNy
Then Ay is invertible on Ay H for every k > 1 and

det (A,;K/E*I\/E_l) =D [T »! Rm | <CDp.

neNg
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Appendix A: Compactness Criterion

The following result which is originally due to [14] in the finite dimensional case and which
can be e.g. found in [9], provides a compactness criterion of square integrable cylindrical
Wiener processes on a Hilbert space.

Theorem A.1 Let (B;)ici0.7] be a cylindrical Wiener process on a separable Hilbert
space H with respect to a complete probability space (2, F, ), where F is generated
by (Bi)iefo, 1) Further, let Lys(H, R) be the space of Hilbert-Schmidt operators from H
toRandlet D : D2 —s L2(; L2([0, T]) ® Lus(H, R)) be the Malliavin derivative
in the direction of (B;):e[0,T], Where D2 is the space of Malliavin differentiable random
variables in L*(Q).

Suppose that C is a self-adjoint compact operator on L*([0, T1) @ Lus(H,R) with
dense image. Then for any ¢ > O the set

G- {G D' |Gl + €' DG

<c
L2(;L2([0,TH®L s (H,R))
is relatively compact in L*().
In this paper we aim at using a special case of the previous theorem, which is

more suitable for explicit estimations. To this end we need the following auxiliary result
from [14].

Lemma A.2 Denote by vg, s > 0, with vo = 1 the Haar basis of L2([0, 1]). Define for any
O<a< % the operator Ay on L%([0, 1]) by
Aqus =21%y, ifs=2"4+j, i>0, 0<j <2,

and
Agl = 1.

Then fora < B < % we have that

dtdu).

1 /1 o) — fa)P?

2 2
“Aaf“Lz([O,l]) S 2(||f||L2([0,1]) + 1 _ 272(570() 0 0 |[ _ u|1+2ﬂ

Theorem A.3 Let D* be the Malliavin derivative in the direction of the k-th component of
(Bp)tefo,1)- In addition, let 0 < a; < B < % and yx > 0 for all k > 1. Define the sequence
Wsk = 2_i“’<yk, ifs = 20 4 ,i>00<j < 20k > 1. Assume that sk —> 0 for
s,k —> oo. Let ¢ > 0 and G the collection of all G € D2 such that

1Gll2q) < ¢

2 [prl

k>1

2

<c
L2(2;L2([0,11))

and

2
1 U1 DEG = DG 2 g
E 3 5 725 dtdu < c.
=7 (1 =272e)ye Jo Jo |t —u] T

Then G is relatively compact in L*(S2).
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Proof As before denote by vy, s > 0, with vg = 1 the Haar basis of L2([0, 1]) and by e} =
{ex, -YH, k > 1, an orthonormal basis of Lgs(H, R), where ¢, k > 0, is an orthonormal
basis of #. Define a self-adjoint compact operator C on L2([0, 11)® L s (H, R) with dense
image by

C(vs ®€Z) = Ms,kVUs ®e;:s s>0, k>1.

Then it follows for G € D!'2 from Lemma A.2 that

2
H c'DG ‘
L2(;L2([0,1)®L s (H,R))

_ -2 #\2
=D i EUDG. v ® €}z, 1o sy
k>1 s>0

2
- Z 72 | 4w DAG|

L@ L2(10.1))
=23 o]

2 2
=1 L=(2;L*([0.1]))
k k|2
53 [,
& (1 =272y It — u|+2H
=M
for a constant M < co. So using Theorem A.1 we obtain the result. O

Appendix B: Integration by Parts Formula

In this section we derive an integration by parts formula similar to [6] which is used in the
proof of Theorem 4.10 to verify the conditions of the compactness criterion Theorem A.3.
Before stating the integration by parts formula, we start by giving some definitions and

notations frequently used during the course of this section.
Let n be a given integer. We consider the function f : [0, T]" x (R?)" — R of the form

f(s,z)znfj(sj‘,z]‘), S=(s1, -5 €0, T, z2=(z1,...,22) € RD", (42)

j=1

where f; : [0, T] x R? - R, j = 1,...,n, are compactly supported smooth functions.
Further, we deal with the function ¢ : [0, T']" — R which is of the form

x(s) = [ [ #iGsp. selo.T1", (43)

with integrable factors s¢; : [0, T] — R, j=1,...,n
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Let «; be a multi-index and D% its corresponding differential operator. For o :=
(a,...,0) € NBZX" we define the norm |a| = Z’;:] Zzzlaﬁk) and write

D f(s,2) =[] DY f(s), 2)).
j=1

Let k be an arbitrary integer. Given (s, z) = (51, . .., Skn. 21+ - - - » 2n) € [0, T1" x (R4)"
and a shuffle permutation o € S(n, n) we define the shuffled functions

kn
fo(s,2) =[] fion(sss 2o )
j=I
and
kn
5(8) = [ | 0G0
j=1

where [j]isequalto (j —in)if in+1) < j <G+ Dn,i =0,...,(k —1). For a
multi-index o, we define

d
’ o —H (4o,
vl6,t,2,H d):= (]‘[,/(2|a<k>|)g> > on | f (5, 2)] | As|~H ATt g (44)
k=1 oeS(n,n) "~ "0t
and
d
WX, 1, H,d) = (]‘[ (2\a<k)|)z> > f2n |55 (5)| | As|~H (e gg, - (45)
k=1 oeS(n,n) 0.t
where for any a, b € R
2n
k ) ) o) ®
|As|Hk(a+bu[”)<A)]) — |S1 IHk(a+b<a[(g(1)]+0t[(a(2n)])> 1_[ |Sj — i |Hk(a+b(ot[(a(j)]+0t[o(j—l>]>) ,
j=2

H(a+b«o ) . Hk(“+b'°‘(k)A )
|As| o)1) .— 1_[ |As| lo(A)]

k=1

Theorem B.1 Suppose the functions \IJJ ©,t,z, H,d) and VF(0,t, H,d) defined in
Eqs. 44 and 45, respectively, are finite. Then,
o)

ALO,1,2) = (2n)—"”/ f [ it zp(=iuje” dsdu, (46)
® Jag

0,1 j=1
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T
-~ Hy Hy
B B . . .
where B,d’H = ( ;i T ’ﬁ > and Ry, is the constant in Lemma 2.4, is a square
Hyp NHy

integrable random variable in L*(2) and

la|

2 .
E“Agj(e,t,z)‘ } < wl@,1.2, H,d). @7)

— (27T)d”

Furthermore,

|

and the integration by parts formula

le| n

T 1
} = Nk (Vg (0,1, H,d))? 11:[1 | fi ||L1(Rd;L°C([0,T])) - (48)

/ R CAROLE
(RE)"

/ D f (s, B&M ) ds = / AL, 1, 2)dz, (49)
Az,r (Rd)n

holds.

Proof For notational simplicity we consider merely the case ¢ = 0 and write A({ (t,2) ==
A£ (0, t, 7). For any integrable function g : (Rd)" — C we have that

2

/;Rd)n g(uy, ...,up)duy...duy,

:/1 g(u1,...,un)du1...dun/l gWnt1, ooy uop)dupyy...dusy
(R)" (R)"

:/Rd g(ul,...,u,,)dul...dun(—l)d”fRd g(=ups1s ooy —tp)duyy1...dusy,,
(RE)" (RE)?

where the change of variables (4,41, ..., U2,) —> (—Up+1, ..., —U2,) Was applied in the
last equality. Thus,

‘ —i(u' §d‘H—z~)
/ []£its zp=iupye” %0 "las
Ag

i j=1

[al.o)| = @my 2yt /

(Rd )2n

2n —i<u' §z_1.H_Z )
X/ 1_[ FinGsjozn(—iup@ite V2 Wl gsdy

0,t j:nJ,»l

n
— (2n)*2dﬂ(_1)dﬂ jlel Z / l_[ e*i<Zj!”j+Mj+n>
(Rd)Zn j=1

oeS(n,n)

2n 2n
a(f j . =
X/z fo(s,2) l_[ug[(j(j)] exp | —i E (ua(/’),ij’H> dsdu,
A()nt i=1 i=1
: j= Jj=
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where we applied shuffling in the sense of Eq. 9. Taking the expectation on both sides
together with the independence of the fractional Brownian motions BHx k=1,..,d, yields

that
E [‘Ab’:(t, z)ﬂ

= (27)~2dn(_ydn jle] Z / He—i(z,-,u_f+u_f+n)
Jj=l1

)Zn
oeS(n,n)

2n 2n
o(j 1 =y
sz fo(s,2) l_[”(;[(j(jm exp § —= Var E <ua<.,-), ij’H> dsdu
A j=1 j=1 '

n
(27_[)—2dn dn jlel Z / l_[ e—i(z.,-,uj+uj+,,>
j=1

oeS(n,n) (R

2n

/ fo(s,2) l_[ug[(”j()’ ZVar Zuffk()j)\/L dsdu

n
— (Zn)fzd}’l(_l)dn i‘ot‘ Z l_Ie*l'<Zj,Mj+u/'+n>

oeS(n,n) (R
2n d
Ay (j
x / L Jos ) [ TTuely” ]_[ { (u<k>) Eku(k)}dsdu (50)
At j=1 k=1

T
where u( ) = ( f,k()l), R u;k()zn)) and

J

S = Si(s) = ( [BHkB”k]) .
1<i,j<2n

Moreover, we obtain for every o € S(n, n) that

fA | fo (s, z)|fd2 H
j= l
k
=/ Ifa(sz)ll_[ LT \“
A
where u® := (uﬁk) g:l)) . For every 1 < k < d we have by using substitution that
2n
/ I1 ‘ ®)
u.
J
R2n =1

g 2n oa® Do o
— s [ THVRm 2. g | i,
€ k ]RZn

2n
(k)

(k) k k
Hath] 67 (u< ))T):ku( )
o(j)

duds

S| 4 )
[o()] e RHy du(k) ds, (51)

k) _1< g, () <k>>
[0 . I\ &’ u Wu
O | du® (52)

j=1
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Restoration of Well-Posedness of Infinite-dimensional...

Considering a standard Gaussian random vector Z ~ N'(0, Ida,,), we get that
2n 5
_1/ k) ~
/211 HKE" u(),ej>
R\

2n
=en'E | []|(="2.%))

j=1

(k)
Ao ()] e*%<”(k)’”<k))du(k) (53)

0]
o ()]

Using a Brascamp-Lieb type inequality which is due to Lemma C.1, we further get that

o 2latt)|
[e(D]
|22 | < viemm- | £ T et
T[E52|ot(k)| i=1
where |<x(k)| = Z'}-:la;k) and permAy is the permanent of the covariance matrix Ay =

k .
(al.(’ ].))1 <i,j<2]a®] of the Gaussian random vector

e e

[COR (k) ;
A5 (1)) times ¥, (o) times

and S, denotes the permutation group of size m. Using an upper bound for the permanent
of positive semidefinite matrices which is due to [3], we find that

2)a®] 2]a®|

permA; = Z 1_[ al.(g(l.) < (2‘01(1‘)‘) 1_[ a (54)

nESZlLV(k)| i=1
Now let Zl 1“[0(1)] +1<i< Zl o (l)] for some fixed j € {1, ..., 2n}. Then

k —1/2., ~ —1 ~
o =E[[572.3) (52,5

Substitution gives moreover that

—-1/2, ~ 1/2 1/2 2 1
Bl 2.2) (x5 2, ej>]—(det2k)/ Gy /Rz" ujexp{—i(iku,u) du.
(55)
Applying Lemma C.2 we get

1 2 2n—-1)/2 1 1

/ u?exp{—*(Eku,u)}du = (71)712/ vzexp{—fvz}a’v—2

R2n 2 (det Ek) / R 2 O'j

2 n

__@n) (56)

1
(det=p)1/2 o 12
where a = Var (B;jl" ’BSFII". Bsz" without B )

Subsequently, we aim at the application of the strong local non-determinism property of
the fractional Brownian motions, cf. Lemma 2.4, 1.e. forall 0 < r < t < T exists a constant
R, depending on Hy and T such that

Var (

) = ﬁHerHk
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Hence, we get due to Lemmas C.5 and C.6 that

1
(det T (5)) '/ = ﬁ It 1 1o — s11™ L san — 2011 (57)
and
of > Ry ls2 — 517,
aj2 > Ry, min[|sj —sj,1|2H" , |sj+1 —SjIZHk}, 2<j<2n-1,
03, = Ry 1520 — son—1 2.
Thus,
lz—nl o, ~2051 < R;[f|a(k)|T4Hk|(¥(k)‘|AS|_2HkaE£)(A)J_ (58)
Jj=1

Concluding from Eqgs. 54, 55, 56, and 58 we have that

201(")
perm(Ax) < (2‘05(1‘)‘) 1_[ a(k)
2n "‘Ek)(j)]
1 2m)"t 1 i
- (2‘01(10‘)!1—[ (det 512 L)lz*z
b Qm)" (det )1/ o;
< (2 ‘a(k)‘)!ﬁl__lfla(k)lT4Hk|a(k)‘|AS|_2Hka[({l;)(A)]-
Consequently,

2n (k)

~1/2 5 ~ \|% () —1a®| 2 H o ® —Ha®
[1|(="2.%) < @ ]a® )i« T2l A o,
j=1

Therefore we get from Eqgs. 50, 51, 52, 53, and 57 that

E [’Ag'(t, z)ﬂ

<@nn Y f £, z)lﬁ(/

&y __1 (k) 4, (k)
o Zpu'™u
e 2R ( ‘ >du(k)) ds

oeS(n,n)
d n+|a<">| n a(k(l)
aly
<@m™ f ol ]| —2— < iz, e,> ds
oce8S(n,n) k=1 (detzk(s))z i=1

<(27T) —dn Z / |fg(S Z)| (l_[lAs| Hkﬁla )+2>

oeS(n,n)

_1g® ) TN0)
XH( @Ja® 1y T Ay H"al”(A“>ds
=m0 (H VR (2|« ®]) ) / | £ (s, )| | As|~H (o) g
A

aeS(n n)
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Restoration of Well-Posedness of Infinite-dimensional...

Since supy-; Ra, € (0, 1), inequality Eq. 47 holds.
Next we prove the estimate Eq. 48. With inequality Eq. 47, we get that

. 273
EW A;‘f(G,t,z)dz} 5/ E[\A:f(e,r,@\ } dz
(Rd)” (Rd)”

1
> ©0,t,z, H,d))2dz.
dn /(Rd)n o

Taking the supremum over [0, T'] with respect to each function f;, i.e.

| fioGn (i ziepm| = sup_ | fiogins;, o J=12m,
5;€[0,T]
yields that
}EH/W A;‘f(é’,t,z)dz]
( )H
1
T‘lﬂ 2n ?
< max / H”f[a(')](',Z[ ol dz
— . j s (DDl Lo (0,17)
V2r T oeStm J@hn \
1
J 2
x H 2[a®r 7 / 520 ()] | s |~ (o) g
k=1 oeS(n,n)
1
T% 2n 2 1
__re G 2l dz (V7 (0,1, H,d))?
e / , 1_[||f[a(;)](»Z[J<J)])||Loc([o,r]) e W0 5
Varoestm Jedr | i)

T|2
B /(Rd) H”ff( ZJ)HL”O([OT dz (W (0,1, H, d))z

T‘fxz‘ . |
- \/27 1_[ 13l 1 g, oo,y | (V@2 HL )2

Finally, we show the integration by parts formula Eq. 49. Note that a priori one cannot
interchange the order of integration in Eq. 46, since e.g. for m = 1, f = 1 one gets an
integral of the Donsker-Delta function which is not a random variable in the usual sense.
Therefore, we define for R > 0,

n o B H
w12 =@ dn/ / 1765 epniupie 55 = asav,
BO.R) Jap,
where B(0, R) := {v € (RY)" : |v| < R}. This yields
AL p0.1,2)] < CR/ 1'[ £ (sj. 2))lds
9[/ 1

for a sufficient constant Cr. Under the assumption that the above right-hand side is inte-
grable over (R, similar computations as above show that AS ar@,1,2) —> A 0,t,2)in
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L%(2) as R — oo for all #, ¢ and z. By Lebesgue’s dominated convergence theorem and
the fact that the Fourier transform is an automorphism on the Schwarz space, we obtain

/ AL6.1.2)dz = lim AL 20,1, 2)dx

Ry (R '

= hm (272') d”/ / / Hf,(s],z,)(—lu])“fe '<"f sj —Z_f)dzduds
(R4)n J B(O,R) Ae,] 1

: —i{u; §dH>
lim / / 2m)~ f fiGsj,zj )6 wjzj) dz(—iu )% e <” i lduds
k=0 Jaz Jso.m) Ry 1_[ PASVERY) J
| pdH
= lim / / l_[f,(s —uj)(—iuj)e l<”f’BS.i )duds
BO.R)

R—o0

@ Dd,H
/3_, D* f (s, By )ds

which is exactly the integration by parts formula Eq. 49. O

Applying Theorem B.1 we obtain the following crucial estimate (compare [1, 2, 6],
and [7]):

Proposition B.2 Let the functions [ and s be defined as in Eqs. 42 and 43, respectively.
Further, let0 <0’ <0 <t < T and for somem > 1

5j(s) = (K, (5.0) — Kpy, (s.0)%7, 6 < s <1,

forevery j = 1,...,n with (g1, ..., &,) € {0, 1}". Let @ € (Ng)" be a multi-index. Assume
there exists § such that
d
*) 1
—ZHk(1+2ozj)—|— Hy— 5 =yw) 26> (59)
k=1

forall j = 1,...nand d > 1, where y,, € (0, Hy,) is sufficiently small. Then there
exist constants Ct (depending on T ) and K4, (depending on d and H ), such that for any
0<6 <t <T wehave

n
E / [] D% fitsj. By))=(s)) | ds
Mg

Jj=1
Jo| n
K" .le< 0 — 6"\ . Ylioiej n
d,H (Hm—75~Ym)
S & il cT( ) ot ) 116Gl
~—d I JZILY(RY; L2 ([0,T1))
27'[”1 00’ i
(I (zla("’})!)%(t_e)‘ﬂ:‘ Hilr 2§ )+ (Hn =3 =) o 47
F(ZH—Zk 1Hk(2n+4|05(k)|)+2(Hm_ Vm)zj 15])2

In order to prove this result we need the following two auxiliary results.
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Lemma B.3 Let H € (O, %) andt € [0, T] be fixed. Then, there exists B € (0, %) and a
constant C > 0 independent of H such that

|KH(z 9~ Ky oL
// — o[+ dede’ < C < oo.

Proof Let 0 < 0’ < 0 <t be fixed. Write
1
Kp(1,0) — Ku(t,0") =cn [fz(9) — [0 + (5 - H) (gz(G) - gt(e/))] )

where f;(0) := (£)"~ S (t—0)H 4 and g,(0) = Jy L@ gy,
‘We continue with the estimation of Ky (f,0) — Ky (t 0"). First, observe that there exists
a constant 0 < C < 1 such that
—a —o

y - X —a—y
oy SO (60)

forevery0) <y <x <ocand o := (%—H) € (0, 2) aswellas0 < y < f—a Indeed,

rewriting Eq. 60 yields using the substitution z := ;, z € (1, 00),

o _ o 1—z7¢
LTy = T i)
(x =y (z =17
Furthermore, since « 4+ y < 1 we get that
7o 1 .70(71
llmg(z) = hm = limL =0,

1= 17 slye— Dy

and
lim g(z) = 0.
7—> 00

Moreover, for 2 < 7 < oo we get the upper bound

0<gy<—< 1
1= L
=89 ="y T
and for 1 < z < 2 we have that
«_q —1
2 = — < —-D"r <,

(z=Drz*  (@—-Dr(z—-1)¢
This shows inequality Eq. 60 which then implies for 0 < y < H that

t H-3 t H=;
fi(0) — f1(8) = (5(1 — 9)) - (@(l —9’))

H-1— / /
5(%0—9)) : ytzng(l_e)H—%—y w
(CLbYS 6"
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Further,

L £u0) — fu(0 0 f (0
8(60) — (") :/ Mdu_ fu®)

o U

/ Ju(0) — fu(9)

< (9—9’)V/ (u— e>” -

~o(ee)y
90y < (v — H=377
< ¢ T ,/) QH_%_V/ D R dv
(86" 1 v
< OO puyy
~o(ee)y
0—0)
< (99/)3 61 (1 — )2
Consequently, we getfory € (0, H),0 <0’ <0 <t < T, that
06—
Ki(t.0) — Ky (t,6) < C- mﬁe”—%—m — o),
where C > 0 is a constant merely depending on 7. Thus
CKu,0) = Kn@,00)?
|9 9/|1+2ﬂ
0 1-28+2
/ / |6 — (9|9/)2y y92H—1—2y(t — 02 H-1-27 4o/ 4g

0
_ / g —1=4y (4 _ g)2H~1-2y / 16— 6|12+ ()~ 49’ dp
0

/9211 1=4y=28(; _ g)2H~-1-2y P28 +2nl(=2y + 1
0 r=28+1

< /IOZH—1—4]/—2,B(I _ 9)2H—1—2yd9

0

_TQH —29)TQH 4y =2) 416y 21
'4H — 6y —28)

< 00,
for sufficiently small y and §. On the other hand, we have that

do’do

/I "(Kn(t,0) = Ku(t,0")*
0 Jo |0 —0'|1+2F
t |6 — 9/|7172,3+2}/

0 (CORd
t t
< / 02[‘]—]—6)/ (l _ 9)2[‘1—1—2)/ / |9 _ 6/|—1—2ﬁ+2yd9/d0
0 0

t
< / 02H—1—4)/(t _ 9)21‘1—1—2)/ dQ/dQ
0

t
< / gRH—1=67 (4 _ 9)2H—1-2B jg < (AH—6y=2—1
0
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Therefore,
T (K (t,0) — Ky(t,0)?
/ (Ku(t,0) — Kg(1,60") 40'd6 < oo,
0 Jo |6 — 7|1 +2F
O
Lemma B4 Let H € (O, %) 0<0 <t <Tand(y,...,cen) €{0,1}" be fixed. Assume
w; + |H — % — )/) gj > —1 forall j = 1,...,n. Then there exists a finite constant
Ch.7 > 0depending only on H and T such that for y € (0, H)
n
/ [Tk (sj.0) = Kulsj. ) 1sj — 511" ds
Ag,t j:l
6 —0'\" H_l_ Z;":ISJ' n (H-L_ N+
= (CH’T <W) ol Y)> M, (n) (¢ — oy=im (vt (=37 )es)+n,
where
" Tw;+1)
My (m) := M= Te; ©1)

r (Z'}:le + <H - % - y) 21}218/' —I—n)

Proof Recall, that for given exponents a, b > —1 and some fixed 51 > s; we have

Sj+1 Fa+DIT®B+1)
b b+1
/9 (sj+1—57)"(sj —0)’ds; = Fatbt2) (41 — ) FFL
Due to Lemma B.3 we have that for every y € (0, H),0 <6’ <6 < s;i <T,
(CE

K(sj.0) — Ky (s;.0) < Crir 0127 (s, — o) =27

’

(CLoTe
for Cy, 7 := C - cg, where cy is the constant in Eq. 14 and C > 0 is some constant merely
depending on T. Consequently, we get that
52
/ |KH(s1,0) — Kp(s1, 00| [s2 — s1]"?[s1 — 0" ds
6
— @Yel 1 52 1
<Cy ©-6)7 O(H_TV)SI ls2 —s1]"2|s1 — 9|wl+(H_§_y)8'ds1
I 9oy 0
_ ol 6 —0")re Q(H—%—y)m I (@) T (d2)

w1+w2+(H—%—y)£1+l
— YHT (ppryye A A >
(0 T (i + )

(s2—0)
where
Wy ::wl—i-(H—%—y)gl—kl, wy = wy + 1.
Noting that
T (Slyw+ (H =5 =) Slja+ ) T (wja +1)
i F(Z[jillwﬁ-(H—%—y) Z{lel—l—j—l—l)

and iterative integration yields the desired formula. O

< I, (n).

Finally, we are able to give the proof of Proposition B.2.
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Proof of Proposition B.2 The integration by parts formula Eq. 49 yields that

n
/ ]_[Daffj(sj,ﬁx,.)%j(sj) ds=/d AZL (0,1, 2)dz.
n N Rn

j=1

Taking the expectation and applying Theorem B.1 we get that

E / ]_[D“ffj(s,-,ﬁsj)%j(sj) ds

n

T1
e (WX@,1, H, d))? 1_[ HfjHu(Rd;Lw([o.T]»’
j=1

where

d
w6, H,d) = (]‘[ @ |a(k)|)!>

k=1

Z /ZH |As|™ H(1+a5(a)) H(KH (sj,0) — Kg, (s, 0'))Ele i ds.

oeS(n,n) j=1

Under the assumption Zk 1 Hie(1 + a(];)(j) + oc((]?(j np T (Hp — % — Ym)€la(jy) > —1
forall j =1, ..., 2n, we can apply Lemma B.4 and thus get

WX(6,1, H,d)

6—6'\" 3L e
< Z (CT( 50 ) 9( m*j*}’m)) Hy(zn)

oe8S(n,n)

d
x (H V@ |a<">})!> (t — 0)~ Tkt i Cn+4la® )+ (H =3 =y Z L st +2n
k=1

where I, (2n) is defined as in Eq. 61. We define the constant K4 g by

_ ® ®
Kan:=2 sup T ( ZHk (1 F ey T ¥o- 1)1)) (62)

and thus an upper bound of IT, (2n) is given by
Ki'n

I, (2n) < r 1 2 '
22 (—Zklek (2n +4|a®]) + <Hm -5 - Vm) YitiEle( T+ 2")

Note that Z?”zlqa(m = 22?:151 and

n 22nF<n+%) .
#S(”’”):<n):ﬁmfz '
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Hence, it follows that

(WZ .1, H, d))?

0 —¢6 Ym Z;f:lej
< K:;,H <CT( o0 ) Q(Hm*%*)/m))

(M e \a“)!)!)% (1 — ) Tl P2l ) (Hn ) e

X

e
2

r (211 — 4 H 2n 4 4|a®]) +2 (Hm -1- ym) Z;?:lsj)
O

Proposition B.5 Let the functions [ and s be defined as in Eqs. 42 and 43, respectively.
Let0 <6 <t <Tand

#j(s) = (Kp, (s,0)7,0 <s <t,

forevery j = 1,...,n with (g1,...,8,) € {0,1}". Let ¢ € (Ng)” be a multi-index and
suppose that there exists § such that

d
-3 H (1 +2a;.k)> + <Hm - %) >5>—1
k=1

forall j =1,...,nandd > 1. Then there exist constants Ct (depending on T) and K4 u
(depending on d and H ) such that for any 0 < 68 <t < T we have

n

E / [ [ D% #isj. By x(s)) | ds
Ag,t j=I

la|

K", . Tn e
d.H (Hn—3) == 7
Nl (C79 : ) | |1 I £ Z/)”L'(Rd;LC’C([U,T]))
Jj=

(M !oﬂ"’\)!)4l (1 — 6y Sk Rl 2o D (H =) T
X

F@n— Y He@n+4|a®]) + 2(H, — HY )3

The proof of Proposition B.5 is similar to the one of Proposition B.2 by using the
subsequent lemma instead of Lemma B.4 and thus it is omitted in this manuscript.

Lemma B.6 Let H € (0, %), 0<0 <t <Tand,...,en) €0, 1}" be fixed. Assume

wj+ (H— % gj > —lforall j =1, ..., n. Then there exists a finite constant Cyr > 0
depending only on H and T such that

n
[ [(Kusj,0))1s; —sj-11"7ds
AYI

0,1 j=1
e \
< (CH,TG(”‘Q)> T Mo ¢ — oy Zima (A=) o

where Tl is defined in Eq. 61.

3
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Proof Using similar arguments as in the proof of Lemma B.3 we get the following estimate
|KH(S.,', 9)| < CH,T|SQ,‘ . 9|H*%9H—%

forevery0 < @ < s; < T and Cy 1 := C - cy, where cp is the constant in Eq. 14 and
C > 0 is some constant merely depending on 7'. Thus,

)
/ (K (s1. ) 52— 81" [s1 — 6" sy
0
1 52 1
sCZ‘,T@@*”“/ 52— sif2lsy — 0" gy,
]

Q(H—%)gl r (u)1 + (H - %) &1+ 1) C(wy+1)

w1+w2+<H—%)81+1
F(wl +w2+(H— %)51 +2>

=Cyr (52— 0)

Proceeding similar to the proof of Lemma B.4 yields the desired estimate. O
Remark B.7 Note that

d N . m‘r<§m|+1)
2’a ‘>!< LA S A
II( = 3l

k=1
Indeed, since for n > 1 sufficiently large we have by Stirling’s formula that
n\n 1 n\n
2nn (7) <n!<ena2mn (f) s
e e

we get by assuming without loss of generality that | ®)| > 1 forall 1 < k < d, that

d d o) 2«
1 2]a'™|
21a® )! 241e®] /4 by ——/ =
| | ( || | |e 7T [0 | ’

k=1 k=1

d d O s gy 20a®)]
4 [8 5 7 [ 3]a®
27 = ey ) 2
e 57'( | | <2|01 |> (e

k=1

IA

IA

Appendix C: Technical Results
The following technical result can be found in [26].

Lemma C.1 Assume that X1, ..., X,, are real centered jointly Gaussian random variables,
and ¥ = (E[X Xk 1)1<j k<n is the covariance matrix, then

E[X1]]...|Xxl] = v/perm(X),
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where perm(A)is the permanent of a matrix A = (a;j)1<i, j<n defined by

perm(A) = Z ]_[aj,nm

eSS, j=1

for the symmetric group S,,.
The next lemma corresponds to [12, Lemma 2]:

Lemma C.2 Let Zy, ..., Z,, be mean zero Gaussian random variables which are linearly
independent. Then for any measurable function g : R — R we have that

1 n n-1 2
_ly L viZ: 2m) 2 v
Jon gD 2 X522 gy dy, = — @I g (m) T dv,
(det CovZy,..., Zp)2
where 012 = VarZ, |2, ..., Z,.

Remark C.3 Note that here linearly independence is meant in the sense that det CovZy, ...,
Z, #0.

Lemma C4 Leta € P, 1 < p < oo. Then, foreveryn > 1 andd > 1

i [To, - (Zak>nv 63)

Kiyoskn=1 j=1

and

Jim Z 1"[|ak,|f’—<||a||m (64)

Proof We proof Eq. 63 by induction. For n = 1 the result holds. Therefore we assume that
Eq. 63 holds for n and we show that it also holds for n 4+ 1. Thus, we get by the induction
hypothesis that

d n+1 d d n
Z 1_[% = Z Pent1 Z l_lak.f
Kivorkpyr=1 j=1 knp1=1 Kivekn=1 j=1
n d n+1
S Y (Z) =(zak) .
kyy1=1 k=1

Equation 64 is an immediate consequence of Eq. 63 and the continuity of the function
f(x) = x" for fixedn > 1. O

The subsequent lemmas are due to [4].

Lemma C.5 Let (X1, ..., X,) be a mean-zero Gaussian random vector. Then,

det (Cov (X1, ..., Xp)) = Var (Xy) Var (X2|X1 --- Var(X,| Xn-1, ..., X1).

Lemma C.6 For any square integrable random variable X and o-algebras G| C G
Var (X|G1) = Var (X|G2) .
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