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Chapter 1

Introduction

In this thesis we analyze the power penalty method for American options
using viscosity solutions.

An option is a contract that is signed between a seller, also called writer,
and a buyer (or holder) of the option. The value of the option depends on
the underlying asset, i.e. stock, interest rate or even some physical com-
modities like gold or crude oil. Such a contract offers the right, but not the
obligation, to buy or sell a certain asset at a specified price, until or at a
certain future date. The right to buy is a call option and the right to sell is
a put option.

There are many styles of options which differ in their payoff methods. For
example, if the holder may exercise his right only at the exercise date, we
call such an option Furopean. If, however, the option can be exercised at
any time before the exercise date, these options are termed American. In
this project we will focus on American put and call options.

As compared to the European case, one can find it more difficult to evaluate
the American option due to the unknown optimal stopping boundary. Such
a boundary separates two regions: the stopping region (where the reward
function g and the optimal reward § are equal) and the continuous region
(where g > §). As a consequence of this lack of information, it is not pos-
sible to predict when it will be optimal to exercise the contract. Therefore,
after the European option problem was solved, the valuation of American
options began to be a prominent problem in the theory of modern finance.

The first approach for determining the price of an American option was
done by McKean [19] in 1965. He transformed the initial problem into a
free boundary problem. This was a starting point for van Moerbeke [22],
who studied properties of the optimal stopping boundary. A few years later,
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Bensoussan [3] and Karatzas [16, 17], applied the above theory to show that
the arbitrage free price of the American option is a solution of the optimal
stopping problem.

In 1982, Bensoussan and Lions in [4] developed another important technique,
variational inequalities, which guided Jaillet, Lamberton and Lapeyre [14]
while they were working on the problem. Instead of splitting the region into
a continuous and a stopping one, they proposed to solve a certain system
of inequalities and equalities. In this way one can determine the American
option value and propose the numerical approximation. Although easier to
be discretized, the new method was not as explicit as the first one.

In 2003, Benth, Karlsen and Reikvam [5] used a semilinear Black and
Scholes type of equations to show that the American option value is the
only viscosity solution for the corresponding semilinear Black and Scholes
equation. The term ”Black-Scholes” options pricing model first appeared in
Merton’s paper [20] and has been usually applied when valuing European
options. The notion of the viscosity solution is fundamental for what we un-
derstand by the solution of the semilinear Black and Scholes equation, and it
will also be used later in this thesis. The main advantage of the notion is that
it allows discontinuous functions to be solutions of fully nonlinear equations.

In summary, there is no explicit formula for the value of an American
option and the three approaches mentioned above lead to numerical ap-
proximations. Moreover, they result in different numerical schemes. The
simplest numerical algorithm follows from the third formulation and one
popular strategy for deriving it is based on the penalty method. However,
the classical version of the method has recently (2006) been improved by
Wang, Yang and Teo [23] and termed as the power penalty method. The
improvement implies a replacement of a prominent equation in the classical
model by a slightly more nonlinear one. It turns out that these new approx-
imations are more accurate. Here, by the approximation to the value of an
American option we understand a sequence of solutions which solve (in a
viscosity sense) a penalized equation (equation 3.1, Chapter 2), and which
converge (in a weak sense) to the value of the American option.

In this thesis we provide a detailed analysis of the power penalty method
using the theory of viscosity solutions. A brief introduction to American
call and put options together with the main results for pricing of American
options can be found in Chapter 2. In Chapter 3, using theory of viscosity
solutions for second order partial differential equations, developed by Ishii,
Lions and Crandall in [8], we prove the well-possedness (existence, unique-
ness, stability) of penalized equation (equation 3.1, Chapter 2). Chapter
4 is devoted to analyzing the convergence of approximate solutions to the



American option value in the space of locally bounded functions. Finally, the
numerical results are presented in Chapter 5. Proposed numerical scheme:
power penalty scheme is set together and compared with two schemes which
have appeared in the literature before. The schemes have been implemented
in Matlab and results are displayed at the end of the chapter. The Appendix
consists of the definitions and theorems omitted in the main text (App. A)
and the Matlab codes (App. B).






Chapter 2

Background

2.1 The American Call and Put Option

Although both the option writer and the option holder sign the contract in
hope of achieving a profit, their strategies differ. The reward is the payoff
of the option. We consider two payoff functions: the call option and the put
option.

The call option represents the holder’s right (but not the requirement) to
buy the underlying asset before the option reaches its expiration date. The
seller is obligated to sell such an asset when the buyer decides. The buyer
pays a fee for this right. A call option is purchased in hopes that the stock
price will rise above the strike price. The seller either expects that it will
not occur, or is willing to lose the profit from a price rise in order to have
an opportunity for making a gain up to the strike price.

On the other hand, the put option represents the writer’s right (but not
the requirement) to sell the underlying asset before the option reaches its
expiration date. The buyer is obligated to purchase such an asset, if the
writer exercises the option. In exchange for having this right, the writer
pays the buyer a fee. The holder believes that it is likely that the price
of the underlying asset will drop significantly below the strike price. The
writer, on the other hand, does not believe it and sells the put to collect the
premium.

Assume we start at time ¢ with a price in the market X (t) = z. Let K
be a strike price. The payoff function denoted by g, becomes

[ (z—K)*, call option,
9(w) = { (K —x)*, put option. (2.1)

Roughly speaking, it is worthwhile to buy an asset when the stock price is
above the strike price K and, conversely, profitable to sell an asset when the

5



6 CHAPTER 2. BACKGROUND

price drops below the strike price.

2.2 The pricing of the American Option

In this section, we give a brief overview of the American option valuation
theory. The presentation is based on Young and Zhou [24][Section 7.6],
Benth, Karlsen and Reikvam [5] and Myneni [21].

Let (©,F,Q) be a complete probability space. We equip this space with
a natural filtration {F;};>0, which we assume to be augmented with all
@ —null measurable sets in F. We consider a market where the price process
of a stock X (s) evolves according to the stochastic differential equation:

{ dX(s) = (r—d)X(s)ds +oX(s)dW(s), se€ (t,T], (2.2)

X(t) =z

Here, T is a fixed expiration time (maturity), W(s)scor) is a standard
Brownian motion, d > 0 is the constant dividend yield for the stock, > 0
is a risk-free interest rate and o > 0 is a volatility. The second equation
represents an initial condition with ¢ < T" as a starting time. The processes
W (s), r, d, o are assumed to be {F;};>o-adapted. We can equivalently say
that the price process of a stock X (s) is governed by a geometric Brownian
motion.

Starting at the time ¢ with the initial condition given in (2.2), the arbitrage-
free value of an American option with expiration at time 7', due to Myneni
[21][Theorem 3.1], is given by

Vit.e)= sup EX e g(X (1)), (2.3)

where the supremum is taken over all F; stopping times 7 € [¢t,T]. Here,
E%* denotes an expectation under the equivalent martingale measure con-
ditioned on X (¢) = z and g : R — R is a payoff function given by (2.1).

Let us motivate the notions used in the result. Since the complexity in
valuation of American options follows from the freedom to exercise (for the
put) or purchase (for the call) it at any point during the life of the contract,
the exercise (or purchase) can be justified only by information up to the
present day and does not depend on future stock prices. In such a situation
one has to deal with stopping times 7 € [¢,T] (Appendix A, definition A.1.5)
with respect to filtration {F; };>0. Filtration can give us useful information,
and can be thought of as a history up to the present time. The notion of
arbitrage describes a possibility of riskless profit. A simple example of an
arbitrage opportunity is the situation when one offers to pay, in addition
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to the current price of the option, an amount §, and the owner of the op-
tion agrees. Then the profit § is earned without risk. However, our model
excludes arbitrage opportunity and, instead, the notion of martingale (Ap-
pendix A, definition A.1.6) is used to characterize this model. We term the
price to be arbitrage-free, if it does not allow us to make riskless profit.

There is no explicit formula whose solution could tell us when to stop. Be-
low we present three main approaches for determining the optimal stopping
problem. For simplicity of the notation, we use Lpg to denote the linear
Black and Scholes differential operator

1
Lps =0+ (r—d)x0, + 50'256283. (2.4)

2.2.1 The free boundary problem

In the field of the American pricing problem, McKean [19] is claimed to
be the first who discovered the relationship between the optimal stopping
problem and a certain free boundary problem. In the first formulation we
consider the optimal stopping boundary X*(¢), which separates two regions:
the stopping region (where the reward function g and the optimal reward §
are equal) and the continuous region (where g > g).

The following theorem derives the Riesz decomposition of the American
option value.

Theorem 2.2.1. The value of the American option (2.3), has the following
representation
u(t,z) = p(t,x) + e(t, z),

where
p(t,x) = E[e T g(X(T))],
T
e(t,z) = Em[/ e K x o x-dul,
t
with X (t) = x.
Proof. For proof see, [21][proof of Corollary 3.1]. O

The decomposition is termed as the early exercise premium representa-
tion. It consists of the European option value p(t,x) and early exercise
premium e(t, z). The second term describes the possibility of being able to
stop at any time over the period of the option. However, the disadvantage
of the method is that it does not determine the optimal stopping boundary
X*(t).
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In the new formulation [5], let z(¢) denotes the free boundary and we con-
sider the following sets:

[ (0,z(t)), call option, | [z(t),00), call option,
CO= (a, mtoption, 50 =1{ (020 put opton

The free boundary formulation consists of a partial differential equation, two
Dirichlet conditions and a Neumann condition. It determines the unknown
free boundary z(t) and a function v(t, z) by solving:

Lpsv(t,z) —rv(t,z) =0, t€[0,T), ze€C(t),

(T, z) = g(z), x € [0,00),
o(t,x) = g(z), tel0,1], =zeS({),
Opv(t, ) = +1, tel0,T], =xeS(t),

where the sign in the last equation is positive for a call option and negative
for the put. Furthermore, the free boundary z(t) possesses the following
properties for ¢ € [0,T):

z(t) > max(5 K, K) (call option,) () < min(5K, K) (put option),
z e C(t) & vu(t,z) > g(z), Lpsv(t,x) —rv(t,x) =0,
zeSt) et x)=g(x), Lpsv(t,x) —rv(t,z) <O.
(2.5)
Observe that if d = 0, the American call option is equal to the European
call option with the same strike price. On the other hand, if r = 0, the
American put option is equal to the European one, analogously, with the
same price. In both cases we do not need to calculate the free boundary.

2.2.2 The quasi-variational inequalities

The formulation in terms of variational inequalities is based on the work of
Bensoussan and Lions [4]. It allows us to treat the domain of the option in
the entire region without use of the stopping boundary X*(¢). The Amer-
ican option value (2.3) can be determined by solving the quasi-variational

inequality:
max (Lpsv(t,x) —rv(t,z),g(z) —v(t,x)) =0, (t,x) € Qrp,
{ U(T,i‘) Iisg(x), ! ) x € [0, oo)jj (2.6)

where Q7 denotes the time-space cylinder Qr = (0,7) x (0,00). Equival-
ently, in the view of the article by Jaillet, Lamberton and Lapeyre [14], we
can stated (2.6) as:
LBSU(ta CC) - T/U(t? x) <0,
v(t,x) > g(x),
U(Tvx) = g(x)’
(v(t,x) — g(x))(Lpsv(t,x) — ru(t,z)) = 0.

The quasi-variational inequalities might be studied in the sense of viscosity
solutions and we will refer to them in the following chapters.
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2.2.3 The semilinear Black and Scholes equation

The new approach was proposed by Benth, Karlsen and Reikvam [5] and it
made use of the assumption on the American option value v to be
CH2(Qr) N C(Qr) regular. For o, > 0, C*%(Qr) denotes the space of
functions defined on Q¢ which are a-times continuously differentiable in t,
and (-times continuously differentiable in x.

The following relations were proven to hold for the American option:
v>g, Lpsv—rv<0, (v—g)(Lpsv—rv)=0.
From this it follows that:
Lpsv(t,x) —rv(t,z) =0, when v(t,z) > g(z), (2.7)

and
Lpsv(t,x) —rv(t,z) <0, when v(t,z) = g(z). (2.8)

Here, (2.7) corresponds to continuation region and (2.8) to the exercise re-
gion. Since Lpgv — rv is nonpositive in the exercise region, the lower bound
is required as well, in addition to the upper bound. It has been derived by
Benth, Karlsen and Reikvam [5] in the following way. Fix a point (¢, z) in the
exercise region. From assumption on v to be a function from C12(Q7), it fol-
lows that v "touches” g from above at (¢,x). This means that v(t,z) = g(x)
and v > g everywhere, and (t,z) is a local minimizer of g — v. Since the
payoff function cannot be touched by a C12(Qr) function at z = K (a kink
place), the conclusion is that either z < K or z > K.

For the call option, i.e. g(z) = (z — K)T, if z < K, then
ow(t,x) =0, dw(t,r) =0, d>v(t,z) >0,

and therefore
Lpsv(t,x) —ru(t,z) > 0. (2.9)

Combining (2.8) and (2.9),
Lpsv(t,x) —rv(t,x) =0 when o(t,z)=g(x)and z < K. (2.10)
On the other hand, assuming x > K we have
ow(t,x) =0, dw(t,r) =1, d>v(t,xz) >0,

and therefore
Lpsv(t,x) —rv(t,z) > —(dz — rK). (2.11)

In a view of (2.8) and (2.11), (dz—rK) should not be negative and therefore:

Lpsv(t,r) —rv(t,z) > —(dz —rK)"  when v(t,z) = g(x) and = > K.
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Summarizing, in the exercise region the American call option value satisfies:
—(dr —rK)" < Lpsv(t,z) —rv(t,x) <0, whenv(t,z) = g(x), (2.12)
and similarly, the American put option value satisfies:
—(rK —dx)" < Lpsv(t,z) —rv(t,x) <0, when v(t,z) = g(x). (2.13)
In fact the left inequalities in (2.12)-(2.13) become equalities, if we take into
account the properties (2.5) about the free boundary. Below we present the

main result of [5] for determining the value of the American option. Its
proof is based on the dynamic programming principle.

Let ¢ : R — [0,00) be a "cash flow” function define by

[ (dz—rK)T, call option,
olz) = { (rK —dx)™, put option. (2.14)
Define also H : R — [0,00) a Heaviside function:
] 0, ¢<0,
mo={ 5o (2.15)

Theorem 2.2.2. The function V defined by (2.8) uniqually solves (in vis-
cosity solutions sense) the following semilinear Black and Scholes equation
set:

Lpsv(t,x) —rv(t,z) = —q(x,v), (2.16)

where ¢ : R x R — [0,00) is a nonlinear reaction term given by the formula
q(x,v) = c(x)H(g(z) — v), (2.17)

and (t,z) € Qp. We augment (2.16) with the terminal condition
(T, z) = g(x). (2.18)

Proof. For proof, see [5][proof of Theorem 3.1]. O



Chapter 3

Power Penalty Approach

3.1 Power penalty method

Power penalty method provides an approximation to the American option
value, and can be motivated from each of the three approaches described in
the section 2.2.

Let 0 < k <1 be a parameter and let [a]" = max{a,0}.

Definition 3.1.1. We call a sequence {vi}r a power penalty approach, if
the functions vy solve (in a viscosity sense) sequence of nonlinear partial
differential equations

LBV — TV = —%[(g(m) — ve)ﬂl/k, (t,z) € Qr, (3.1)

where € > 0 is the penalty constant, Lps the same as in (2.4). We augment
(3.1) with the boundary and terminal conditions

ve(t,0) =0 te€(0,7) and v (T,z)=g(x) z€[0,00). (3.2)

When k& = 1, (3.1) reduces to the classical penalty method. From the
article of Benth, Karlsen and Reikvam [5] we learn that for £ = 1 there
exists an unique viscosity solution v, of (3.1)-(3.2) and from their succeed-
ing article [6] we know that as e — 0, v converges uniformly to the unique
viscosity solution v of (2.16)-(2.18) (i.e. the American option value). On the
other hand, it is known from Wang, Yang and Teo [23] that the classical pen-
alty method is not very accurate and the converges rate is of order 0(61/ 2).
One can only achieve an intended accuracy of the approximate solution if €
is sufficiently small. It does not have to be the case in computational im-
plementations, where small € leads to numerical errors. The improvement
of the classical method was proposed by Wang, Yang and Teo in [23]. In
Chapter 4 we prove, using the viscosity solution method, that the conver-
gence rate for the power penalty approach (3.1)-(3.2) is of the order O(¢¥/2).

11
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Let us briefly describe the usage of the nonlinear term 2[(g(x) — v¢)*]*/* on
the right hand side of equation (3.1), namely the penalty term. If g(z) < v,,
then (3.1) reduces to

Lps(t,x) —rve(t,z) = 0.
If g(x) > ve, then
g(x) — ve = (= Lpsv(t, ) + rve(t, z))".

Thus when e is sufficiently small and (—Lpgv(t,z) + rvc(t,z)) is bounded,
then [g(x) — v]T ~ 0. This way the positive part of g(x) — v is penalized
in both cases.

3.2 Viscosity solutions

In this section we clarify what we mean by the viscosity solution of the pen-
alized semilinear Black and Scholes equation (3.1). The following review is
based on the presentation in Benth, Karlsen and Reikvam [5, page 288-290)
and Crandall and Lions [8, page 9-11,49].

The notion of viscosity solutions was previously introduced for nonlinear
first-order PDE’s by Crandall and Lions [9] and later extended to a large
class of fully nonlinear second-order PDE’s. The main idea of the notion
is to put derivatives onto a smooth test function, in strength of the max-
imum principle for semicontinuous functions [7, 8]. This method was studied
earlier in Evans’ papers [10, 11]. In view of the work by Benth, Karlsen and
Reikvam [5], one can combine the theory of viscosity solutions for second
order PDE’s [8] together with the dynamic programming principle in the
optimal stopping theory. In this way, the weak solution for the semilinear
Black and Scholes type equation can be interpreted as a viscosity solution.

Let us begin with the notion of the following spaces of semicontinuous func-
tions on Q7 = [0,7] x [0,00) :

USC(Q7) = {u: Qr — RU{—oc}| u is upper semicontinuous},

LSC(Qr) = {u: Q7 — RU {+oc}| u is lower semicontinuous}.

As on analogue to Benth, Karlsen and Reikvam [5][Section 4] we introduce
the following notions:
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Definition 3.2.1. (i) A locally bounded function u. € USC(Sr) is a vis-
cosity subsolution of (3.1) if and only if for all p € C12(Qr) we have:

for each (t,z) € Qr being a mazimizer of u. — ¢,
Liso(t,z) = ruc+ L(g(@) —uo)*]V* > 0.

If, in addition, uc(t,z) < 0 fort € [0,T) and u.(T,z) < g(x) for
x € [0,00), then ue is a viscosity subsolution of (3.1)-(3.2).

(ii) A locally bounded function u. € LSC(Qr) is a viscosity supersolution
of (3.1) if and only if for all ¢ € CY2(Qr) we have:

for each (t,z) € Qr being a minimizer of u. — ¢,
£BSUe¢(ta 1‘) — TUe + l[(g(x) - ue)+]1/k <0.

€

If, in addition, uc(t,x) > 0 for t € [0,T) and u.(T,z) > g(x) for
x € [0,00), then ue is a viscosity supersolution of (3.1)-(3.2).

(iii) A function u. € C(Qr) is a viscosity solution of (3.1) if, at the same
time, it is a sub- and supersolution. If, in addition, uc(t,x) = 0 for
t €10,T) and u(T,z) = g(x) for x € [0,00), then ue is a viscosity
solution of (3.1)-(3.2).

In proving the uniqueness result for viscosity solutions of second order
equations, it is convenient to give the equivalent formulations of sub- and
supersolutions based on so-called semijets.

Definition 3.2.2. (i) For the functionu € USC(Q7), (u € LSC(Qr)), the
second order superjet (subjet) of u at (t,x) € Qp, which is denoted by
P2ru(t, ) (P?~u(t,x)), is defined as the set of triples (a,p, X) € R?
such that

1
u(s,y) < (X)ult,z) +als — ) + ply — 2) + 5 X (y — 2)*
+olls =t + |y — zf*) as 03 (s,) — (t,2).
(ii) The closure 52’+u(t,x) (P%~u(t,x)) is the set of triples (a,p, X) € R®
for which there exists a sequence (t",z™,p", X") € R* such that

(x™, p", X") € P2Hu(t™,2™) (P>~ u(t™,z")) and (t", 2", p", X") —
(t,z,p,X) asn T co.

According to Crandall, Ishii and Lions [8][page 11], the following is true:
P2 Yu(t, x) = {(0:®, 0, ®,02®) : & € C*(Qr),u—® has a local maximum

at (t,x), and ®(t,x) = u(t,z), 0 P(t,x) = a,0,P(t, z) = p,
020(t,) = X}, (3.3)
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P2u(t, x) = {(0;®, 0, ®,02®) : & € C*(Qr),u—® has a local minimum
at (t,z), and ®(t,x) = u(t,z), 0, P(t,x) = a,0,P(t, z) = p,
O2(t,x) = X}. (3.4)

In a view of the result we can write the equivalent definitions of sub- and
supersolutions based on semijets:

Definition 3.2.3. (i) A locally bounded function u. € USC(Qr) is a vis-
cosity subsolution of (3.1), if and only if, for all (t,z) € Qp and for
all (a,p, X) € P>Tu(t,z) we have:

1 1
a+ (r—d)zp+ 502x2X — rue + =[(g(x) —u)F]HVF > 0.
€

If, in addition, uc(t,x) < 0 fort € [0,T) and u.(T,z) < g(x) for
x € [0,00), then u is a viscosity subsolution of (3.1)-(3.2).

(ii) A locally bounded function u. € LSC(Qr) is a viscosity supersolution
of (3.1), if and only if, for all (t,x) € Qp and for all (a,p,X) €
P%~u(t,z) we have:

1 1
a+ (r—d)zp+ 502952X — ruc + =[(g(z) — u)t)V* <.
€

If, in addition, uc(t,x) < 0 fort € [0,T) and u.(T,z) < g(x) for
x € [0,00), then u is a viscosity supersolution of (3.1)-(3.2).

For the later purpose we recall also a definition of so called semicontinuous
envelopes.

Definition 3.2.4. For any function u : Qpr — R we define u* : Qp —
R U {400, —c0} by

u*(x) = liﬂ)l sup{u(y) : y € B(x;7) N Qr}  for x € Q. (3.5)

and u, : Qp — RU {400, —c0} by
uy(x) = 1i%1 inf{u(y) : y € B(x;7)NQr}  for x € Qp. (3.6)
T
Functions u* and uy are called, respectively, the upper and lower semicon-

tinuous envelopes of u.

Note that u, = —(—u)* and u, < u < u*, so if u is uppersemicontinuous
at © € Qp then u*(z) = u(x).
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3.3 Comparison principle

The remaining part of this Chapter focuses on establishing the well-possedness
of viscosity solutions for (3.1)-(3.2), in view of the theory developed by Ishii,
Lions and Crandall [8]. Our discussion is divided into two parts. First we
focus on the comparison result which yields uniqueness. The critical step
in its proof relies on the maximum principle for semicontinuous functions
(see, Theorem 3.3.1). Moreover, once the comparison principle is satisfied,
Perron’s Method (see, Theorem 3.5.1) provides the existence of viscosity
solution.

Let us consider a more general case and think of (3.1)-(3.2) as a terminal-
value problem without a boundary condition. Later, for completeness, we
shall assume an additional condition. Consider then:
—Ope(t, ) + Fo(t, 2, v(t, x), Opve(t, x), 02vc(t, z)) = 0, (¢t,7) € Qr,
{ ve(T,z) = g(x), = € (0,00),
(3.7)
where F. : Qr x R x R x R — R denotes a second order operator of the
form:

Fe(t,z,8,p, X) = =(r — d)ap — %U%QX +rs— %[(g(x) —s)"VE(3.8)

Corollary 3.3.1. The operator F, is continuous and proper.
Proof. 1t is clear that F, is continuous. To show the properness property,
let 5,2, X, Y € Rwith s <zandY < X. Then
F.t,z,5,p,X) — F.(t,z,2,p,Y) =1/2022*(Y — X) +r(s — 2)
+1/el(g(x) — 2)]VF = 1/e[(g(x) = 5)*]" <0,
where we have used (g(z) — 2)" < (g(z) —s)™. O

We seek to prove the comparison result for (3.7)-(3.8) in a class of viscos-
ity sub- and supersolutions which satisfy a natural growth condition. Let us
first recall the basic concept of maximum principle. We follow the discussion
given in [8, Chapter 3.

In the classical case, where v and v are classical sub- and supersolutions
of (3.7)-(3.8), if the function define in the neighborhood of § = (¢, %) € Qp
by

w(y) = w(@) + Dw(@)(y - §) + 1/2D*w@)(y = §)* +olly —9) v — 3,

is twice differentiable at a local maximum ¢, then d,w(y) = 0, dyw(y) =0
and 0%w(f) < 0. Thus, for w = u — v, we would have

dpu(f) = 9,0(9), (@) = dw(§) and  2u(g) < 2v(j).
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Furthermore,

F(g,u(), 0yu(@), 2u(9)) < 0 < Fu(§,v(9), 0(5), D20(3))
< F(§,v(9), 0eu(), 02u(j)),

where the first two inequalities follow from the definition of sub- and super-
solution of (3.7)-(3.8), and the last inequality from the degenerate elliplicity
of F; in a last argument. Since F; is nondecreasing in the second variable,
it follows that u < v in Q.

On the other hand, in the case where u € USC(Qr) and v € LSC(Q7), the
pairs (Du(3), D?u(3))) and (Dv(§), D?>v(7))) are replaced by the set-valued
functions P?%u, P?>~v. These sets can be empty at many points, also at
the maximum points of © — v. Therefore, to overcome the lack of the reg-
ularity for v and v, we apply the classical ”doubling of variables” device
[8]. Roughly speaking, by subtracting extra term which depends on the
parameter,

(t,x,y) = u(t,x) —v(t,y) — av(t,z,y), (3.9)

we ensure existence of the finite maximum point for ®(¢, x,y). We approxim-
ate maximalization of u(t,z) —v(t, z) over [0,T) x [0, 00) by letting o — oc.
To this end, we will apply the following lemma:

Lemma 3.3.1. Let O be a subset of R, ® € USC(0), ¥ € LSC(O) and

N, = sgp(@(x) —a¥(z)) for a > 0. (3.10)

Let —o00 < limy_oo Ny < ¢ and z,, € 0 be chosen so that

lim (Ny — (®(zq) — a¥(x,))) = 0. (3.11)

a—00

Thus the following holds:

(1) limg—oo¥(z,) =0,
(@) P(2) =0 and limg—oocNo = P(£) = sSupgy(z)=0y P(@) (3.12)
whenever & € O is a limit point of T, as a — 0.

Proof. For the proof, see [8, proof of Proposition 3.7]. O

The next theorem, the maximum principle for semicontinuous functions
applies in several settings, and we refer to its parabolic analogue given in
[8, Theorem 8.3]. The theorem is restated here in a form suitable to our
application.
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Theorem 3.3.1. Let u(t,x), —v(t,y) be the upper semicontinuous func-
tions in (0,T) x R and let ¢ be defined on (0,T) x R x R, such that
(t,z,y) — @(t,x,y) is once continuously differentiable in t and twice con-
tinuously differentiable in (x,y). Suppose that t € (0,T), Z,9 € R and

w(t,z,y) = u(t,z) —v(t,y) — o(t,z,y) <w(t, z,9), (3.13)

for 0 <t < T and x,y € R. Assume, moreover, that there is r > 0 such
that for every M > 0 there is C > 0 such that

a < C whenever (a,p, X) € P2Tu(t, x),
|z — 2]+ [t = 1] <7 and [u(t, z)| + |p| + [X] < M,

{ b < C whenever (b,q,Y) € P> u(t,y),

ly =gl + [t =t <r and ot y)| + gl + Y] < M.

Then for each k > 0 there are two symmetric 2 X 2 matrices X,Y such that
() (a,0:0(E,2.9), X) € P u(i,2)

(b, 0y0(t, &,9),Y) € P~ o(t,9)

0

X (3.14)
@) ~Grlaprs (S ) <A
(ZZZ) a—b= ¢t(£7§;7g)7
where A = (D2¢)(t,2,9) and | A = sup{|(A¢,¢)| : ¢ € R?,[¢] = 1}.
Proof. For the main idea of the proof, we refer to [8, Theorem 3.2]. O

Theorem 3.3.2 (Comparison principle). Let e € (0,1) and k > 1 be
fized. Let u be a subsolution of (3.7)-(3.8) and v be a supersolution of (3.7)-
(3.8) such that

u(t, ), —v(t,z) < L(|lz| + 1) and u(T,z) < v(T,z)
for some constant L > 0. Then u < v in Q.

Proof. The proof follows [8, Theorem 8.2] and [5, Theorem 5.3]. Let n > 0
and 4 be a function define by

a=u+n/(T—-t) (x€][0,00),0<t<T).

Observe that by monotonicity of Fe, @ is a subsolution of (3.7)-(3.8) and
satisfies the parabolic equation in (3.7) with a strict inequality. Indeed,
since F, is nondecreasing in ”the third” variable and w is a subsolution of
(3.7) we have that

— i+ F.(t, x, 0, 0p11, 021) < —ug—n/(T—t)?+F.(t, x,u, Ou, O2u) < —n/(T—t)%
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Note also that as | 0, ¢ < v implies u < v. It therefore suffices to prove
the comparison under the additional assumptions

{ —uy + F.(t,x,u, Du, D*u) < —n/T? <0, in [0,T) x [0, 00), (3.15)

limyru(t, x) = oo uniformly on [0, 00).

Let us suppose that comparison does not hold and that for some (¢,Z) €
[0,T) % [0,00)
u(t, @) —v(t,z) =26 > 0. (3.16)

We employ the classical ”doubling of variables” device [8] to overcome the
lack of regularity of u and v, and we maximize

a NG

B(t.2.9) = ult.x) ~ o(t.y) ~ Sl — vl = LT (2l 4 ), (317
over [0,T) x [0,00) x [0,00); p € (0,1), o, A > 1 are parameters. We
approximate maximalization of u(t,z)—wv(t, z) over [0,T") x [0, c0) by letting
a — oo and u | 0. Let

Mo = supjo 1) [0,00)x [0,00) 2 (t: T, ). (3.18)

By the assumed linear growth of u and v and from the upper semicontinuity
of @ it follows that M, < oo and that there exists (tq,Zq,¥a) € [0,T) X
[0,00) x [0, 00) such that M, = ®(ta, Ta, Ya). Moreover, if u is small enough
then M, is a positive number, since

M, > u(t,z) —v(t,z) — pe?THz2 > 5 > 0. (3.19)

This implies:
U(ta, Ta) — V(tasYa) = 6, (3.20)

for any @ > 1 and p sufficiently small. Next, we use ®(7,0,0) < ®(tn, Ta, Ya)
and the linear growth of u and v to find that

g(xier[i) < (T, 0)—(ta, Ya)+ulte, ta)—u(T,0) < C+2L(1+za+ya)-

(3.21)

Applying Cauchy’s inequality [Appendix A.2] with u, we conclude that
there is a finite constant C),, which depends on p, such that z,,y, < Cj,.
Moreover, for each fixed p there exists a subsequence, denoted by (ta, o, Yo )s
which converges to some (£,2,9) € [0,T) x [0,00) x [0,00) as « T co. Let
1 be small and let us apply lemma 3.3.1 via the following correspondence:
(,y) — z, u(t,r) —v(t,y) — ®(z), (1/2)|r —y|*> — ¥(z). Then, for each
fixed p, the maxima (ty,Tq, Yo) satisfy

To — Yo — 0 as a T oo,
{ a|za — Yal? — 0 as a T oco. (3.22)
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If £ = T, then by (3.19)
0< 6 < B(E,7) < My < tltar 7a) — 0t o). (3.23)

Based on the upper semicontinuity of u, —v we let a T 0o, | 0 and recall
that (u — v)|;=r < 0 on [0, 00). This contradicts the fact that § is positive,
and therefore we may assume that £ € [0,T) and ¢, € [0,T), if « is large.
We apply Theorem 3.3.1 at (tq, Za,Ya), to get numbers aq, b, and X,, Y,
(if we choose k = 1/a in Theorem 3.3.1) such that

_ -2,
(aaa O‘(xa - ya) + :U’eA(T ta)xaaXa) epP +u(taaxa),

_ —2 _
(baa O‘(xa - ya) - Me)\(T ta)yaa Ya) epr U(taa ya),

and a, — by = —4Ae* Tt (22 + y2). Moreover, the matrix A in Theorem
3.3.1 takes the form:
( a+perTte) —a
A= < Cu o 4 Tt (3.24)

and thus the following inequalities are satisfied:

X, 0 sy [ 1 —1
<O _Ya>§(3a+2,ue ) 11

M262,\(Tta))< 1 0

+ (Me)\(T—ta) +
(6%

o
—_
N——

—~
@
[\]
ot
SN—

By definition of the viscosity sub- and supersolutions,
- ba + Fe(tom Yo U(tom ya)7 04(1'04 - ya) - ,U'eA(Tita)yaa Ya) > 0. (3-26)

Combining the above inequalities we obtain:

0<n/T?< —g)\e)‘(T_t“)(wi +12)
+ Fe(taa Ya, v(taa ya)a O‘(xa - ya) - ,U/eA(Tita)yaa Ya)
- Fe(taa Lo, u(taa xa)a O‘(xa - ya) + MeA(Tita)xaa Xa)
= AT a2 1 42) 1 Ala),

We obtain a contradiction to (3.16) if we show that the right-hand remains
negative when o« — oo and p | 0. Observe that

lim sup —HAeA(Tfta)(xi +y2) = —u)\eA(T*’g)a?Q. (3.27)
aloo 2
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Let us estimate the remainder term A(«)

Aa) = (r = d)(a(a = ya) + pe T (@f + 42))

—|—1/20’2(1‘3Xa—y2Y)+T(U(taaya - touxa )

+1/€[(9($a)_u(ta7xa)) ] _1/6[(( ) — (omya))

= Ar(a) + As(a) + As(a),
where A;(a) corresponds to i-raw. It follows by (3.22) that

==
B

liTm supAj(a) = (r — d)2ue)‘(T*£)£2

(3.28)
In view of (3.20),

T(v(ta,ya) - u(ta,xa)) <

< —¢4r and the second term in
As(a) can be estimate using the matrix inequality (3.25)

X 0 z z 1
lim su . “ X “ ~o?
aloo p[< 0 _Ya><yo¢> (ya>]2
/1'262>\(T ta) 1
< hTm sup [(3oz+2,ue)‘(T t) )|x —Yal?+(pe MT= t“)+7a )($3+yi)]—02
o | o0

2
= ue)‘(T_i)J%QJQ. (3.29)
It remains to estimate Ag(«):
A?’(O‘) = % [(g(xa) - u(ton xa))Jr] % 1 [(g(xoz) - U(tom ya))+] %
+ %[(Q(xa) _v(taaya))—’—]% 1[(9(%1) U(taaya))—i—]%
In a view of (3.20) it follows
—u(ta, o) < =0 — v(ta, Yo) (3.30)
and thus
1 +.1 1 411
E[(g(xa) _u(taaxa)) ]k E[(g(xa) _v(taaya)) ]k
< %[(g(xa) - v(taaya) - 5)—’—]% - %[(g(xa) - v(taaya))-i_]% <0.

Moreover, in view of (3 (

22) and by applying a Taylor expansion to the func-
1
tion z — %[(

)
t,y ))+]§ we get:

% [(g(xa) - U(taaya))-i_]% - %[(g(ya) - v(taaya))-i_]%
< é[(g(xa) — U(taaya))+ - (g(ya) - U(ta’ya))—i_]%‘
= é[(g(fva) 9a)) ] < Claa

1
—Ya|* =0 asa— oo.
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Combining the above estimates we obtain:

0<n/T? < —p)\eA(T_f)i“Z +(r— d)QMeA(T_f)i“Q + ,u)\e)‘(T_i)i“ZUQ —7rd <0,

(3.31)
if A is sufficiently large. The contradiction is caused by the assumption
(3.16). O

3.4 Comparison with more regularity

More generally, consider a terminal-value problem (3.7) with F, replaced by

F(t,x,s,p,X) = F(t,z,s,p, X) — he(zx, s), (3.32)
where )
F(t,z,s,p,X) = —(r —d)z%p — 502x2X +rs, (3.33)
1
he(z,8) = =[(g(z) — 5)*]"/*. (3.34)
€

Since the Lipschitz continuous F' is weakened to be Hélder continuous with
exponent 6 € (0,1], the proof may need to be modified. Roughly speaking,
one can find it difficult to estimate the A term in the previous proof since

(o = yo)(af, = ) < 5 (@0 = yo)*! (3.35)

will not necessarily converge to zero as a — oo. Following the advice of
Crandall, Ishii, and Lions [8, Chapter 5.A], we assume more regularity for
u to be C7(Qr), i.e. a Holder continuous with exponent v € (0,1]. If
v>2—=(14+0) =1-—0, then the proof will remain unchanged. In more
details, with the notation of the previous proof

« _
u(t,x) = v(ty) — Sl —y2 = ST ([ + fyl?)

o —
< Ulta; 7a) = (tasYa) = Gl7a = val? = £ (2o + [yal),

and by putting x = y = y, and t = t,, we simplified

B AT (0~ lya ) + 00—yl < 2ulta, 7a) ~ultas va)) < Clta—yal-

It follows that if we choose p to be sufficiently small, a|z, — yq
provided by ¢ > 2 — ~, in particular 0 =1 + 6.

7 =0

However, the above argumentation fails while estimating a|z, — yo|, and we
need to adapt the strategy to obtain the result. The new idea [8, Chapter
5.A], relies on upgrowth of regularity for u to become Holder continuously
differentiable, i.e. Du € C7(Q2r). When v = 0, Du is continuous and when
v = 1, Du is Lipschitz continuous. By upgrading the regularity for u, the
following lemma applies.
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Lemma 3.4.1. Let K C Qp be a compact subset Qp. If Du € CV(Qr) then
there exists a sequence 1, in C(Qr) N C?(K) with the properties

(1) u— 1Y, — 0 and Oyu — Opthy, — O uniformly on K,
(i) |90n(t,2) — Butbn(t,y)| < Clo —yl7 on K,
(iii) |0p¥n(t,x) — Opthn(t,y)| < Clx — y|7 on K,

Proof. The 1, can be constructed by mollification of u near K and then
extended. Let n € C§°(R) be a nonnegative function satisfying

n(z) =n(—z), n(z) =0 for |z| > 1, /Rn(z)dz =1.

For each n > 0, let 1,(z) = 1n(2) and I,(t, ) = 0, (t)nn(z). We define an
approximation

U (t,x) = (I xu)(t,z) = /[0 . /RIn(s, 2)u(t — s,z — z)dzds.

(i) Let Vi cC Wr CC Qp, u € C(Qr). Then u is uniformly continuous
on Wp. Let x € Vp, © = (t,y). For each n > 0 define an open ball
Vr 2 B(z,n) ={(s,2) € Vpr: |t —s| <mn,|z—y| <n}.

) @) < 5 [ D ule) — a1

B(z,n)

<  max \u(w)—u(x—xg)\l/nz/

X
[1(=)]day.
©2€B(z,n) Blen) M

The right-hand side converges to zero uniformly as n | 0. Therefore ¢, — u
uniformly on V. Let us now calculate the partial derivative of the v,.

Un(x + hey) —Pp(x) 1 1. x4+ he —z T —z
: _ﬁkﬁm ) I e
1 1 z
== v E[u(m + he; — z) —u(x — z)]I(E)dz,

where Vi CC Q. Since

1
E[u(:ﬂ + he; — z) —u(x — 2)] — g;t(x —z)
1. xz+he —z T —z ol x—z
—[(————) -1
SIS -1 - ()
uniformly on Vi, we calculate the partial derivative of v, as
oy, 0 ol,
819/;' (z) = v, 8;; (x — 2)In(2)dz = v, O, (x — 2)u(z)dz. (3.36)



3.4. COMPARISON WITH MORE REGULARITY 23

Let us take x € Vp, x = (t,y),
yu(e) ~ Byt < 1/ [
B(z,n)

< o — dyulz — 2)|1 2/ 1(Z)de.
< mes o) = oyt = [ e

Dyu(e) = dyulz = 2)|[1(>)ldz

The right-hand side converges to zero uniformly as n | 0. Therefore 9y, —
Oyu uniformly on Vr.
(ii) Let 21,29 € Qp,

|0u(t, 21) — Opp(t, 22)| < /R\In(z)H@tu(zl —2) — Ou(z — 2)|dz

< Clz — 22\7/ |I(2)|dz < Clz1 — z2]7.
R

(iii)Let 21,22 € Qp,

|0,0(t, 21) — Optb(t, 22)| < / |1, (2)||0zu(z1 — 2) — Ozu(ze — 2)|dz
R
<Clz — z2|7/ |I,(2)|dz < Clzg — 2z9|".
R

O

Let us briefly discuss the modification in the comparison proof under
an additional assumption: u is Holder continuously differentiable. Let
(ta, Ta, Yo) be a maximum point of the function

q)(t,.%',y) - (u(tP%') - ¢n(t,.%')) - (U(t7y) - wn(t7y)) - 04/2’35 - y’2

- %e/\(T_t) (% +9?), (3.37)
defined in [0,7") x [0, 00) % [0,00); i € (0,1), @ > 1 are parameters. As in the
proof of Theorem 3.3.2, for each fixed u, there exists a subsequence, denoted
by (ta; Ta,Ya), which converges to some (£, 2,9) € [0,T) x [0,00) x [0,00) as
a T oo. For small y, we apply Lemma 3.3.1 via the following correspondence:
(.%',y) - T, (u(tP%') - ¢n(t795)) - (U(tay) - wn(tay)) - @(1‘)7 (1/2)"%' - y‘2 -
U(z). Then, for each fixed p, the maxima (to, o, Yo ) satisfies

{ To — Yo — 0 as a T oo, (3.38)

| — Yal? — 0 as a T oo.
Moreover, applying Lemma 3.4.1(iii), it follows that

a(To — Ya) = Ozu(te, To) — Oxthp(ta, Ta) — 0 as a T oo. (3.39)
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3.5 Existence of unique solution

Theorem 3.5.1 (Perron’s Method). Suppose that the comparison holds
for (3.7)-(3.8), u is a subsolution and w is a supersolution of (3.7)-(3.8).
Then

W(x) = sup{w(z) : u < w <7 and w is a subsolution of (3.7)-(3.8)}
is a solution of (3.7)-(3.8).

Proof. By Theorem 3.3.2 the comparison holds for (3.7)-(3.8) for any fixed
k. The result follows from [8, Theorem 4.1]. O

Lemma 3.5.1. The value of an European call/put option is a subsolution

of (3.7)-(3.8).

Let us recall that in Black and Scholes environment, the European option
price is given by
p(t,x) = EX[e " 0g(X(T))).

For finding the price of European option we can equivalently solve a certain
partial differential equation. More precisely the following theorem applies:

Theorem 3.5.2. Let u be a CY2(Qr) function with a bounded derivative
with respect to x. If u satisfies

—Lpsu(t,z) + ru(t,z) =0 for (t,x) € Qr, (3.40)
u(T,x) = g(x) for z € [0,00), (3.41)

then V(t,z) € Qr u(t,z) = E"* (e~ I (s X($))ds g(X(T))), where X(s) is a
solutions of (2.2).

Proof. For proof see, [18][proof of Theorem 5.1.7.]. O
Proof of Lemma 3.5.1. By plugging the function p(t,z) into (3.7)-(3.8) we
get

~Lsplt, ) +rp(t, 2~ (g@)—p(t0) 1 = = [(g(e) —p(t,2) 7] <0,

(3.42)
Moreover, the terminal condition is satisfied by (3.41). O
Lemma 3.5.2. Let u be a function defined by
. x ™,  call option,
- { K,  put option. (3.43)

Then 4 is a supersolution of (3.7)-(3.8).
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Proof. Let us first prove lemma for the call option g(z) = (x — K)*. By
plugging @ into (3.7)-(3.8) we get

1
—Lpsi+ri—=[(glx) =) )V = —(r —d)x +rz =dz >0. (3.44)
€
Moreover,
(T, z) =x > g(x).

Now, let us prove the lemma for the put option g(z) = (K — z)*. By
plugging 4 into (3.7)-(3.8) we get

Lt +ri— %[(g(x) — )Y = K > 0, (3.45)

Moreover,
WT,a) = K > g(a).

O

We conclude the chapter with the main theorem which provides the well-
possedness for (3.7)-(3.8).

Theorem 3.5.3. For fixed values € and k, there exists at most one viscosity
solution ve : Qr — R of the terminal value problem (3.7)-(3.8), that satisfies

0 <wv(t,x) <CL+ Coxr (t,x) € Qr,

where C7 = 0 and Cy = 1 for the call option, and C1 = K and Cy = 0 for
the put option.

Proof. Existence. Put u = p(t,x) and @ = 4. By lemma 3.5.1, p(¢,z) is
a subsolution of (3.7)-(3.8) and by lemma 3.5.2 @ is a supersolution
of (3.7)-(3.8). The existence of the solution of (3.7)-(3.8) follows from
Theorem 3.5.1.

Uniqueness. Let us suppose that v; and vy are two viscosity solutions
satisfying (3.7)-(3.8), i.e. v; and vy are simultaneously viscosity sub-
and supersolutions. By Theorem 3.3.2 v1 < v9 and v1 > v9. Hence
V1 = V9.

O

In the next chapter we will show that the sequence of approximate solu-
tions ve converge to the American option value.






Chapter 4

Convergence of approximate
solutions

4.1 Half-relaxed weak limit method

The aim of this section is to prove, using the so called half-relaxed (weak)
limit method of Crandall, Ishii and Lions [8], that for fixed & > 0 the power
penalty approximations (v)e converge uniformly to the American option
value, as € — 0. In the literature one can find many examples where the
weak limit method is a tool for showing the convergence of approximate solu-
tions of fully nonlinear second order partial differential equations [2, 8, 13].
For inspiration to our work we have chosen Benth, Karlsen and Reikvam
[6], where approximations solve (3.7)-(3.8) with k& = 1 (classical penalty
method).

Let us recall the definitions and basic properties of the upper and lower
weak limits.

Definition 4.1.1. Suppose v, is locally uniformly bounded.
The upper weak limit of ve, denoted by v, is defined as

0(t, ) = lime|oSuPg, 5 (5 ) (1.0) Ve (55 Y)

= limgwsup{ve(s,y)] (s,y) € ﬁT? ’t - 3‘7 ’1‘ - y’ <4,0<e< 5}
The lower weak limit of v, denoted by v, is defined as

y(t7 x) = liméloinfﬁTa(s7y)4y(t,x)UE(S7 y)

= limspinf{ve(s,y)| (s,9) € Qr, |t —s|, |z —y| < 9,0 <e< ).

Since v, is locally uniformly bounded, the weak limits © and v are finite.

27
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Lemma 4.1.1. (i) The upper weak limit v belongs to USC(Q7) and the
lower weak limit v belongs to LSC ().

(ii) If T = v = v on compact subsets of Qr, then v is continuous and ve — v
in L (i.e., uniformly) on this set as e — 0.

(iii) Let ve € USC(Qr)(resp. LSC(Qr)) be locally uniformly (in €) bounded.
Let (t,z) € Qr be a strict local mazimizer of U — ¢ (resp. minimizer of
v—0¢), » € CY2(Qr). Then there exists the subsequence, which we do
not relabel, (t.,x.) — (t,x) and v (te,x.) — v(t,x)( resp. v(t,x)) as
€ | 0 such that (te, x.) is a local mazximizer (resp. minimizer) of ve — ¢
for each € > 0.

Proof. (i) Using the definition of weak limits we observe that
U(t,x) = lim,|o sup QTS(S’y)_)(m)ve(s,y) > limﬁTS(&y)_)(m)ﬁ(s,y),
v(t, ) = lim¢|o inf ﬁTg(s,y)H(m)Ue(say) < hmﬁTg(s,y)ﬂ(t,x)Q(say)-

(ii) As being both upper and lower semicontinuous, the function v is con-
tinuous. Moreover, for all € > 0, v, are continuous:

V>0 (¢ 2),(t4) €07 0 (e;n)>0 Such that |z —y| < d(e,n)
= |ve(t,x) —ve(t,y)| <m. (4.1)

Following the lines of [8, Remark 6.4], we claim that on compact sub-
sets the sequence v, converges uniformly to v as € | 0. If this is not
the case and the uniform convergence fails on some compact subset K,
then there is an n > 0 and a sequence €; — 0, (t;z;) € K such that

ve; (L) —v(tjag) =n or v (tjxg) —v(tje) < —n.  (42)

Let us assume that (t;,2;) — (¢,2) and recall that v is continuous.
Then by (4.2)
o(t, 2) = v(t, z)| =,

which is a contradiction. Therefore, v. — v uniformly on compact
subsets of Q0 as e | 0.

(iii) Let us assume that v. € USC(Qr). In view of (3.3)-(3.4) we can
equivalently prove the following result:

Proposition 4.1.1. Let v. € USC(Qr) be locally uniformly (in €)
bounded. If (p,X) € J>To(t,x), then there erist sequences, which we
do not relabel

(t€7‘rE) e ﬁT? (pE7XE) e J27+U€(t57x5)7 (4'3)
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such that

(te,xeave(teaxe)apeaXe) - (t’xaﬁ(t’x)’p’X) as e l 0. (44)

Proof of proposition 4.1.1. We are following the lines of [8][proof of
Lemma 6.1]. Without a loss of generality we can assume that t = x =
0. By the definition of the weak limit, there exist sequences such that

(Seyze) — (0,0)  and  ve(Se, ze) — v(0,0). (4.5)

Since v < v and v € USC(Q7), for any sequence (t.,z") which con-
verges to (0,0) the following is true

lim sup, |gue(te, z¢) < lim sup, go(t;, z.) < 7(0,0). (4.6)

€r Ve €r7e

Moreover, Q7 is locally compact and therefore for every § > 0 there
is 7 > 0 such that a closed ball B, C Q¢ with the center in the point
(0,0) is a compact set and

U(s,z) <v(0,0) + (p, (s,2)) +1/2(X(s,2),(s,2)) +|(s,2)], (4.7)
for (s,2) € B,. Let (t.,z.) € B, be a maximum point of the function
05, 2) ({9 (5, )+ 1/2(X (5, 2), (5, 2))+ 28](5, 2)2) over the ball B,

so that

Ve(8,2) S velte,xe) + (P, (s — te, 2 — )

+1/2(<X(87 Z)? (87 Z)> - <X(t57 xe)? (t€7 x€)>)+25(’(87 Z)’2 - ’(tEv 1_5)‘2).
(4.8)

Suppose that (t.,z.) — (f,2) as € | 0. By putting (s,2) = (s, z.) and
taking a limit inferior as € | 0 in (4.8), we get

5(0,0) < liminfu(te, z) = (p, (t,2)) — (X(,2), (£, 2))
—20|(,2)]%. (4.9)

By uppersemicontinuity of T it follows that lim inf, o ve(t,, z¢) < o(t, &)
and by (4.7) it follows that
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We combine (4.9) and (4.10) to get

<5(0,0) — d8|(£,2)>. (4.11)
This proves that £ = & = 0, and therefore
(te;xe) = (0,0) and  v(0,0) = lime|ove(te, 2c). (4.12)

Next we observe that

Ve($,2) < ve(te, Te) + (p, (5 — te, 2 — ) + 1/2((X (s, 2), (s, 2))
— (X (te, me), (te, e))) + 25(‘(372)‘2 - ’(the)P)
= Vc(te, ) + (P +40(te, xe) + X(te, ze), (8 — te, 2 — Te))
+1/2(X (s—tey z2—x), (S—te, 2—x))H (201 (s—te, 2—T¢), (S—te, 2—T¢)),

S0
(p+4(te, xe) + X(te, ), X +401) € J2’+v€(t€,x€)

for € small enough. We conclude that the set of (¢,Y"), such that there
exists (se, z¢) € Qr and (pe, X¢) € J>Tve(se, 2e)

(567 Zes Ue(sea Ze)apea Xe) - (0, 0, 6(()’ 0), q, Y),
is closed and contains (p, X + 401) for § > 0. O

The case when v, € LSC(Qr) and (t,z) € Qr is a strict local minimizer
of v — ¢), can be proved similarly. O

The next theorem provides a uniform convergence of the power penalty
approximations to the American option value.

Theorem 4.1.1. Let v be the unique viscosity solution of (2.6) (Appendix
A, definition A.3.1). For each € > 0, let ve be the unique viscosity solution
of (3.7)-(3.8). Then ve — v in LS. (1) as € — 0.

Proof. We are following the lines of [6, proof of Theorem 3.1] Let v and v
be the upper and lower limit_s of ve. Then 0 <vu < C(1+ x) on Qr and
by lemma 4.1.1(i) v € USC(2r) and v € LSC(Q7).

It suffices to show that v is a viscosity supersolution and v is a viscosity
subsolution of (2.6). Once it is done, Theorem 3.3.2 (Comparison Principle)
implies 7 < v and hence v = v = v. The conclusion of the proof will follow
from Lemma 4.1.1(ii).

Let us first show that v is a viscosity supersolution of (2.6). We will work
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towards a contradiction and suppose that v fails to satisfy the terminal
condition, at some point (7,y), y € [0,00). Then there exists § > 0 such
that

u(T,y) < g(y) —o. (4.13)
Let us pick sequences
(te,xze) — (Tyy) and  v(te, ) — v(T,y) as € | 0.

In view of the terminal condition in (3.7)-(3.8), there exists ¢y > 0 such that
te < T for all € < €g. Next, choose a function § € C2([0,0)) such that

<g on [0, 00),
(y) = 9(y) — /2, (4.14)

= const on [K,00) whenever K > y.

NaPRNa PN

We use ¢ to define a function
G=-C(T—-t)+g,

where C' > 0 is a constant to be chosen later. By (4.14) and definition of G
it follows that G < g on {27. Moreover,

1 1
G (t, z)+ (r—d)xd, G(t,z) + 502x26§G(t,x)—rG(t, )+ =[(g(z)— G(t, z)) ]k
€
1
> O+ (r = d)ed,g(x) + 50°0*05(w) = rg(),
so (G is a subsolution if we choose

1
C>- H[Bin ){(r —d)x0.g(x) + 5023528%@(@ —rg(z)}.
x€|0,00

The minimum is finite since g is constant on [K ,00) and therefore the min-
imum is achieved on the compact set [0, K]. By Theorem 3.3.2 (Comparison
Principle) subsolution G and the supersolution v, satisfy G < v. on Q7 for
any ¢ € (0, ¢g]. By letting € | 0, we get G < v on Q. In particular,

u(T,y) > G(T,y) = 4(y) = g(y) — /2.

Hence v(T,y) > g(y) — 0 which is a contradiction to (4.13). Therefore, v
satisfies the terminal condition v|—7 > g on [0, 00).

Let us now show that v is a supersolution for ¢ € [0, T"). Choose ¢ € C12(Q)
as a test function and let (¢,z) € Q7 be a strict local minimizer of v — ¢.
We claim that

ot z) > g(a). (4.15)
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Suppose that there exists 6 > 0 such that v(¢,z) < g(x) — 0. By
lemma 4.1.1(iii), there exist sequences such that

(teyxe) — (t,x)  and  we(te,xze) — v(t,z) as € | 0.

Moreover, (., x.) is a local minimizer of v—¢ for each e. In the neighborhood
of (t,z), we have:

3e(5)>0ve§e(5) < g(xe) - Ue(tw xe)-

N |

In view of this and since v, is a supersolution of (3.7)-(3.8), we have

00t 20) + (1 — A)reDydlter ) + Lo™20R0(t0, ) — 7ot
! 1 1,0
< Mol = veltem) I = = Zlale) = veltez] < ~2(5)

for € < €(0). Letting € | 0 in this inequality we get a contradiction since
the left-hand side converges to a finite number while the right-hand side
converges to —oo. The property (4.15) has just been proved and, with this
information in hand, we let € | 0 in the inequality

Od(te,xe) + (r — d)xOpd(te, ) + %0’21'23:% (te,xe) — T0(te, )

= _%[(g(xe) - Ue(the))ﬂl/k <0.

Therefore,
max (Lpso(t, z) — ru(t, ), g(z) — v(t, z)) < 0.

This concludes the proof of the supersolution property of v at (¢,x).

Let us now show that ¥ is a viscosity subsolution of (2.6). We will work
towards a contradiction and suppose that v fails to satisfy the terminal con-
dition at some point (7,y), y € [0,00). Then there exists § > 0 such that

o(T,y) > g(y) + 6. (4.16)
Let us pick sequences
(te;xze) = (Tyy)  and  ve(te,ze) — 0(T,y) as € | 0.

In view of the terminal condition in (3.7)-(3.8), there exists ¢y > 0 such that
te < T for all € < eg. Choose a function g € C%(]0,00)) such that

g>y9 on [0, 00),
9(y) = g(y) +0/2, A A (4.17)
g=g9 on [K,o00) with K > max(y, K).
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We use ¢ to define a function
G=C(T-t)+g,

and C' > 0 is a constant to be chosen later. By (4.17) and the definition of
G it follows that G > g on Q. Moreover,

B G(t, x)+ (r—d)xd, G(t, x) + %a%QaiG(t, ) —rG(t,x)+ % [(g(2)—G(t,2))TV*
=—-C+ (r—d)z0,g(x) + %UQxQZﬁ[J(:E) —rg(x),
so (G is a subsolution if we choose

C > max {(r — d)x0,9(x) + 10'21'2({9:39(1') —rg(z)}. (4.18)
z€[0,00) 2
We claim that the maximum is a finite number. Indeed, for a compact subset
[0, K] the maximum is finite. For > K we have that g = §. Let us treat
the call and the put case separately. For the call option, § = x — K when
x> K > K. The expression inside the curly brackets in (4.18) is bounded
by
(r—dz—r(z—K)=rK —dz <rK —dK < .

For the put option ¢ = 0 when =z > K.

By Theorem 3.3.2 (Comparison Principle) supersolution G and a subso-
lution v satisfy ve < G on Qp for any € € (0, €]. By letting € | 0, we get
v < G on Qp. In particular,

o(T,y) < G(T,y) = 4(y) = g(y) +9/2.

Hence v(T,y) < g(y) + 0 which is a contradiction to (4.1). Therefore v sat-
isfies the terminal condition v|;—7 < g on [0, c0).

It remains to show that T is a subsolution for ¢ € [0,T). Let us choose
¢ € C12(Qr) as a test function and let (t,2) € Qr be a strict local max-
imizer of ¥ — ¢. Similarly like in the supersolution case, Lemma 4.1.1 (iii)
implies the existence of a sequence such that

(te,xe) — (t,x)  and  wve(te, ) — (t,z) as € — 0.

Moreover, (tc,z¢) is a local maximizer of ¥ — ¢ for each e. Observe that the
maximum between zero and any number will be nonnegative. This explains
why g is a subsolution of (2.6). By (4.15) and Theorem 3.3.2 (Comparison
Principle) we can conclude that

g(x) <wv(t,z) <o(t,x). (4.19)
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If 9(t,x) = g(x), then g — ¢ has a local maximum at (t,x). Since g is
a subsolution of (2.6), U is a subsolution as well. On the other hand, if
U(t,z) > g(x), then ve(te, ze) > g(ze) for any € small enough. In the view of
this and since v, is a subsolution of (3.7)-(3.8), we have

Od(te,xe) + (r — d)xOpd(te, ) + %a%f@i (te,xe) — T0(te, )

1
> ——[(g(xe) — Ue(taxe))ﬂl/k =0.
€
Let € | 0 in this inequality and observe that
max (Lpso(t, ) — rv(t, z), g(z) — v(t,z)) > 0.

This concludes the proof of the subsolution property of T at (¢, x). O

4.2 The rate of convergence of penalty approach

In this section we will derive error bounds for the convergence of the power
penalty approach vy, i.e. solution of (3.1)-(3.2), and a solution of the quasi-
variational inequality formulation (2.6), i.e. American option value u. We
will use comparison arguments to derive such a bound. We are following the
presentation given in [15][Section 2].

Let us rewrite the equations (3.1)-(3.2) and (2.6) in a form suitable for
the application of this section. Consider therefore the problem (2.6) with
the opposite signs and with the maximum replaced by the minimum:

min{—du + F(t,z,u,Opu, 0%u),u — gy =0 (t,z) € Qp, (4.20)
u(T,x) = g(x) x € [0,00). ’
The second order operator F : Q7 x R x R x R — R is defined by
1
F(t,z,s,p,X) = —(r —d)zp — 5023:2)( +7rs. (4.21)

The natural definition of viscosity sub- and supersolution of the equation
(4.20) is given in the Appendix (Definition A.3.1). Similarly, we change the
signs in (3.1)-(3.2) to get:

{ —0Opve + F(t, 2, ve, Opve, 020c) = L[(g(x) — v) VR (t,2) € Qr, (4.92)

ve(T, ) = g(x), z € [0, 00).

Theorem 4.2.1. Let u be a subsolution of (4.20) and v be a supersolution
of (4.20) such that

u(t, ), —v(t,z) < L(|z| + 1) and u(T,z) < v(T,z)

for some constant L > 0. Then u < v in Q.
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Proof. The proof is given in the Appendix A. O

In the previous section we have proven that the power penalty approx-
imations (v¢). converge uniformly to the American option value, as € — 0.
The convergence takes place in the space of locally bounded functions with
supremum norm. Preceding towards error estimates, we observe that:

(A1)(Comparison) By Theorem 3.3.2 and Theorem 4.2.1, (4.20) and (4.22)
satisfy the comparison principle in the class of viscosity solutions.

(A2)(Monotonicity) If z < s and X <Y then
F(t’x’ Z’p’X) S F(t’x’ S’p’Y)'
This follows by simple calculations

|F(t,x, 2,p, X) — F(t,z,5,p,Y)| <1/20%2*(Y — X) +r(z —s) <0.

(A3)(Regularity) For all (t,x) € B(0,R) C Q7 and ® € C%(R?)
|®| + |[0,®| + |0?®| < R = F(t,z,®,0,P,0°®) < Cg.

Indeed, fix (¢,z) € B(0, R) and let ® € C*(R?).Then

F(t,z,®,0,9,0°®) = —(r — d)x0,® — %02x28§<1> +rd
< C(|®| 4 |0,®| + |02®|) < CR =: C.

The main result in this section gives the rate of convergence for the penal-
ization problem.

Theorem 4.2.2. Assume (A1)-(A2) hold and u and v, are solutions of
(4.20) and (4.22). Then ||u— v~ < Ce®/2, where the constant C depends
only on g.

Proof. We are following Jakobsen [15][proof of Theorem 2.1]. We will gradu-
ally prove a series of lemmas to obtain the main result. We begin with the
preliminary estimate:

Lemma 4.2.1. Assume (A1) and (A2) hold. Let u and v. be a solution of
(4.20) and (4.22) respectively. Then

lu — ve| < (g —ve)T| in Qp.
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Proof. By monotonicity (A2), ve + |(g — ve)T| is a viscosity supersolution of
(4.20). Let (a,p, X) € P>~ (ve + |(g — ve)T|), then

min{—a + F(t,z, v + |(g — v) "], p, X),ve + |(g — v) 7| — g}
> min{—a + F(t,z,ve,p, X), (ve — g) + |(g — ve) T |}
> min{%[(g — vE)Jr]l/k, (ve—g) + (g —ve) T} =0.
The comparison principle for (4.20) implies
u<ve+ (g — vt (4.23)

Similarly, we observe that by monotonicity (A2), ve—|(g—wve) ™| is a viscosity
subsolution of (4.20). Let (a,p, X) € P** (v — |(g — v)T|), then

min{—a + F(t,z,ve = |(g — ve) " |,p, X),ve — (9 —ve)"| — g}
< min{~a + F(t,2,ve,p, X), (ve = 9) = (g — ve) [}
< min{z[(g - v)*]¥, 0~ g} <.
The comparison principle for (4.20) implies
ve — (g —v )t < . (4.24)
The Lemma 4.2.1 follows from (4.23) and (4.24). O

Let us now estimate the right-most term |[(g — v¢)™| in Lemma 4.2.1.

Lemma 4.2.2. Assume (A1)-(A2) hold. Let v, be the solution of (4.22).
Ky =Cpg and R=|g|+ 1. Then

g— v < eka.

Proof. Observe that g — K} is a viscosity subsolution of (4.22). Let
(4,9, X) € P>+ (g — e KcE), then
1
—a+ F(t,.%',g - 6ka7p7X) - _[Eka]l/k
€
<—-a+ F(t,z,9,p,X) — K1 < —a+Cr—Cr<0. (4.25)
Comparison principle for (4.22) implies that g — u < e KF. O

Since g is not a smooth function, we shall approximate the result. Con-
sider therefore 7;, a standard mollifier:

ns(x) = 1/dn(x/0),
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where 7 € C§°(R) a nonnegative function satisfying:
W) =n(-2) a(z) =0tor sl 21, [ n()dz =1,
R

We define an approximation gs = (1% g). Denote by u° and vf the solutions
of (4.20) and (4.21) when g is replaced by ¢°, i.e.

min{—dyu’ + F(t,z,u’,0,u’, 920 );u’ — ¢°} = 0 (t,z) € Qr, (4.26)
u (T, z) = g°(x) r € [0, 00), '
—0uf + F(t, 18 0,08 020) = H(6 — o) P () €9y o
0¥ (T, 2) = g/ (2), zef0.00),

Let us prove the following bounds on v — u® and v — v%:

Lemma 4.2.3. Assume (A1)-(A3), and let u,u®, v, and v° be solutions of
(4.20), (4.22), (4.26), and (4.27). Then

lu —ud) + |ve — 00| < 2|g — &)

Proof. Since ve — w in L*°(Qr), it is sufficient to prove the lemma for v,
and v%. The result for u and u® can be obtained by going to the limit in the
ve and v?- result. Let L :=|g — ¢°| and define

wt = vg + L.
Observe that w' is a supersolution of (4.27) and w™ is a subsolution of

(4.27):

€7 E

1
- atvf +Fe(taxavg +L’a:vv6 82/06) - E[(g - US - L)+]1/k

1
>~ + F.(t, 2,00, 0,00, 020°) — =[(g — o)) ]V* > 0. (4.28)
€

) YeD

1
- 81?1)? + Fe(tamavg - L7axv(5 62U6) - E[(g - US + L)+]1/k

€)Y Ve

1
< =00 + Fo(t,z,00, 0,00, 9%00) — “llg- V)TV <0, (4.29)
The comparison principle implies that v — 9| < |g — ¢°|. O

Now we are ready to give the proof of the Theorem 4.2.2. Let u® and v?
be solutions of (4.26) and (4.27). By Lemmas 4.2.1 and 4.2.2 we have

[’ — 2| < |(g—v))T| < KTe, (4.30)
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where K is defined in Lemma 4.2.2. Note that u — v, = (u — u®) + (u® —
v?) + (v —v). By the triangle inequality, (4.30), Lemma 4.2.3 and Lipschitz

€
continuity of g we get the estimates:

u—ve| < Ju—w’| +[v) —ve|+ Kfe" <2|g—g°| + Kfe" < 2|g|0+ K.
Put K1 = C6~ /% and minimize
£(8) =2|g|o + KTe",

with respect to 6. Since f'(§) = 0 if § = €/2, we obtain the following
estimate:
lu — v < 2|g|e"/? + Ceke k2 = Cek/?,

and the following rate of convergence:

[u — vel|Loo(p) = €88 sup  |u— v | < Cev/2,
(t,$)€QT

O

To achieve a given accuracy, we do not need € to be very small, when k&
is large. The order of convergence rate is the same as the one calculated by
Wang, Yang and Teo [23], but in the different norm. Due to their work

[l = el oo (0,722 ((0,00))) T [l — Ue”LQ(QT;H&w((Opo))) < Cev2,
where LP(0,T; Hy ,((0,00)) denotes the space defined by
L?(0,T; H&w((O,oo)) ={v(,t) € H((0,00)) a.e. in (0,T);
[, )l € L2((0,7))},

with the norm

T
ol rsmy o = Tt OlFade)

Moreover, H is a Hilbert space, 1 < p < oo, Hj,((0,00))) is a weighted
Sobolev space defined by:

H&w((O,oo))) ={v:ve L2((0, )),v € Li((O, o0)) and v(X) = 0}.

Here L2((0,00)) is a space of all weighted square-integrable functions. In
the next chapter we will present numerical results to confirm the theory
developed so far.



Chapter 5

Numerical schemes

In this chapter we compare three numerical schemes: a power-penalty scheme,
a predictor-corrector scheme and the Brennan and Schwartz algorithm. The
numerical results and the payoff function g defined by (2.1), are set together
and compared. The aim of this section is to show that by choosing reas-
onable parameters € and k in the power-penalty scheme, we will obtain the
most accurate numerical approximation.

5.1 Power-penalty scheme

The following scheme discretizes the power penalty equation (3.1). Let us
start with the truncation of the infinite domain [0, 00), to a finite domain
[0,L) where 0 < L < oo is fixed. Later, we will also provide a suitable
boundary condition at x = L (see (5.7)). The advantage of the truncation
technique [1], is that the choice of the boundary condition at = L, does
not affect the theoretical analysis of convergence. This can be achieved by
sending L T oo and Az | 0.

Below we discretizate the spatial and temporal domains. Let Az > 0
be a spatial discretization parameter and choose an integer J, such that

JAz = L. We divide [0, L] into grid cells:

Ij = [Cﬂj,ijrl), jZO,l,...,J—2, (51)
where z; = [Ax for | = 0,1,...,J, and we set I;_1 = [zj_1,2s]. Similarly,
let At > 0 be a temporal discretization parameter and let N be an integer
such that NAt = T. We divide the time interval [0, 7], into time strips

"=t n=0,1,..,N -2, (5.2)

where t" = nAt, n = 0,..., N. Furthermore, set IV~1 = [tV =1 ¢N]. Denote
by QL a rectangle [0,7] x [0, L] which, by the aforementioned discretization

39
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procedure, is divided to N x J rectangles R? = I" x I;. By v}, denote
an approximation associated with the point (¢",z;), for j = 0,1,...,J and
n=20,1,...,N. Let us introduce a simple difference scheme for the penalized
equation (3.1). For simplicity, set A = At/Ax and u = At/(Ax)?. Denote
by A4 and A_ the difference operators in x direction:

no_ gm0 no— g
A+vj—vj+1 vy, A,v] vi — vy,

Define the upwind numerical fluz function [6] F: R x R — R by:

(5.3)

b whenr—d>0,
F(a,b)—{ a whenr—d<0.

The power-penalty scheme takes the following form for j =0,...,J — 1 and
n=N-1,...,0:

vf =P 4 A(r = d)z; A_F (0 ﬁf)ﬂLN oo AN = r At

+ ;At[(g(wj) — o TVE (5.4)

For simplicity, let us assume that r — d > 0, and therefore (5.4) becomes:

1
1 1 1 2,2 1 1 1
vf = ot 4 (0 = d)ap A — ot + 20 wip(i = 2077 4ol

—rAt T 4 EAt[(g(gcj) — ot TVE (5.5)
We begin a backward iteration (5.5), by setting terminal conditions:

vjv =g(z;), 7=0,.,J, (5.6)

and boundary conditions at * =0 and x = L:

vy =¢(0), v5=g9g(L), n=N-1,..,0. (5.7)

5.1.1 Stability of the power-penalty scheme

Numerical examples shows that the power-penalty scheme is not stable,
unless we ensure that the approximate solution lies above the payoff function
g. The improvement turns the scheme (5.5) into:

o = (= A = o) + Seta el - 207 + o)
—r ARG+ LA (g(ag) — oy,

v = max(g(z;), vnH/?).

(5.8)
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Let us assume that the following parabolic CF L condition hold:
1
Nr —d|L + po®L? + Atr + s max{K, L}/F1 <1, (5.9)
€

Note that when Az | 0 and € | 0, then also At | 0 by the above condition.
The following lemma shows that the power-penalty approximation v lies
above g and has at most linear growth as x T co. This implies that the the
power-penalty scheme (5.8) is LS. stable.

Lemma 5.1.1. Suppose the parabolic CFL condition (5.9) hold. Then the
power-penalty solution v defined by (5.8) satisfies

vi >g(zj), j=0,..,L, n=NN-1,..,0. (5.10)
Furthermore, there exist finite constants C1 and Csy, such that
U;-L §C1—|—02$j, 7=0,..,L, n=N,N-1,...,0. (511)

For the call option, C1 = 0 and Co = 1. For the put option, C1 = K and
Cy = 0.

Proof. We are following [6][proof of Lemma 4.1]. By additional conditions
we trivially have that v} > g(j) for all j and n. The proof of (5.11) is
inductive. By boundary and terminal conditions (5.6)-(5.7), the statement
holds for (j =0,...,J,n=N,N —1,...,0), (j = J,n=N,N —1,...,0), and
(j=0,...J,n = N).

Let us start with a put option and assume that (5.11) holds at time level
n + 1 and we seek to prove that it holds at time level n. To this end, we
introduce a function S defined by:

Sy, vty = o1t (r — )z AT — ot

J=1>75 g+l J J+1 J
1 1 i
+ 5023:?,11(2)?111 - 2v?+1 + v]"fll) - TAtv;”rl + EAt[(g(xj) - v?+1)+]1/ .
(5.12)
We can therefore rewrite (5.5) as
S(xj,v;-zjll,v?“,vyill) — i = 0. (5.13)

Observe that

(95/(92};@11 = 1/202x? >0, 65/62}?111 = (r—d)xj)\+1/202x?,u >0. (5.14)

In a view of the parabolic CFL condition (5.9):

1
BS/(%?H =1—(r—d)zj\— JQQU?M —rAt — Atg[(g(xj) - U?H)Jr]l/k_l

> 11— (r—d)L) — 0L — rAt — Atik[max(L, K)YE1 >0, (5.15)
€
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This implies that the scheme is monotone. It follows from the monotonicity
of S that for a put option

Hence,

v} = max(g(a:j),v?rlﬂ) < K forallj. (5.17)

For the call, we similarly assume that (5.11) holds at time level n + 1 and
we seek to prove that it holds at time level n. By monotonicity of S, we get

n 1
o < a1 - dae) + At [(g(ay) - ) T = a1 — A, (5.18)

Hence,

v} = max(g(:cj),v?H/Q) <z; forallj. (5.19)

O

5.1.2 Numerical implementation

The main algorithm for the put option.

1. Denote by z, gput vectors with coordinates corresponding, respectively,
to discrete points z;, values of payoff function g(z;) in this points,
1=0,..,J.

2. Denote by wput and vput vectors with coordinates corresponding to
approximate solutions in n + 1 and n time step, respectively, n =

N—1,..,0.
3. wput «— gput. %terminal conditions
4. form=1: N
vput — PD Eput(wput).
wput «— vput.
end.
Function PDEput(u)

1. Denote by temp the return vector.

2. temp(0) < gput(0). %boundary conditions
temp(j) < gput(L).
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3forn=2:J

y — u(§)+Ar—d)z(5) (w(i+1) —u(f))+p0.50” 2> (5) (u(j+1)—2u())
+u(j — 1)) — rAtu(s) + At(1/e)[(gput(j) — u(s)) Tk

temp(j) < max(gput(j),y).
end.

Moreover, by replacing ”"put” with ”call” in the above algorithm, one can
obtain the main algorithm for the call option and a function PDEcall(u).

5.2 The predictor-corrector scheme

The following scheme discretizes the Black and Scholes equation (2.16). The
discretization of the spatial and temporal domains is similar to the one in
the power-penalty scheme, and we will be rather brief here. Let Az > 0
be a spatial discretization parameter and we choose an integer J, such that

JAz = L. We divide [0, L] into grid cells:

I] = [%‘—1/27%‘—1—1/2)7 ] = 1, ceny J — 17 (520)

where r; = [Az for [ = 0,1/2,1,....,J —1,J —1/2. We set Iy = [0,z;/3) and
Iy =[r;_1/2,27]. Let At >0 be a temporal discretization parameter, N be
an integer such that NAt = T. We divide the time interval [0, 7], into time
strips

"=t n=0,1,.,N -2, (5.21)

where t" = nAt, n = 0,..., N. Moreover, set IV =1 = [tN=1 ¢N]. With the
same notation as before: Q% is divided into rectangles R} = I" x I, v
denotes an approximation associated with the point (t",z;), A = At/Ax
and pu = At/(Az)?. The predictor-corrector scheme [6] for the semilinear
Black and Scholes equation (2.15)-(2.16), takes the following form for j =
0,....J —landn=N—-1,...,0:

Predictor step:

+1/2 1
o = A = djg AF (T T + gt AL AT

n+1
—rAtv;T. (5.22)
Corrector step:

o = o2 4 Ate(a)H (g(ay) — ol ). (5.23)
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Assume for simplicity » —d > 0. Observe that v?+1/2 < g(x;), then (5.22)-

(5.23) reduces to

1
1 1 1 1 1 1
v = v;”‘ + (r — d)xj)\(v;‘j:l - U;»H— )+ 50235?#(1);?:1 - 2?);” + U;Lfl)

- TAtv;”rl + Ate(xj). (5.24)

Otherwise, (5.22)-(5.23) reduces to

1
o — v’?“—i—(r—d)mj)\(v"“—vnﬂ)—l——an?u(v"H—2”?+1+U;Lj11)_TAtU?H'

i =Y j+1 7 Yj 5 j+1
(5.25)
We recall, that
[ (dzj —rK)* call option,
olxj) = { (rK —dz;)*, put option. (5.26)

We begin a backward iteration (5.24)-(5.25), by setting terminal conditions:

U§V =g(z;), 7=0,.,J, (5.27)

and boundary conditions at x = 0 and x = L:

R g = g(0), 1TV =t =g(L), n=N-1,.,0. (5.28)

5.2.1 Stability of the predictor-corrector scheme

The following lemma shows that the predictor-corrector approximation vy
lies above g and has at most linear growth as x T co. This implies that the
the predictor-corrector scheme (5.24)-(5.25) is LS, stable.

loc

Lemma 5.2.1. Let us assume that the following parabolic CFL' condition
holds:

Ar —d|L + po®L? + rAt < 1. (5.29)
Then the predictor-corrector solution v} defined by (5.24)-(5.25) satisfies

vi >g(zj), j=0,..,L, n=NN-1,..,0.
Furthermore, there exist finite constants Cy and C9, such that
U;L§01+szj7 7=0,....,.L, n=NN-—-1,....0.

For the call option, C1 = 0 and Cy = 1. For the put option, C1 = K and
Cy = 0.

Proof. For the proof, see [6][proof of Lemma 4.1]. O
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5.2.2 Numerical implementation

The main algorithm for the put option.

1. Denote by x, gput vectors with coordinates corresponding, respectively,
to discrete points z;, values of payoff function g(z;) in this points,

1=0,..,.J.

2. Denote by Pwput and Pvput vectors with coordinates corresponding
to approximate solutions in n 4+ 1 and n time step, respectively, n =
N —-1,...,0.

3. Pwput < gput. %terminal conditions

4. forn=1: N
Pvput — PD Eput(Pwput).
Pwput +— Poput.
end.

Function PDEput(u)
1. Denote by temp the return vector.

2. temp(0) < gput(0). %boundary conditions
temp(j) < gput(L).

3. forn=2:J

y — u(f)+A(r=d)x(§) (u(G+1) —u(f)) +10.50" 2% (§) (u(j+1) = 2u(j)
+u(j — 1)) — rAtu(y).

if gput(j) > y then
temp(j) — y + At(max(rK — dz(j),0)).

else
temp(j) < y.
end.
end.

Moreover, by replacing ”put” with ”call” in the above algorithm, one can ob-
tain the main algorithm for the call option. Additionally, inside the function
PDEcall(u), exchange also max(rK — dz(j),0) with max(dz(j) — rK,0).
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5.3 The Brennan and Schwartz algorithm

By applying a predictor-corrector discretization to the penalized equation
(3.1), we obtain a numerical scheme that is similar to (5.22)-(5.23), but with
the following corrector step:

n At n
o = o S (g(ay) — o TR, (5.30)

Put k =1 and ¢ = At. This results in the following scheme:

n+l/2 _ o+l (gl Ay 1 2.2 ] n+l |, n+tl
v; = v} —i—Yl—d)x])\(ijrl =) + gotrip(viyy — 207 + o)
AN

+1/2
o = max(v] 2, g(a,).

(5.31)
We begin the backward iteration (5.31), by setting terminal conditions:

o) =g(z;), j=0,.,J, (5.32)
and boundary conditions at * =0 and x = L:

ot = = g(0), VTV =0t =g(L), n=N-1,.,0. (5.33)

5.3.1 Stability of the Brennan and Schwartz algorithm

The following lemma shows that the Brennan and Schwartz approximation
vy lies above g and has at most linear growth as z T co. This implies that
the the Brennan and Schwartz scheme (5.31) is L7S, stable.

Lemma 5.3.1. Assume that the parabolic CFL' condition (5.29) hold.
Then the Brennan and Schwartz solution v} defined by (5.31) satisfies

vi >g(z;), j=0,..,L, n=NN-1,..,0.
Furthermore, there exist finite constants C1 and Cs, such that
U;L§01+CQ.%']‘7 7=0,....,.L, n=NN-1,....0.

For the call option, Cy = 0 and Co = 1. For the put option, C1 = K and
Cy = 0.

Proof. For the proof, see [6][proof of Theorem 5.1]. O

5.3.2 Numerical implementation

The main algorithm for the put option.
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1. Denote by z, gput vectors with coordinates corresponding, respectively,
to discrete points x;, values of payoff function g(z;) in this points,
1=0,..J.

2. Denote by Bwput and Bwvput vectors with coordinates corresponding

to approximate solutions in n 4+ 1 and n time step, respectively, n =
N —-1,...,0.

3. Bwput «— gput. %terminal conditions

4. forn=1: N
Buput — PDEput(Bwput).
Bwput «— Buput.
end.

Function PDEput(u)
1. Denote by temp the return vector.

2. temp(0) < gput(0). %boundary conditions
temp(j) < gput(L).

3. forn=2:J
y — u()+Ar—d)z(5) (u(i+1)—u()))+p0.50 2% (§) (u(j+1) —2u(j)
+u(j — 1)) — rAtu(y).

temp(j) < max(gput,y).
end.

end.

Moreover, by replacing ”"put” with ”call” in the above algorithm, one can
obtain the main algorithm for the call option and a function PDEcall(u).

5.4 A numerical experiment

In this section we test schemes defines by (5.8), (5.24)-(5.25) and (5.31). All
schemes has been implemented in Matlab. We have chosen the following
parameters:

r=01, d=0 0=02 K=1 L=4, T=1 J=76 L=650.

A spatial parameter Az has been calculated to be equal to 0.057. We have
chosen At = 0.00154 according to CFL’ conditions (5.29), i.e.

At < (Az)”
— Az|r —d|L + 02L? + (Ax)3r’

(5.34)
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Fixing k to be equal to 10* we have specified € = 6 - 107 in view of CFL
condition (5.9). The same set of discretization parameters has been used for
all schemes. Additionally, the ”exact solution” was computed by the power-
penalty scheme on a very fine grid. The ”exact” and approximate solutions,
for the power-penalty, predictor-corrector and Brennan and Schwartz al-
gorithms are displayed, respectively, in the Figures: 5.1, 5.2 and 5.3. We
are presenting the results for the American put option, the results for the
call option are analogies.

In the ”visual norm” the schemes produce solutions of more or less the
same quality. The difference is hardly visible. To confirm that the power-
penalty scheme produce better results, we compare the power-penalty and
predictor-corrector schemes. The ”zoom in plots” can be viewed on the Fig-
ures 5.4-5.5. According to them, the power-penalty scheme gives a slightly
better result than the corrector-predictor scheme, and hence, in view of
Benth, Karlsen and Reikvam [6][Section 6], better then the Brennan and
Schwartz algorithm.

5.5 Conclusions

The numerical examples have confirmed that by improving the classical pen-
alty method to power-penalty method, one can obtain better results. The
numerical experiments concludes also the theoretical analysis of convergence
done in the previous chapters and illustrates the effectiveness and usefulness
of the method. It remains to show that under CFL conditions (5.9) and in a
view of the Lemma 4.1.1, the solution of the power penalty scheme converge
in LY (Qr) to a unique viscosity solution of (2.6), i.e. American option

loc
value, as Ax | 0.
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American put option (T=1)
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Figure 5.1: The price of the American put option with expiration time T=1:
the exact solution with the payoff function (solid line) and the power-penalty

solution (dashed line).
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Figure 5.2: The price of the American put option with expiration time T=1:
the exact solution with the payoff function (solid line) and the predictor-

corrector solution (dashed line).
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American put option (T=1)
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Figure 5.3: The price of the American put option with expiration time T=1:
the exact solution with the payoff function (solid line) and the Brennan and

Schwartz solution (dashed line).
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Figure 5.4: ”Zoom-in plots” of the power-penalty solution and the predictor
corrector solution (solid upper line) with the exact solution (solid lower line).
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American put option (T=1)
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Figure 5.5: ”Zoom-in plots” of the power-penalty solution (dotted line) and
the predictor corrector solution (solid line).






Appendix A

Definitions and Theorems

A.1 Chapter 1

Definition A.1.1. A probability space is a triple (2, F,P), where Q is a
set, F is a o-field of subsets of Q and P is a non-negative measure with total
mass 1.

Definition A.1.2. A filtration with time index T is (an increasing) family
(Fi,t € T) of o-algebras of F such that Fs C Fy for all s <t inT.

Definition A.1.3. Let (2, F,P) be a probability space, and let (E,E) be
a measurable space. A mapping X : T x Q — E, where T is a subset of
the extended positive real line FJF, is called a stochastic process if for every
teT, X; is an E-valued measurable function.

Definition A.1.4. A stochastic process (Xi)ier is called Fy-adapted if for
every t € T, the mapping w — X(w) is Fy-measurable.

Definition A.1.5. A T-valued random wvariable T is a stopping time with
respect to Fy if for every t € T the set {T < t} belongs to Fy. It can be
interpreted that the process knows whether T has happened by time t from
the information available in Fi.

Definition A.1.6. A real valued stochastic process (Xi)ier, is said to be a
supermartingale, (resp. a submartingale), on (2, F, P) with respect to the
filtration (Fy,t € T) if each Xy is integrable, Fy-measurable and

E[Xi|Fs) < (>)Xs P—a.s. fors<tinT.

If the process X is both a supermartingale and a submartingale than it is
said to be martingale.

Definition A.1.7. A Brownian motion is a real-valued, continuous stochastic
process (Xi)i>0, with independent and stationary increments. In other words:

o3
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(i) continuity: P-almost surely the map s — Xs(w) is continuous.
(ii) independent increments: if s < t, X; — X, is independent of Fs.
(iii) stationary increments: if s <t, Xy — Xs and Xy—s — Xo have the same

probability law.

A.2 Chapter 3

Cauchy’s inequality with e

2

b
ab§6a2+4— (a,b>0,e > 0).
€

Proof. For proof, see [12]. O

A.3 Chapter 4

Theorem A.3.1 (Arzeli-Ascoli compactness criterion for uniform
convergence). Suppose that {fi}72, is a sequence of real-valued functions
defined on R™, such that

1. The sequence { f}72 | is uniformly bounded by some constant M > 0,
2. {fr}i2, are uniformly equicontinuous, meaning
Veso0ds>0 such that |x —y| < § = | fr(x) — fr(y)| <,
forx,ye R*, k=1,2,..

Then there exists a subsequence { fx;}321 C {fx}32, and a continuous func-
tion f, such that

fx; — [ uniformly on compact subsets of R".

Proof. For proof, see for example [12]. O

Definition A.3.1. A locally bounded function u € USC(Qr) (LSC(Q7))
is a viscosity subsolution (supersolution) of (4.20), if and only if, for all
(t,z) € Qr and for all (a,p, X) € P>t u(t,z) (P>~ u(t,r)) we have:

{ min{—a+ (r — d)zp + 0*22X — ruc,uc — g} < (>)0,
u(T,2) < (2)g(a) for 2 € [0,00).
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Theorem A.3.2 (Theorem 4.2.1). Let u be a subsolution of (4.20) and
v be a supersolution of (4.20) such that

u(t, ), —v(t,z) < L(|z| + 1) and u(T,z) < v(T,z)
for some constant L > 0. Then u < v in Q.

Proof of Theorem 4.2.1 . The proof follows the proof of Theorem 3.3.2 and
we will be rather brief here. With the same notations as before it is suffices
to prove the comparison under additional assumption

min{—0yu + F(t,x,u, Opu, 02u),u — g} < —n/T?, in [0,T) x [0,00)
limyru(t, z) = oo, uniformly on [0, 00).

Let us suppose that comparison does not hold and that for some (¢,z) €
[0,T7) x [0,00)
u(t,z) —v(t,z) = 20 > 0. (A1)

With the notation of the previous proof, (A.1) implies:
U(ta, Ta) — V(tasYa) = 0. (A.2)

The proof remains unchanged including the matrix inequalities (3.25). Let
us explain how to get the contradiction to (A.1). By definition of the vis-
cosity sub- and supersolutions,

min{_a + F(taa Ta, u(taa :Ca), O‘(xa - ya) + ,UeA(T_ta)xaa Xa),
U(ta; Ta) — 9(7a)} < _77/T2,
min{—b—{—F(ta,ya,v(ta,ya),oz(xa—ya)—,ue)‘(Tfto‘)ya,Ya),v(ta,ya)—g(ya)} > 0.

Combining the above inequalities we obtain:

min{_a+F(taaxaau(taaxa)aa(xa_yoz)"i‘ﬂe)\(T?ta)xaaXa)au(taaxa)_g(xa)}
_min{_b+F(ta, Ya, U(ton ya)a a(xa_ya)_,ueA(Tita)yaa Ya)a U(taa ya)_g(ya)}
< —n/T? < 0.
Since min{a, b} — min{c,d} < 0 implies either a — ¢ < 0 or b — d < 0, we
have that either
AO{ = b —a + F(ta7 xO{7 u(tOé7 xa)? a(xa - yOé) + /’Le)\(Tita)xOH Xa)
- F(tonya,v(ta,ya)a a(xa - ya) - MBA(Tita)yaaYa) <0, (A3)

u(ta; Ta) = 9(Ta) — v(ta; Ya) + 9(¥a) < 0. (A.4)
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Choose a so large that |74 — ya| < 3. In a view of (A.2)

9(Wa) = v(ta; Ya) = 9(2a) = v(ta,Ya) + (9(ya) — 9(za))
> (ra) — s t) — o > (2a) — ulta, 70) + 5

This implies

1)
u(ta’xa) - g(xa) - U(taaya) +g(ya) > 5 > 0,

which is a contradiction to (A.4).
On the other hand,

Ao = EANT) (@2 4 42) = (r = D) (ale? = 2) + peX T @+ 2))
—1/20° (xiXa — nga) + r(u(ta,wa) — v(ta,ya)).

Similarly to the previous proof, by sending @ — oo and in a view of (A.3)
we obtain

0<— liTm sup A, = —,u)\eA(Tfi)i“Q +(r— d)2,ueMT*£)j2 + ,u)\e)‘(Tff)£202
—r6 <0, (A5)

if A is sufficiently large. This is also a contradiction and the proof of the
comparison is finished. O



Appendix B

Numerical code

B.1 The power-penalty scheme

function [gcall, gput, x, wcall, wput] = PowerPenalty(r,d,sigma,epsilon,
x,K,L,T,J,N)

deltax
deltat

L/J;
T/N;

x=zeros (J+1);
gcall=zeros(J+1);
gput=zeros (J+1);

for j=1:(J+1)
x(j)=(j-1)*deltax;
gput (j)= max(K-x(j),0);
gcall(j)= max(x(j)-K,0);

end

wcall=gcall;

wput =gput;

halgorithm
for n=1:N
vcall
wcall
end

PDEcall(wcall,gcall,r,d,sigma,epsilon,k,K,L,J,deltat);
vcall;

for n=1:N
vput
wput

end

PDEput (wput,gput,r,d,sigma,epsilon,k,K,L,J,deltat) ;
vput;

o7
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end

%Functions
function y=max(xl, x2)
if x1>x2
y=x1;
else
y=x2;
end
end

function temp = PDEcall(u,gcall,r,d,sigma,epsilon,k,K,L,J,deltat)
temp(1)=0;
temp (J+1)=max (L-K,0) ;
for j=2:J
m=max (gcall(j)-u(j), 0);
y= u(j)+(r-d)*(j-1)*deltat*(u(j+1)-u(j))+0.5*sigma*sigma*(j-1)*(j-1)
xdeltat* (u(j+1)-2*xu(j)+u(j-1))-r*deltat*u(j)+deltat*(1 / epsilon)*(m~(1/k));
temp (j)=max(gcall(j),y);
end
end

function temp = PDEput(u,gput,r,d,sigma,epsilon,k,K,L,J,deltat)
temp (1)=K;
temp (J+1)=max (K-L,0);
for j=2:J
m=max (gput (j)-u(j), 0);
y = u(§)+(xr-d)*(j-1)*deltat*(u(j+1)-u(j))+0.5*sigma*sigma*(j-1)*(j-1)
xdeltat* (u(j+1)-2*xu(j)+u(j-1))-r*deltat*u(j)+deltat*(1 / epsilon)*(m~(1/k));
temp (j)=max(gput(j),y);
end
end

B.2 The predictor-corrector scheme

function [gcall,gput, x, Pwcall, Pwput] = predictorCorrector(r,d,sigma,K,L,T,J,N)

L/J;
T/N;

deltax
deltat

x=zeros (J+1);
gcall=zeros(J+1);
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gput=zeros (J+1);

for j=1:(J+1)
x(j)=(j-1)*deltax;
gput (j)= max(K-x(j),0);
gcall(j)= max(x(j)-K,0);
end

Pwcall=gcall;
Pwput =gput;

%halgorithm

for n=1:N
vcall = PDEcall(Pwcall,gcall,x,r,d,sigma,K,L,J,deltat);
Pwcall = vcall;

end

for n=1:N
vput = PDEput (Pwput,gput,x,r,d,sigma,K,L,J,deltat);
Pwput = vput;
end
end

%Functions
function y=max(xl, x2)
if x1>x2
y=x1;
else
y=x2;
end
end

function temp = PDEcall(u,gcall,x,r,d,sigma,K,L,J,deltat)
temp(1)=0;
temp (J+1)=max (L-K,0) ;
for j=2:J
y= u(j)+(r-d)*(j-1)*deltat*(u(j+1)-u(j))+0.5*sigma*sigma*(j-1)*(j-1)
xdeltat* (u(j+1)-2*xu(j)+u(j-1))-r*deltat*u(j);
if gcall(j)>y
temp(j)= y+deltat*(max(d*x(j)-r*K,0));
else
temp(j)=y;
end
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end
end

function temp = PDEput(u,gput,x,r,d,sigma,K,L,J,deltat)
temp (1)=K;
temp (J+1)=max (K-L,0);
for j=2:J
y= u(j)+(r-d)*(j-1)*deltat*(u(j+1)-u(j))+0.5*sigma*sigma*(j-1)*(j-1)
*deltat* (u(j+1)-2*xu(j)+u(j-1))-r*deltat*u(j);
if gput(j)>y
temp(j)= y+deltat*(max(r*K-d*x(j),0));
else
temp(j)=y;
end
end
end

B.3 The Brennan and Schwartz algorithm

function [gcall,gput,x,Bwcall,Bwput] = BrennanSchwartz(r,d,sigma,K,L,T,J,N)

L/J;
T/N;

deltax
deltat

x=zeros (J+1);
gcall=zeros(J+1);
gput=zeros (J+1);

for j=1:(J+1)
x(j)=(j-1)*deltax;
gput (j)= max(K-x(j),0);
gcall(j)= max(x(j)-K,0);

end

Bwcall=gcall;

Bwput =gput;

%algorithm

for n=1:N
Bvcall = PDEcall(Bwcall,gcall,r,d,sigma,deltat,J);
Bwcall = Bvcall;

end
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=

for n=1:

PDEput (Bwput,gput,r,d,sigma,deltat,J);
Bvput;

Bvput
Bwput
end

end

%Functions
function y=max(x1l, x2)
if x1>x2
y=x1;
else
y=x2;
end
end

function temp = PDEcall(u,gcall,r,d,sigma,deltat,J)
temp(1)=gcall(1);
temp (J+1)=gcall(J+1);
for j=2:J
y = u(§)+(r-d)*(j-1)*deltat*(u(j+1)-u(j))+0.5*sigma*sigma*(j-1)*(j-1)
xdeltat* (u(j+1)-2*xu(j)+u(j-1))-r*deltat*u(j);
temp(j) = max(gcall(j),y);
end
end

function temp = PDEput(u,gput,r,d,sigma,deltat,J)
temp (1)=gput (1) ;
temp (J+1)=gput (J+1) ;
for j=2:J
y = u(j)+(r-d)*(j-1)*deltat*(u(j+1)-u(j))+0.5*sigma*sigmax* (j-1)*(j-1)
*xdeltat*(u(j+1)-2*xu(j)+u(j-1))-r*deltat*u(j);
temp(j) = max(gput(j),y);
end
end
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