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Abstract—We used the story dialog method (SDM) to gather 

the viewpoints of health professionals about the use of social ro-

bots in the home and healthcare services with vulnerable users. 

SDM consists of participants bringing stories that are discussed 

together. The aim of the study was to address universal design 

and accessibility issues with robots in specific use situations. 

Three social robots were used for this purpose in four stories: 

TIAGo, Romibo and robot companions. SDM method was used 

in two workshops with eight participants (33 invited, 12 re-

cruited, and 8 participated in the end). The participants uncov-

ered issues regarding ethics, responsibility, use of data, infra-

structure, design, and user concerns based on provided stories 

and own experiences. These issues provide important aspects 

that should be considered when using robots with vulnerable us-

ers and ensuring that a robot is usable by as many people as pos-

sible. The main contribution of the paper is introducing the SDM 

method to Human-Robot Interaction community, as well as find-

ings around universal design and accessibility of robots, in order 

to create more inclusive social robots.  

I. INTRODUCTION 

The use of social robots is growing rapidly in the 
healthcare context due to a shortage of healthcare profession-
als. Furthermore, robots are and will be introduced into every-
day life to complement daily activities as well as replace hu-
man companionship, if necessary, in homes with people of all 
ages. Using social mechanisms such as speech and gesture, so-
cial robots allow people to interact with them [1]. Similarly, 
socially assistive robots can be used to teach and coach people 
in different areas. For instance, these robots can be used to 
teach people with autism spectrum disorder to understand so-
cial cues [2]. These social mechanisms can also make it easier 
for people to interact with robots and lower the barrier for in-
cluding robots in more activities. 

Different perspectives have been considered when study-
ing robots, such as design, engineering, and informatics. Re-
cent Human-Robot Interaction (HRI) research argues that the 
next years should focus on teleoperated robots and teleopera-
tions, rather than on fully autonomous robots [3]. They argue 
that the focus should shift on creating interfaces that are easy 
to (tele-)operate by novice users, or users with low digital skill 
when it comes to robots, including vulnerable users [3]. In this 
way, if non-experts users are able to (tele)operate robots, var-
ious technical challenges will be avoided [3]. This implies that 
many more people may be using a robot and raises concerns 
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regarding accessibility and universal design requirements that 
must be fulfilled.  Thus, we were interested in collecting opin-
ions and feedback from groups that might be affected with the 
introduction of social robots into their work or home environ-
ment, such as health care personnel working with vulnerable 
users. We wanted to discuss potential use cases. We were in-
terested in how including these voices would provide insight 
into how to make robots more inclusive and universally de-
signed. This information would be used to see how existing 
guidelines would apply to robots in these situations. To 
achieve these goals, we focused on healthcare professionals’ 
attitudes towards the design of robots when they would be used 
with vulnerable users. Healthcare professionals are an im-
portant group to focus on since healthcare education (at least 
in the Norwegian context) is currently lacking courses or other 
types of undergraduate education on how to deal with advance 
technologies, such as robots, as part of home- or healthcare 
services, since knowledge of these technologies is not the main 
core of the education. Recent research also shows that Norway 
will be in need of an additional 41 000 practical nurses by 2030 
[4], while Statistics Norway indicate a lack of 28 000 nurses 
and 18 000 health personnel by 2035 [5].   

Thus, we conducted two workshops and two different 
online surveys (19 respondents, respectively 35 respondents) 
with healthcare professionals as part of our data collection. All 
data collection addressed Universal Design of social robots, 
from different perspectives. This paper concerns the presenta-
tion of the findings from the data collected through the work-
shops. We ran the workshops using the Story Dialog Method 
(SDM), a method that has not been earlier used in HRI studies. 
The aim of the study was knowledge development around the 
theme: “Robots and Vulnerable People,” specifically focusing 
on Universal Design and accessibility related to social and as-
sistive robots. The research question addressed was: How do 
healthcare professionals view the use of social robots with vul-
nerable users in home- and healthcare? What are their views 
regarding these robots’ universal design features, such as in-
clusion and accessibility? This paper presents background on 
the method, how the workshop was run, findings, and implica-
tions for further research.  

II. UNIVERSAL DESIGN 

Universal design is the idea that one should create some-
thing (a product or service) that is usable by as many people as 
possible. The argument for the universal design approach is 
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that it removes the needs for special solutions that often are 
under-maintained and potentially stigmatizing. Connell and 
colleagues [6] defined seven principles of universal design: 
1) equitable use, 2) flexibility in use, 3) simple and intuitive, 
4) perceptible information, 5) tolerance for error, 6) low phys-
ical effort 7) size and space for approach and use.  

Early references to universal design and robotics discuss 
ways that universal design can be applied to environments so 
that a robot more easily use the environment. Matsuhira and 
colleagues [7] presented their modified set of the seven princi-
ples with a focus that objects and rooms in an environment 
should also be usable by robots, for example by providing ge-
ometric markers so a robot can know where to place itself or 
using different fasteners for that do not require the precision of 
bolts. Similarly, others suggested that the guidelines could and 
should be adapted and applied to social robots, especially if 
these robots shall be used by a large number of users, including 
vulnerable users [8], [9]. Kim and colleagues [10] interpreted 
the original guidelines and showed how the system could work 
for wheeled robots and a robotic arm that is mounted on a 
wheelchair. A different focus on making the environment uni-
versally designed is presented by Tan and colleagues [11]. 
They argued that universal design can be beneficial to includ-
ing robots in an environment and suggested proposed that how 
inclusive a robot is to the environment is a function of the com-
plexity of the robot and the complexity of the environment. 
This implied that the either the robot or the environment could 
be modified to make the environment inclusive. They pro-
posed guidelines for designing environments based on observ-
ability, accessibility, manipulability, activities to be per-
formed, and safety.  

Since the universal design guidelines were primarily tar-
geted at environments, it makes sense that the initial focus 
would be on environments, especially if they are environments 
that only robots would be working in. But the guidelines are 
applicable to ICT as well. When robots are expected to interact 
with humans, the interface to the robot (be it speech, a remote 
control, or something else) needs to be usable by as many peo-
ple as possible who wish to interact with the robot. A common 
way to make non-robotic ICT technology, such as web pages 
on a computer or mobile phone, accessible is to follow the 
Web Content Accessibility Guidelines (WCAG) [12] to make 
information on a web page or an application accessible. If a 
web page follows the WCAG, then everyone visits the same 
web page and people using assistive technology, such as a 
screen reader, receive the same information as those that do 
not. Thus, a web page that is “universally designed.” The 
WCAG focus on screens and web-based content. It can be 
adapted to other types of computer applications, but its focus 
was never on robots. Qbilat and Iglesias [13] proposed guide-
lines to work with a robot with a touch screen. They later 
adopted the WCAG for socially assistive robots [14]. These 
guidelines were tested out with a newer robots [15] with some 
success. The WCAG or the modified guidelines from Al-
Qbilat are useful for discovering some types of accessibility 
problems and making sure a solution is compliant. It is a first 
step in making sure that a solution is universally designed. It 
is still necessary to involve people with disabilities in testing 
out the solution ensure it is universally designed and to help in 
informing what a solution would look like. Activities like 
workshops can be a good way for gathering this information.  

III. THE STORY DIALOG METHOD 

A. Study design 

Using Story Dialogue Method (SDM), we conducted two 
workshops. SDM draws from constructivism, feminism, criti-
cal pedagogy, and critical social sciences [16], [17]. The 
method is both a data collection and analysis method. This 
method is based on a structured dialogue that uses participants' 
own experiences as triggers for dialogue and discussions about 
certain topics. In our study, the topic of the SDM workshops 
was “Robots and Vulnerable Users.” 

TABLE I.  OVERVIEW OF THE PARTICIPANTS [18]. 

Method Participants overview 
Facilitators # Invited # Interested # Participated 

Workshop 1 2 (2 F: DS 
main, ZP 

observer) 

16 12  
(2 M, 10 F) 

5   
(1 M, 4 F) 

Workshop 2 4 (3 F, 1 M: 
DS main; ZP, 

TS, and 1 

master 
students as  

observers) 

17 9  
 (All F) 

3  
(All F) 

TOTAL 6 (4 Unique) 33 21  8  (1 M, 7 F) 

B. Participants 

The participants were recruited through convenience sam-
pling and using the snowball effect. All of them had a 
healthcare background or worked in a health-related field. 33 
participants were invited, and 21 responded positively to the 
initial invitation. However, in the end, only 8 participants took 
part in the study, and 4 different facilitators (n=12). Some of 
the participants had to cancel at the last minute due to schedule 
collisions, sickness, or personal reasons. The breakdown of 
those that were invited, interested, and participated is detailed 
in TABLE I.  

C. Data collection and analysis  

SDM was used for data collection during workshops. In 
workshops based on SDM, for example, participants will gain 
insights related to a specific theme, often when a change within 
an organization is desired to take place. In the past, SDM was 
primarily used in the healthcare domain, and in the education 
domain, but currently the method is also being used increas-
ingly in Human-Computer Interaction domains [19], [20]. 
Two of the authors (DS and ZP) had experience using this 
method previously. Rather than having the participants know-
ing each other or have experience with robots since before, the 
authors decided to use this method because it allowed them to 
arrive at different insights about the given theme through con-
versations based on a structured dialogue. Each workshop took 
about 3 hours to complete. Audio and video recordings of the 
workshops were made. Verbatim transcriptions of the work-
shops were made using the Whisper service at University of 
Oslo, Norway. The transcripts resulted into approximately 100 
pages of text, and approximately 36 000 words. The data was 
analyzed through SDM, since SDM is a method for collecting 
and analyzing data. The main facilitator clarified during the 
introduction that no prior experience with robots was required 
to participate in the workshop. To provide context and demon-
strate how different robots might look, an image depicting a 
variety of social and/or assistive robots was also shown to par-
ticipants. Fig. 1 provides an example of the robot images. The 
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workshops were structured as follows: 1) Storytelling, 2) Re-
flection circle, 3) Structured dialogue, 4) Reviewing the 
story records. Each part of the structured dialogue included a 
specific set of questions that guided the dialogue and helped 
the participants to reflect around the stories chosen. The set of 
questions was shared online with all the participants and was 
always available, during the workshop on a screen.  

Robotic pets 

 

TIAGo 

 

Nao 

 

Pepper 

 

AV1 

 

Berntsen 

 

Figure 1.  Different types of robots shown to the healthcare professionals 

during workshops 

D. Ethical considerations 

The study was registered to the Norwegian Center for Re-
search Data (NSD) for ethical assessment (#972068) and to the 
Regional Committee for Medical and Health Research Ethics 
(REK) (#494243). Participants received written and oral infor-
mation about the project and had the possibility to ask ques-
tions. The participation was voluntary. All signed an informed 
consent form. Participants could end their participation with-
out explanation or consequence for them, at any time. All the 
information about the participants was treated anonymously. 
The Norwegian Computing Center provided a dedicated se-
cure area for the data to be safely stored. 

IV. SCENARIO-BASED STORIES 

Since participants may not knew each other or have expe-
rience with robots, there was a possibility that someone might 
not have a story related to social robots, or might not want to 
share a story. So, we adapted SDM by creating stories that par-
ticipants could use as a starting point. Four stories were pro-
vided. Each story raised specific issues and involved the use 
of social robots with vulnerable users. Story 1 referred to a 
robot monitoring the health of an 85-year-old woman and her 
opinions about it. This story presents a range of ethical dilem-
mas for potential vulnerable users of social and assistive ro-
bots, home- and healthcare professionals, and researchers and 
academics in the fields of design, engineering, and healthcare, 
as well as Universal Design. Story 2 referred to the use of a 
robotic toy used with autistic children in therapy sessions with-
out conforming with the Medical Device Directive. This was 
passed on a real-world scenario discussed in Norwegian media 
[21]. Story 3 referred to the use of robotic pets as companions 
at a care center for elderly people with cognitive decline. Also 
based on real world events and presents ethical dilemmas for 
different people involved. Story 4 referred to robots using sign 
language to interact with a deaf tourist on vacation in a differ-
ent country. This story was on previous research [22] and 

highlighted possibilities for using a robot as an assistive tech-
nology. Participants received the stories in Norwegian and 
English one week before their workshop would start. We asked 
participants to select the story that they could relate to most. 
Those who had previously dealt with robots were also offered 
to bring their own story related to the given theme. Character-
istics of each story are provided (TABLE II. ) The full stories 
are documented in a project report [18]. 

TABLE II.  OVERVIEW OVER THE CHARACTERISTICS OF THE STORIES 

 Story 1  Story 2 Story 3 Story 4 

Robot TIAGo Romibo Robotic 

pets 

TIAGo 

Robot  

capabili-

ties 

Able to 

help with 
home 

chores, 

acting as a 

reminder, 

social 

interaction 

Speech 

interaction, 
tangible 

interaction 

Simulate a 

pet 
through: 

Moving 

head, 

blinking 

eyes, 

moving 
legs and 

paws, 

making pet 
sounds 

One-armed 

robot able 
to 

commnicat

e through 

sign 

language. 

Has only 
one 

gripper. 

Robot 

equipment 

Cameras 

and sensors 

A screen 

used as 
eyes 

Actuators 

moving the 
robot pet’s 

bodies 

Robot 

gripper 

Vulnera-

ble user 

Elderly 
people 

Children Elderly 
people 

Deaf 
people 

Persona’s 

character-

istics 

Impaired 
vision, 

sadness, 

depression 

or 

loneliness; 

Autism Cognitive 
decline 

Cannot 
interact 

through 

speech, 

people that 

are using 

sign 
language 

Context of 

use 

Home care Healthcare 

settings 
(therapy 

sessions) 

Care center 

for elderly 
people 

Semi-

public 
space 

(Coffee 

shop) 
Issues  

addressed 

Multimodal 

interaction, 

accessibilit
y, privacy, 

personalize

d services 

Robot toys 

used in 

health 
therapy 

sessions 

Ethical 

dilemmas, 

accessibilit
y, and 

multimodal 

interaction 

Inaccesible 

services for 

deaf 
people, 

universal 

design of 
robots, 

accessibilit

y of robot 
interaction 

V. FINDINGS 

We start with presenting the participants’ experience with 
robots. Then, we present some of the different challenges they 
identified during the workshop. 

A. Experience with robots and vulnerable users 

Most participants had limited or no experience with robots, 
especially socially assistive robots, but there were a few ex-
ceptions. One participant explained that she had previous ex-
perience with a feeding robot: a robot used with vulnerable us-
ers and operated by the patient’s eye movements, and with a 
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joystick, to feed themselves. The participant explained that the 
healthcare professionals were initially skeptical towards this 
robot, but once they saw a demonstration of the robot and how 
it was used in practice, they could see the value in it: the vul-
nerable user could take as long the user needed to eat a meal 
without being dependent on a care professional’s tight sched-
ule. The participant explained: “Their reaction before … was 
fear and a very negative attitude, where they [care profession-
als] assumed that this robot would take work from them. …But 
when we demonstrated the application, their negative attitude 
towards it changed to positive.”  Similarly, another participant 
explained her experience with social robots used with children 
with autism. One participant had limited experience with ro-
bots transporting different items in the hospital’s corridors and 
another participant had experience only with vacuum cleaner 
robots. However, this participant was aware of the need of 
these other kind of robots to be used in elderly care due to the 
shortage of personnel.  However, participants did have diverse 
experience working with vulnerable users: working with el-
derly people, women and immigrant people, people with au-
tism, children, people with dyslexia, people with attention def-
icit hyperactivity disorder (ADHD), deaf, and blind people, 
people with development disabilities, and people that needed 
care in their homes or in hospital settings. Further, the partici-
pants agreed that robots would play a significant role in 
healthcare in the future. They posited that robots would help 
vulnerable groups, reduce the burden on the healthcare system, 
and may improve their quality of life.  Despite this, partici-
pants also named challenges with incorporating robots into 
healthcare. In the participants’ opinion, the challenges include 
1) ethical dilemmas, 2) infrastructure considerations, 3) user 
considerations, and 4) design considerations. We present each 
of these next.  

B. Ethical considerations 

Participants unanimously agreed that the robots should not 
replace health care professionals. Participants agreed, how-
ever, that robots can be useful in training purposes, such as for 
teaching social skills to children with autism in the absence of 
teachers. In addition, participants admitted that more respon-
sibility was placed on the user when using these advance tech-
nologies. This could be dangerous. When banks transitioned 
from full-service to self-service and online banking, they 
promised customers that their in-person clerks and tellers 
would still be available. However, one participant point out 
bank customers often must deal with technology on their own, 
such as self-service and chatbots. Using this analogy, the par-
ticipant reminded us that vulnerabilities may arise when intro-
ducing new technologies. The technology could be used in a 
different way than intended from the start. This was also one 
of the concerns raised by participants about the use of these 
social and assistive robots in home- and healthcare.  

Participants expressed concerns regarding the misuse of 
these robots. Comments from participants highlighted how 
these robots may be useful in certain contexts and purposes, 
but there is a risk that the robots will be used inappropriately 
if researchers fail to communicate and inform users in which 
contexts and settings these robots are not relevant or useful. 
Care receivers and users may also be adversely affected when 
the robots are used. Another participant stated that humans de-
velop and interact best with things that are “natural” to them. 
Here, that would mean interacting with people, not with 

technology. Other ethical considerations participants men-
tioned included: the importance of safety, data security and 
privacy, how the data would be used, and preserving the right 
to privacy when using robots in the home. For instance, partic-
ipants were concerned healthcare professionals might be una-
ble to explain what happens with personal data collected by 
the robot: “the people who are working in healthcare at the 
end, are unable to answer the questions on what does the robot 
have to do with the information that the robot is gathering 
about others, like visitors and grandkids and so on.”.  

Who is responsible for the robot placed in the home of a 
care receiver or vulnerable person? One healthcare profession-
als explained: “…it is very important to know who has placed 
this robot in my home. Is it me who has bought it? Then I am 
responsible for it. But is it so that health care staff have come 
in and put it out, and tried it out, and are responsible for main-
taining everything? …if I [the patient] have placed the robot 
on my own, then you cannot expect that staff... It is this legal 
threshold, who takes responsibility, and then the staff can help 
to be nice. But if it goes wrong, the patient is injured, and the 
staff has been involved in it, then they [the staff] can answer 
for it and lose their certification.”  

Another participant concurred: “It also concerns 
healthcare professionals. They do not know how to use this ro-
botics, and who is responsible using this, and what kind of in-
formation has been used and where to collect how to collect 
and the responsibility.” 

One participant was concerned about the robot security, the 
data it collects, different contexts for use, and the patient’s 
physical safety: “With regards to knowing my responsibility, if 
I am the healthcare professional, I have to make sure things 
are secure. Let's say, for example, with regards to the data that 
the robot will be gathering, how shall I take care of those? 
And, also, with regards to the security of my patient. … differ-
ent people who are visiting my patient, for example, that's 
some sort of security, safety as well. It also depends on … if 
the patient is in their own home or in the nursing home, of 
course, there will be different needs for programming maybe.”  

One privacy issue was using a robot in a private space, such 
as a home. “When the robot collects information and recog-
nizes if there is a camera, especially when people come to visit, 
it is a problem that other people, both staff and other residents, 
or people on visit can be filmed without them knowing. They 
feel very uncomfortable with it and don't know who should 
have access to this. It can make people feel isolated, that peo-
ple just stop coming there.” 

Another participant mused, “If I had a robot in the home, 
with whom would it share the information?” 

Another concern pointed out was whether the integration 
of social robots in the home care services will eventually lead 
to increased loneliness, and less social support from humans 
(family members and healthcare professionals). Similarly, an-
other participant was afraid of a “being stuck in the home with 
a robot that does not function.” 

One of the last ethical concerns regarded sustainable pro-
duction of robots. The participants wished that robots would 
last, update themselves, and not need to be replaced every 
three years: “So therefore they have to plan this lifetime of a 
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product how long it should last. But when it comes to robots, 
with mobile phones, with smartphones to bring robots together 
they contain plastic, lots of metals, they contain different 
things that we don't have infinite resources. So therefore, we 
should think a little bit about how to design these robots so 
that they are more durable in the long run.”  

C. Infrastructure considerations 

A question raised during the workshops was how these ro-
bots should be included within these systems: whether they 
should be offered as a service by municipalities or the state? 
Should care recipients should be able to purchase them? This 
linked back to the responsibility questions raised in the previ-
ous section, especially in cases where the robots are bought 
privately and used in a care process.  Some participants were 
skeptical toward robots and advocated for healthcare profes-
sionals to be physically present during the care process. One 
participant pointed out that robots are a crucial part of the fu-
ture of healthcare. Another participant mentioned that he be-
gan thinking “robotical thoughts,” due to the workshop. In his 
view, robots could help society move forward. To make good 
care decisions, society needs to understand what robots can 
and cannot do, according to the participant. Hence, he agreed 
that robots can offer many advanced and beneficial features. 
Despite this, he was not in favor of robots replacing all human 
care with them. In addition, another participant stressed the 
importance of understanding one’s role and tasks as healthcare 
professionals, in addition to identifying what tasks can be au-
tomated, and which should not. 

When discussing story choices, one participant mentioned 
their studies did not prepare them to deal with these kinds of 
technologies: “we as healthcare professionals have to dedi-
cate our times to learn about this technology, because now we 
must be really prepared. We are facing new kinds of technol-
ogy, because we don't get it at school. And we don't have any 
continuing education on how to use this technology. Somebody 
just comes up and says, ‘There is a robot,… you can use it in 
your practice.’ … Somebody has to teach us how to use it, 
where to use it.” 

Another concern that the participants pointed out is that 
there is a shortage of nurses, and healthcare professionals in 
general. This also adds complexity on how to dedicate time to 
learn these technologies, when they are already too few: “We 
have lack of and shortage of nurses and healthcare profession-
als, or shortage of professionals who works in the nursing 
home, for example. So how are they going to really use their 
time sufficiently to use this technology?” 

This echoed a point of other for education within this do-
main: “the need for the helpers to learn the technology, to feel 
confident that what the technology is doing, to be able to an-
swer questions about what the technology is doing” 

There is a shortage of nurses, and healthcare professionals. 
This adds complexity on how to learn these technologies: “We 
have lack of time and shortage of nurses and healthcare pro-
fessionals, or shortage of professionals who works in the nurs-
ing home, for example. So how are they going to really use 
their time sufficiently to use this technology.” 

The participants seemed generally positive towards using 
robots. Once they could learn and use it, they predicted it 

would be a great help: “I know once we learn this technology, 
it is going to be a great help for us. Not only for the vulnerable 
group, for the elderly people, but also for us. It's going to con-
tribute a lot to our workload, but we must know how to use it, 
when to use it, where to use it, who's going to use it, how are 
we going to use it.” However, some participants were con-
cerned about encountering small technical challenges all the 
time once the robot is introduced. She made an analogy to us-
ing zoom and the blur filter, and how small technical details 
sometime may take a lot of time from the main tasks. Further, 
robots used in healthcare should also have a backup battery 
and be easy to recharge or the charging station that is placed in 
a practical way that is not in the way.  

D. User considerations 

The use of stories was a natural way to raise user aspects 
in the workshops. Some participants debated whether the vul-
nerable user is the care receiver, the healthcare provider, or 
both. All participants stressed how crucial it was to involve the 
user participants. Participants also raised the issue of how tech-
nology may undermine trust in healthcare if it does not work 
as intended. According to one participant, technology that does 
not work well from the start should not be used with vulnerable 
users. Otherwise, we may undermine the vulnerable users’ 
trust in care providers and care services. Social and assistive 
robots should be thoroughly tested before being used with vul-
nerable users. Moreover, social and assistive robots should be 
adapted to the individuals’ contexts of use and meet their indi-
vidual needs. Similarly, the social and assistive robots should 
support tasks performed during everyday life, e.g., educational 
activities for children, social aspects, and functionalities that 
facilitate a user’s daily life. A robot’s design should be user-
friendly, and early user involvement should be encouraged 
during the design process. One participant argued that the 
Story 4 showed that social robots can be empowering, and that 
it is important that the technology, in this case the robot, un-
derstand the user, even if the user only uses sign language: “to 
be met and to be understood in a way is more instrumental 
than social in a way.” The participant further stated that using 
robots with vulnerable groups to empower them makes the 
vulnerable groups seen and would give the groups more con-
trol of the situation. Thus, this creates positive experiences for 
the vulnerable groups. However, the participant pointed out 
that perhaps the deaf person would prefer to be approached by 
a person knowing sign language, rather than a robot, but the 
deaf person might be interested in the novelty of interacting 
with the robot anyway. For example, in schools where robots 
are used, children pay attention longer to robots, while the ro-
bot can also strengthen the relations with other peers.  

Owning a robot, it seems, can also give the owner a higher 
status amongst peers, regardless of the person having or not 
having a physical or cognitive disability. The robot raises cu-
riosity amongst others and popularity amongst peers, like hav-
ing an asset that others do not have. The participant familiar 
with the feeding robot claimed it gave higher status to the la-
dies using it when they took it out to a restaurant: “These ladies 
were supposed to take the robot with them to the restaurant 
and go out to eat. And they should not be ashamed of the fact 
that they use it, they thought it was fancy. And then there was 
another thing that they also mentioned, … the robot is a status 
symbol because it is expensive.” 
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Further, a participant emphasized the importance of shift-
ing the focus from the robots “taking care of” the vulnerable 
person to empowering them: “And it was perhaps a bit the 
same, I felt, with that story. That here there is something that 
is made for them that is high-tech and that can give a little 
more status instead of being the one who is taken care of as in 
the first story. It feels a bit more inclusive.” 

Unfortunately, robots can also be disempowering if the 
end-users were not involved in their design. One participant 
claimed that Romibo from Story 2 didn’t work because it was 
not designed with user participation: “… if you make some-
thing with user involvement, I think you can quite quickly come 
up with something that is dramatically much better than it [Ro-
mibo].” At the same time, user participation in design, espe-
cially when it comes to children, or vulnerable groups, is more 
challenging. It needs to be done on their terms. Her suggestion 
was to involve the users directly in the design. This will create 
a more inclusive design process, and thus robot design. What 
does inclusive design in social robots mean? Participants an-
swered that we need to listen to what the children or other vul-
nerable users want, rather what the adults or their caregivers 
say they want. The participants argued for user participation 
done in the right way and with good grounding in the user. 
This can be done by asking the users what they wish for, rather 
than pushing a technology on them. 

E. Design considerations 

In the workshop, some participants pointed out the im-
portance of taking certain factors into account. For instance, 
for vulnerable groups, robots should be helpful, facilitate care, 
and not introduce new challenges. The design should be 
adapted to the needs of each user. Participants noted tension 
between designing assistive robots that can be adapted, cus-
tomized or personalized to the individual while simultaneously 
meeting the needs of as many users as possible (thus fulfilling 
universal design principles). Participants suggested universal 
design as a starting point. That is, universal design is not the 
whole solution, but the “starting package”. Further customiza-
tion and personalization options should be included in these 
social and assistive robots. As one participant said: “I believe 
that these kinds of robots, they should be programmed with 
regards to individual needs of the patient.”  

Participants recommended buttons that are easy to manage 
by vulnerable users: “[buttons] should be easily managed. 
That's also my concern, especially if the older people. If it’s 
too complex, they will lose their patience or whatever.” 

Additionally, robot interface elements should have good 
icons, big letters, where different features can be adapted ac-
cording to the users’ needs: “… if it is for the elderly and for 
those with problems with their eyesight, it has to be good icons, 
good big letters. … it has to be adjusted depending on the 
needs of the individual”.  

This customization should also include the language spo-
ken by the user. Similarly, the screen of the robot, if the robot 
is equipped with one, should provide text in the language spo-
ken by the care receiver. In addition, if the robot can communi-
cate through speech, it should be able to interact in the lan-
guage of the care receiver, adjust its tone of voice, and adapt 
to the specific cultural norms of the user: “With regards to the 
tone of voice, with regards to the sentences, how is it formed. 

You know, if I'm going to interact with my robot, I have to have, 
and I am expecting for a little bit, let's call that, hopefully or... 
There's a cultural difference there with regards to expectation, 
with regards to intonation, with regards to, and the clarity of 
the voice. What kind of voice do I like? Shall I interact with a 
lady or with a strong robot who has more of a masculine type 
because he's going to do things that are more masculine for 
me.”  

The participants recommended the robot communicate in 
the form that matches the user best. The robot should adapt its 
communication to different users. Of course, this would create 
interoperability challenges. From a healthcare professional 
point of view, participants noted that the social robots should 
be easy to clean: “If I am to look at it as a health worker, and 
not as a private person, it is very important that the robot 
should be easy to clean. Then we always think about hygiene 
and infections. (…) you have an ongoing infection in the de-
partment, it is crucial that it is easy to clean. So it should not 
be a source of infections.”, “And then there may be a reason, 
if you cannot clean it, disinfect it, that it cannot be used for a 
certain period. And then it is tragic.” 

When asked about the robot appearance and the materials 
used, one participant preferred robots like Nao and Pepper 
(Fig. 1) due to hygiene. However, one participant argued that 
the robot should be comfortable to the user, when touching it. 
Similarly, the robot’s smell and the sounds it makes should be 
considered. “… it is important for the users that their senses 
are accounted for and taken care of.”  

Three participants said they preferred humanoid robots. 
One concern on their side was the robots may take away their 
jobs, and they could be replaced by robots. Another concern 
was the robots’ cost, and who will pay for them. A third con-
cern was the infrastructure for humanoid robots, arguing that 
smaller robots, such as robot companions or Berntsen (Fig. 1) 
do not require many infrastructure changes. At home, partici-
pants preferred humanoid robots. When asked why, one ar-
gued that the robot should meet the expectations of its appear-
ance: “I was very disappointed when I saw this robot 
transporting goods at Akershus University Hospital. It warned 
me that I should move. Then I heard a voice, so I moved and 
looked around. I did not see anyone and then I got a reminder 
that I should move from their track. Suddenly I discovered that 
there was a box on the floor. Then I was a little disappointed. 
It is a little expectation. If it is something that should resemble 
our functions, humanoids, then one expects that there should 
be a little humanoid appearance as well. It is a bit subcon-
scious; I think.” One participant argued humanoid robot looks 
more realistic than other types of robots. She considered the 
humanoid appearance of the robot makers her think about 
something different than just equipment and build a social re-
lation with it. Another participant argued that a humanoid ro-
bot speaks more to her. A third participant agreed that it will 
be easier to interact with a robot if it resembled a human. One 
participant disagreed with this point of view. She argued that 
one addresses all kinds of technical devices as if they were hu-
mans. For instance, one can find himself talking to a robot vac-
uum cleaner, or to a TV. She also argued that as the technolo-
gies become more and more advanced, we, humans, tend to 
assign social attributes to these technologies. This is not nec-
essarily dependent on the appearance of the technology. 
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Another participant, while she agreed with the others, also 
pointed out choosing a robot is dependent on the context of 
use. She explained that the Pepper robot was not as appropriate 
as Nao to be used with children with autism, because of its size 
might be intimidating. Children with autism needed less stim-
uli from the robot’s appearance, so they can focus on learning 
and interacting with the robot. Some participants also men-
tioned that a bigger robot might be more powerful and have 
more capabilities than a smaller robot.  

The topic ended in agreement that functionality and ap-
pearance should be balanced in relation to each other, but also 
in relation to the context of use. For instance, a robot that has 
a great height may feel overwhelming to a bedridden person, 
and therefore it would not be appropriate. One of the partici-
pants explained that devices provided by the state through pub-
lic services often focus only on the device functionality. But 
focusing solely on functionality may be perceived by users and 
those around the users as more stigmatizing. If the care re-
ceiver as a user of the device wishes to opt for a finer design 
(more discreet), then the user should take that additional cost 
as it is a status symbol for the one using it. Similar examples 
exist for hearing aids and wearable safety alarms in Norway 
and Sweden. The robot should also provide stimulation to vul-
nerable users. Users may tire of the robot if it provides too little 
stimulation (such as robotic pets), especially after the novelty 
has worn off. In addition, the robot should be user friendly and 
easily accessible for the users. The participants understood ac-
cessibility of robots as the robot’s design being accessible, but 
not stigmatizing. In the participants’ view, accessibility means 
availability for all: especially for children with variability in 
their abilities, but also others. One of the participants noted 
that when robot AV1 (Fig. 1) was used with children with dis-
abilities, all the children were interested in the robot, not only 
those having disabilities. Similarly, it’s important that the us-
ers get instructed how to use the robots, but also that they make 
the communication with the vulnerable people easier. The role 
of social robots in interaction with vulnerable users could be 
more a coach or helper in the home, which motivates the user 
and help with practical tasks, rather than a robot that only mon-
itors a user. The robot should help with practical tasks. 

VI. DISCUSSION 

One of the important aspects was whether the introduction 
of the robots in one's social life is optional or forced solutions 
to compensate the needs of the users. Humans should not be 
replaced by robots, but rather, robots should be a practical 
complement. To protect user safety and privacy, robots must 
not pose a threat. In the study, the importance of determining 
who is responsible for a robot in a care environment, in a care 
facility or in the care of an individual was highlighted. It is also 
important to note that legal responsibility differs based on 
ownership of the robot: whether the healthcare service pro-
vider owns a such robot, or if a such robot is owned by the care 
receiver him- or herself. Unless the robot is owned by a 
healthcare facility, authorized personnel cannot operate it or 
assist users. In the event of an accident, responsibility falls on 
the owner and the user. These legal thresholds can put legiti-
mate staff in an ethical and moral dilemma in healthcare. For 
robots to respond to the needs of their users, we must consider 
who the user is. To minimize dissatisfaction with the technol-
ogy, the vulnerability principle emphasizes the importance of 

robots being designed and tested by targeted users before 
reaching users. A robot’s functions should also be adapted to 
the context in which it will be used. The robots are expected to 
perform complex tasks like humans, including learning, so-
cializing, and performing daily tasks. Robots should be de-
signed with a foundation that can be customized based on in-
dividual needs. 

A. Discussion on the method used 

In this study, SDM was used to collect and analyze the 
data. It is a structured dialogue method that enables five dif-
ferent steps for analyzing and reflecting around selected 
themes. We used four types of questions that encompassed de-
scriptions, explanations, synthesis, and actions. Participants’ 
perspectives on social robots used with vulnerable users were 
balanced with open pre-defined questions asked by the main 
facilitator to ensure the structured dialogue. The dialogue 
served as a means of moving forward and towards a deeper 
understanding and action. Every step of the SDM process was 
time-limited and awarded in advance. Storytelling depended 
on the participants' motivation, and immediately created a sup-
portive group environment. The entire SDM process was suc-
cessful thanks to being led by a skilled facilitator. The work-
shops sought to put on the agenda valuable personal 
experiences and assumptions and identify important themes 
and issues that relate to how robots affect the users' perceptions 
around the use of robots with vulnerable users. One of the 
strengths of SDM is that it encourages empowerment by fo-
cusing on the experiences of individuals, i.e., users. When sev-
eral participants discuss the same theme and suggest practical 
actions that might benefit everyone, these are powerful tools. 
In addition to being flexible, the method can be used for a 
longer period if necessary. The SDM requires considerable in-
volvement from participants and can generate valuable local 
knowledge that can be used to address issues that are important 
to them. 

B. Implications for Universal Design 

If robots are to be used in care situations or with people in 
vulnerable situations, then they must be universally designed. 
The participants raised issues with infrastructure in a home and 
vulnerable people that can benefit from using universal design 
techniques. In addition, participants’ opinions that the robot 
needed to be universally designed as a baseline echoes themes 
that we have noticed in other areas such as the internet of 
things [23]. Like the internet of things, robots may not have 
screens or traditional ways of interacting with the technology. 
On the other hand, robots’ mobility brings additional aspects 
of universal design that need to be considered. Using the work-
shops was a good first step in identifying potential issues that 
need to be considered when creating a robot that will be used 
with vulnerable people. These workshops or other methods 
that allow users to participate and provide their opinions are 
essential to aid in mapping the different issues that need to be 
considered. Combining the user methods with other methods 
and standards for designing accessible technology should help 
in creating robots that can be used by as many people as pos-
sible, including vulnerable users with variation in their abili-
ties. 
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C. Implications for HRI studies 

The issues raised by the participants show that there still is 
a need for examining aspects of having a robot helping vulner-
able people and how to universally design a robot. This in-
cludes research in theory, design, and evaluation. Linking back 
to universal design, one aspect that could be examined is how 
to accommodate robot customization in the home and 
healthcare context. Given this need for customization, there 
are avenues to explore in how to make the robot customizable, 
how this can be done by people without having extensive 
knowledge of robots and making choices about what can and 
cannot be customized. There is also an interesting area to ex-
plore in the use of materials and making interaction work with 
multiple sense. These tasks will be multidisciplinary work be-
tween engineers, designers, users, and healthcare providers; 
something that HRI work is known for. 

VII. CONCLUSION 

We gathered viewpoints from health professionals about 
the use of robots with vulnerable users in the home and 
healthcare context and possible universal design or accessibil-
ity issues around this. The SDM with additional stories gave 
participants that were not familiar with social robots a solid 
base to start discussion. Issues were discussed around ethics, 
responsibility, user concerns, design, and infrastructure. The 
information was useful as a step for future work in creating 
universal designed robots, thus more inclusive robots that can 
be used by a range of different users: care receivers, informal 
care givers (e.g., family members), and healthcare profession-
als. The main contribution of the paper is introducing the SDM 
method to HRI community, as well as findings around univer-
sal design and accessibility of robots, to create more inclusive 
social robots. In the near future, more studies around universal 
design and accessibility issues are needed, considering that so-
cial robots in home and healthcare will be used by many dif-
ferent stakeholders, with- or without robot literacy. 
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