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Summary 

DNA damage is a major source of genomic instability and contributes to cancer 

development. On the other hand, inflicting lethal DNA damage is one of the most commonly 

used treatment strategies for cancer. DNA damage can e.g. be induced by agents that 

enhance the levels of replication stress. The survival of cancer cells is thus dependent on the 

responses to DNA damage and replication stress, where the transcription machinery 

emerges as a central factor. Understanding the role of transcription in the responses to DNA 

damage and replication stress is therefore of great importance.  

 

The aim of this PhD thesis was to explore the interplay between transcription and the 

responses to DNA damage and replication stress. In paper I, we discovered novel roles for 

protein phosphatase 1 (PP1) nuclear targeting subunit (PNUTS)-PP1, the RNA polymerase II 

(RNAPII) C-terminal domain (CTD) phosphatase, and the docking protein WDR82 in 

suppressing replication stress. WDR82 has been shown to associate with PNUTS in the PTW-

PP1 complex and binds RNAPII phosphorylated on serine 5 (pRNAPII S5). PNUTS-PP1 is 

known to dephosphorylate pRNAPII S5, and we discovered that WDR82 also promotes 

pRNAPII S5 dephosphorylation. Loss of pRNAPII S5 dephosphorylation affected the stability 

of RNAPII on chromatin, as we observed enhanced RNAPII residence time on chromatin after 

depletion of PNUTS/WDR82. With the proteasome inhibitor MG132, we discovered that 

RNAPII turnover was inhibited, indicating that PNUTS and WDR82 promoted degradation of 

RNAPII on chromatin. The replication stress response seen after depletion of PNUTS and 

WDR82 was dependent on transcription, as treatment with the transcription inhibitor THZ1 

partially restored the DNA replication rate. This suggested that PNUTS-PP1/WDR82 

promoted normal DNA replication by suppressing transcription-replication conflicts. We also 

found that the phospho-CTD interactor CDC73 was required for the enhanced RNAPII 

stability on chromatin seen after depletion of PNUTS/WDR82. Altogether, this suggests that 

WDR82 and PNUTS-PP1 are required to maintain a dynamic state of RNAPII to prevent 

conflicts with the replication fork.   

 

As the interplay between transcription and the responses to replication stress and DNA 

damage is cell cycle dependent, we developed a flow cytometry technique that accurately 

measures RNAPII levels on chromatin in single cells through the cell cycle. In paper II, the 

technique was applied to measure cell cycle specific effects on RNAPII levels on chromatin in 

the presence and absence of DNA damage induced by ultraviolet radiation (UV). RNAPII is 

directly involved in the response to UV-induced bulky lesions, as lesion-stalled RNAPII signals 

to initiate transcription-coupled nucleotide excision repair (TC-NER). UV irradiation has been 

shown to induce a global “shutdown” of transcription, which causes reduced RNAPII pools 

and subsequent inhibition of transcription initiation. Interestingly, our results showed that 

transcription initiation was enhanced at early time points (15-30 min) after UV irradiation, 

which was primarily evident for the pRNAPII S5 form. Later, at 2h after UV irradiation, we 

observed a global inhibition of transcription, where the reduction in RNAPII levels on 
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chromatin was most pronounced for pRNAPII S5. As the elongating form of RNAPII is 

believed to encounter the UV-induced lesions and further targeted for degradation, we were 

surprised to see that pRNAPII S5 was specifically reduced at 2h after UV. pRNAPII S5 is 

associated with promoter proximal pausing, which is believed to be refractory to 

degradation. By inhibiting release into productive elongation with the transcription inhibitor 

5,6-dichloro-1-β-ribofuranosylbenzimidazole (DRB), we were able to confirm that the 

promoter proximal paused RNAPII was specifically targeted for degradation after UV. 

Promoter proximal paused RNAPII was also shown to be targeted for degradation during 

unperturbed conditions. We also revealed cell cycle specific effects in the response to UV 

irradiation, as pRNAPII S2 levels were found to be more stable in S phase and pRNAPII S5 

was degraded to a greater extent in S phase compared to G1 or G2 phases. Based on our 

results we proposed a new model for the effect of UV on the transcription cycle. We 

hypothesized that enhanced initiation of transcription after UV irradiation causes a 

phenomenon of “promoter proximal crowding”, which resulted in premature termination via 

degradation of RNAPII.  

 

The interplay between transcription and DNA damage was further explored in paper III, 

where we studied the role of transcription in the response to double-stranded breaks (DSBs) 

induced by ionizing radiation (IR). We observed a global inhibition of transcription after IR 

treatment, also at early time points (15-30 min). The reduction in RNAPII levels was 

especially notable for pRNAPII S2, suggesting that transcription elongation was suppressed 

by IR. PNUTS-PP1 was found to be required for the global inhibition of transcription upon IR-

induced DNA damage. Notably, PNUTS depletion did not only recover IR-induced inhibition 

of transcription, but it also promoted a phospho-CTD mediated non-homologous end-joining 

(NHEJ) repair pathway. Several factors associated with NHEJ were enhanced on chromatin 

upon PNUTS depletion, while their chromatin association was inhibited with THZ1. As these 

NHEJ associated factors have been shown to bind the phospho-CTD, this suggested that the 

phosphorylation status of RNAPII CTD regulated their binding to chromatin. Moreover, RNA 

was found to be required for the recruitment of some NHEJ factors, but was not solely 

responsible for their enhanced chromatin association in PNUTS depleted cells. Additional 

factors, such as the phospho-CTD binding proteins CDC73 and DDX5, were required for the 

enhanced NHEJ frequency and influenced the recruitment of some NHEJ factors after PNUTS 

depletion. As the phospho-CTD and nascent RNA have been proposed to promote phase 

separation, we hypothesized that the phospho-CTD promoted NHEJ by forming nuclear 

condensates, involving nascent RNA, CDC73 and DDX5. However, this has to be further 

explored.  

 

Taken together, our results support that the transcription machinery plays a central role 

in the DNA damage and replication stress responses. Our work has identified several new 

factors involved in the interplay between transcription and such genome integrity pathways.  
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Sammendrag (in Norwegian) 

DNA-skade truer stabiliteten til genomet og kan føre til utvikling av kreft. Samtidig er det 

å påføre DNA-skade en av de mest brukte strategiene for å drepe kreftceller. Skaden kan 

blant annet påføres av stoffer som øker nivåene av replikasjonsstress. Kreftcellenes 

overlevelse er dermed avhengig av responsene til DNA-skade og replikasjonsstress, hvor 

transkripsjonsmaskineriet har vist seg å være sentral faktor. Det er dermed viktig å utforske 

rollen til transkripsjon i responsene til DNA-skade og replikasjonsstress.  

 

Målet med denne avhandlingen var å utforske samspillet mellom transkripsjon og 

responsene til DNA-skade og replikasjonsstress. I artikkel I oppdaget vi nye roller for 

proteinfosfatase 1 (PP1)-kjerneadresserende subenhet (PNUTS)-PP1, fosfatasen til det C-

terminale domenet (CTD) til RNA-polymerase II (RNAPII), og dokkingproteinet WDR82 i å 

hindre replikasjonsstress. WDR82 finnes i proteinkomplekset PTW-PP1 sammen med PNUTS, 

og har vist seg å binde RNAPII fosforylert på serin 5 (pRNAPII S5). PNUTS-PP1 er kjent for å 

defosforylere pRNAPII S5, og vi har nå oppdaget at WDR82 også promoterer pRNAPII S5-

defosforylering. Tapet av pRNAPII S5-defosforylering viste seg å påvirke stabiliteten til 

RNAPII på kromatin, da vi observerte at RNAPII oppholdt seg lengre på kromatin etter 

nedregulering av PNUTS/WDR82. Behandling med proteasomhemmeren MG132 avlsørte at 

omsetningen av RNAPII på kromatin ble hindret, noe som indikerte at PNUTS og WDR82 

promoterte degraderingen av RNAPII på kromatin. Replikasjonsstresset påført av 

nedreguleringen av PNUTS og WDR82 viste seg å være avhengig av transkripsjon, da 

behandling med transkripsjonshemmeren THZ1 delvis gjenopprettet hastigheten av DNA-

replikasjon. Dette antydet at PNUTS-PP1/WDR82 promoterte normal DNA-replikasjon ved å 

hindre transkripsjon–replikasjon-konflikter. Vi avdekket også at CDC73, som er kjent for å 

binde fosforylert CTD av RNAPII, var nødvendig for den økte stabiliteten til RNAPII på 

kromatin etter nedreguleringen av PNUTS/WDR82. Kort oppsumert antyder dette at WDR82 

og PNUTS-PP1 er nødvendige for å opprettholde RNAPII i en dynamisk tilstand for å unngå 

konflikter med replikasjonsgaffelen.  

 

Siden samspillet mellom transkripsjon og responsene til replikasjonsstress og DNA-skade 

er avhengig av cellesyklus, utviklet vi en væskestrømscytometriteknikk som nøyaktig måler 

RNAPII-nivåer på kromatin i individuelle celler gjennom cellesyklusen. Denne teknikken ble 

videre brukt i artikkel II for å måle cellesyklusspesifikke effeker på kromatinnivåer av RNAPII 

med og uten DNA-skade påført ved UV-bestråling. RNAPII er kjent for å være direkte 

involvert i responsen til DNA-skade påført ved UV-bestråling, hvor RNAPII stans ved DNA-

skaden signalerer igangsettingen av transkripsjonslenket nukleotidkuttingsreparasjon (TC-

NER). UV-bestråling har også vært vist å medføre en global «nedstenging» av transkripsjon. 

Som en konsekvens blir den totale beholdningen av RNAPII i cellen redusert og ny initiering 

av transkripsjon hindres. Det var dermed interessant at vi observerte økt 

transkripsjonsinitiering ved tidlige tidspunkter (15-30 min) etter UV bestråling, hvor 

økningen var mest påfallende for pRNAPII S5.  Siden elongerende RNAPII har vært ansett 
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som den formen av RNAPII som møter på UV-indusert skade, og deretter degraderes, ble vi 

overrasket over at pRNAPII S5 ble spesifikt redusert 2 timer etter UV-bestråling. pRNAPII S5 

er assosiert med promotorproksimalt stanset RNAPII, og har blitt ansett å være beskyttet 

mot degradering. Vi bekreftet at promotorproksimalt stanset RNAPII ble spesifikt degradert 

ved å hindre frigjøringen av RNAPII til produktiv elongering med transkripsjonshemmeren 

5,6-diklor-1-β-ribofuranosylbenzimidazol (DRB). Det viste seg at promotorproksimalt stanset 

RNAPII også ble degradert under uforstyrrede forhold. I tillegg avdekket vi 

cellesyklusspesifikke effekter i responsen til UV-bestråling, hvor pRNAPII S2-nivåene viste seg 

å være mer stabile i S-fasen og pRNAPII S5 ble degradert i større grad i S-fase sammenlignet 

med G1- og G2-fasene. Basert på våre resultater foreslo vi en ny modell for effektene av UV-

bestråling på transkripsjonssyklusen. Vår hypotese gikk ut på at økt transkripsjonsinitiering 

etter UV-bestråling førte til fenomenet «promotorproksimal opphopning», som resulterte i 

prematur terminering av transkripsjon via degradering av RNAPII. 

 

Samspillet mellom transkripsjon og DNA-skade ble videre addressert i artikkel nummer III, 

hvor vi studerte rollen til transkripsjon i responsen til dobbelttrådbrudd påført ved 

ioniserende stråling (IR). Vi observerte en global undertrykkelse av transkripsjon etter 

behandling med IR, også ved tidlige tidspunkter (15-30 min). Reduksjonen i RNAPII-nivåer 

var fremtredende for pRNAPII S2, noe som tydet på at transkripsjonselongeringen ble 

hindret etter behandling med IR. PNUTS-PP1 ble funnet å være nødvendig for den globale 

undertrykkelsen av transkripsjon etter IR-indusert DNA-skade. Merk at nedreguleringen av 

PNUTS ikke bare gjennopprettet undertrykkelsen av transkripsjonen etter IR, men også 

induserte en ikke-homolog endekobling (NHEJ)-reparajonsmekanisme som ble promotert av 

fosforylert CTD. Faktisk observerte vi at flere faktorer assosiert med NHEJ hadde økt 

kromatinbinding ved nedreguleringen av PNUTS, mens kromatinbidningen ble hindret med 

THZ1. Disse NHEJ-faktorene har blitt vist å binde fosforylert CTD, noe som antyder at 

fosforyleringsstatusen til RNAPII CTD regulerer kromatinbindingen av faktorene. Videre 

oppdaget vi at RNA var nødvendig for rekruteringen av noen av disse NHEJ-faktorene, men 

at RNA ene og alene ikke var ansvarlig for deres økte kromatinbinding etter nedreguleringen 

av PNUTS. Tilleggsfaktorer, slik som CDC73 og DDX5, som har blitt vist å binde fosforylert 

CTD, var nødvendig for den økte reparasjonen ved NHEJ, samt var involvert i rekruteringen 

av noen NHEJ-faktorer etter nedreguleringen av PNUTS. Siden fosforylert CTD og nylig 

produsert RNA har blitt foreslått å promotere faseseparasjon, foreslo vi en hypotese basert 

på at fosforylert CTD promoterte NHEJ-reparasjon ved å danne kondensater i kjernen, som 

også inneholdt RNA, CDC73 og DDX5. Dette må derimot utforskes videre.  

 

Alt i alt støtter våre resultater opp under at transkripsjonsmaskineriet har en sentral rolle 

i responsene til DNA-skade og replikasjonsstress. Vårt arbeid har også identifisert flere nye 

faktorer involvert i samspillet mellom transkripsjon og slike signalveier som ivaretar 

integriteten til genomet.
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1 Introduction 

Faithful duplication of the genome during cell division is important to maintain genomic 

integrity. Although the process of DNA replication is strictly controlled, problems may arise 

that threaten the integrity of the genome. Such events that stall or block the progression of 

the replication machinery are collectively referred to as replication stress. There are 

numerous sources that can lead to impaired fork progression, and DNA damage is 

considered both a source and a consequence of replication stress [1]. As major sources of 

genomic instability, both replication stress and DNA damage contribute to cancer 

development [1-3]. Cancer is a large group of diseases associated with abnormal cell growth 

and bears the potential to spread to other parts of the body. One underlying mechanism of 

cancer is time dependent accumulation of genomic instability and DNA damage, which 

renders age as a major risk factor for developing cancer [4]. Defects in the DNA repair and 

replication stress responses contribute to carcinogenesis, however, they can also be 

exploited to improve the output of cancer treatments. Such defects can be specifically 

targeted in cancer cells as they are less common in normal tissue [3]. It is therefore of great 

importance to improve our knowledge on DNA damage and replication stress responses to 

explore how these defects can be targeted in cancer treatments.  

   

Numerous studies have shown that transcription is a major source of replication stress 

and genomic instability [5, 6]. Some cancers display globally enhanced levels of transcription 

[7-10] and it has been shown that transcription inhibitors can improve the therapeutic 

outcome in such cancers [11-14]. Transcription is also emerging as a central factor in the 

DNA damage response. The main component of the transcription apparatus, RNA 

polymerase II, has been proposed to be involved in detection, repair and signaling following 

DNA damage [15-20]. As it continuously scans the genome during RNA synthesis, RNA 

polymerase II can be considered the ultimate surveyor of genomic integrity. Understanding 

how RNA polymerase II responds to replication stress and DNA damage will thus help to fully 

understand the DNA damage signaling and repair pathways and further improve our 

knowledge on cancer etiology.  
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1.1 The cell cycle 

 The cell cycle – regulation and checkpoints 1.1.1

The cell cycle is the process where the DNA is duplicated and a cell divides to generate 

two identical daughter cells. This process initiates when a resting cell moves from the resting 

phase (G0) into Gap phase 1 (G1), followed by the Synthesis phase (S), Gap phase 2 (G2) and 

Mitosis (M) (Figure 1). The G1, S and G2 phases together constitute the interphase. Mitosis 

can be further divided into prophase, metaphase, anaphase and telophase. After completion 

of mitosis, the cell divides to generate two daughter cells. These cells can further initiate a 

new cell cycle, or if the conditions do not support cell division, the daughter cells enter the 

resting phase, G0. Strict regulation of the cell cycle secures proper completion of one phase 

before entering the next. If a cell bypasses this regulation and enters the next phase 

prematurely, the cell may experience genomic instability and in worst case cell death. The 

transition from one phase to the next is therefore precisely timed by the activation of Cyclin-

dependent kinases (CDKs), which is achieved by binding to specific Cyclins to form active 

heterodimers. A cell needs to pass three cell cycle checkpoints to complete one cycle of cell 

division. The activity of the different CDKs peaks in series to drive the progression of the cell 

cycle [21, 22].  

 

 

Figure 1: The cell cycle. The cell cycle consists of two gap phases G1 and G2, which separates the 
Synthesis phase (S) and Mitosis (M). The DNA is duplicated in S-phase prior to the production of two 
identical daughter cells during M-phase. If the conditions do not support a new round of cell division, the 
cell enters the G0 resting phase.  
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 S-phase and DNA replication 1.1.2

In S-phase, the genome is copied into two identical versions through the process of DNA 

replication. It is important to maintain the genomic integrity and the process of DNA 

replication is therefore strictly regulated and supervised by several pathways. DNA 

replication starts with the licensing stage, where thousands of “pre-replication complexes” 

(pre-RCs) are loaded onto DNA at specific genomic locations, termed “replication origins”. 

Licensing of origins requires low CDK activity and is therefore restricted to telophase [23] 

and G1-phase [24, 25]. The ORC (ATPases Origin Recognition Complex), together with Cdt1 

(Chromatin licensing and DNA replication factor 1), Cdc6 (Cell division cycle 6) and the 

helicase MCM2-7 (Minichromosome Maintenance Protein 2-7), bind together at replication 

origins to form the pre-RC (Figure 2) [26].The helicase remains inactive until the cell enters 

S-phase and the CDK activity increases [24]. This is to prevent re-licensing of already 

replicated sequences in S-phase and to ensure that DNA is replicated only once per cell cycle 

[27]. On the other hand, it is important that enough origins are licensed, as under-replication 

also poses a threat to the genomic integrity. As licensing is limited to G1 and only happens 

once during a cell cycle, the cell “overcompensates” by licensing more origins than required 

for normal replication [25]. Whether an origin is fired or not depends on the replication 

program and is regulated by factors such as epigenetic marks, 3D genome architecture and 

transcriptional activity [28]. Although origins are termed as “early” or “late” firing, the 

process of origin firing occurs in a continuum throughout S-phase [29]. Origins that are 

unused during normal replication, termed “dormant” origins, can be fired later in the 

replication program to complete replication in the case of e.g. replication fork stalling [25].  

 

As the cell proceeds into S-phase, replication is initiated by converting a licensed origin 

into an active replication fork. This process is highly regulated, where both current factors of 

the pre-RC complex are modified but also new factors are incorporated. Phosphorylation of 

the pre-RC complex by the kinases CDK2/Cyclin E and DDK (Dbf4-Dependent kinase) initiates 

origin firing and further promotes binding of CDC45 and GINS (Go-Ichi-Ni-San) to MCM2-7 

[24, 30]. This leads to the formation of the pre-initiation complex (pre-IC). The MCM2-7 

helicase is activated upon interaction with CDC45 and GINS [30], which further causes the 

DNA double stranded helix to unwind and form a replication bubble [31]. PCNA (Proliferating 

Cell Nuclear Antigen) encircles the double-stranded DNA and acts as a scaffold to tether 

proteins such as DNA polymerases to DNA to form two replication forks at each end of the 

bubble [32]. There are three types of DNA polymerases involved in replication:  α generates 

short primers to initiate DNA synthesis, while δ and ε incorporates new nucleotides to 

assemble a new DNA strand on top of the template strand during elongation [31]. The DNA 

polymerases work bidirectionally from the origin to form two complementary DNA strands. 

If a replication fork encounters another active replication fork, the active helicase and PCNA 

are removed from chromatin and the replication fork gets disassembled [24].   
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Figure 2: Initiation of DNA replication. In G1, DNA replication is initiated by loading of pre-replication 
complexes (pre-RCs) onto specific locations on DNA, termed “replication origins”. These pre-RCs consist of 
ORC, Cdt1, Cdc6 and the MCM2-7 helicase. When the cell enters S-phase, increased CDK2/Cyclin E and 
DDK activity leads to activation of the helicase as it promotes binding of CDC45 and GINS to MCM2-7.  
Phosphorylation of Cdt1 and Cdc6 promotes their release from the pre-RCs and the remaining factors 
form the pre-initiation complex (pre-IC). Helicase activation facilitates melting of the DNA and the 
formation of a replication bubble. PCNA tethers the DNA polymerases ε and δ to DNA, to complete 
replisome assembly. See main text for details and references. Modified from [33]. Abbreviations: ORC, 
ATPases Orgin Recognition Complex; Cdt1, Chromatin licensing and DNA replication factor 1; Cdc6, Cell 
division cycle 6; MCM2-7, Minichromosome Maintenance Protein 2-7; CDK2, Cyclin-dependent kinase 2; 
DDK, Dbf4-Dependent kinase; GINS, Go-Ichi-Ni-San; PCNA, Proliferating Cell Nuclear Antigen. 

 

During replication, the replication fork might encounter different events that distort the 

replication program. These events are collectively referred to as replication stress. This topic 

will be further explored in chapter 1.4. 
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1.2 Transcription 

 The transcription cycle 1.2.1

Transcription is the process of synthesizing RNA from the DNA code. RNA synthesis occurs 

throughout the cell cycle, except in mitosis when transcription is globally supressed [34-37]. 

There are several forms of RNA, where the main ones; messenger RNA (mRNA), transfer RNA 

(tRNA) and ribosomal RNA (rRNA), are used in the production of proteins. As mRNA carries 

the protein code, other types of RNA are termed non-coding RNA. In addition to tRNA and 

rRNA, there are numerous types of non-coding RNA that functions in gene expression via 

transcriptional and post-transcriptional regulation, and in epigenetic regulation [38]. The 

main mediators of transcription are RNA polymerases, where RNA polymerase II (RNAPII) is 

responsible for transcribing most of the genome in eukaryotic cells. RNAPII is a multi-subunit 

complex that contains a unique domain at the carboxy-terminus (CTD) of its largest subunit, 

RPB1. The CTD is conserved in fungi, plants and animals, ranging from 26 (in yeast) to 52 (in 

mammals) heptapeptide aminoacid repeats with the consensus sequence Y1S2P3T4S5P6S7 [39-

41]. During the transcription cycle, the CTD is subjected to post-translational modifications, 

mainly by phosphorylation. The pattern of different modifications is referred to as the “CTD 

code”, which coordinates the recruitment of factors involved in transcription and RNA 

processing [41-43]. Amongst the different modifications of the CTD, the dynamic 

phosphorylation of serine 2 (pRNAPII S2) and serine 5 (pRNAPII S5) are the most studied. 

RNAPII at promoter proximal regions express high levels of pRNAPII S5, while pRNAPII S2 are 

associated with productive elongation [40]. pRNAPII S5 is also found in gene-internal regions 

and is enhanced on paused RNAPII at splice sites [44].  

 

The transcription cycle is precisely timed and regulated at multiple steps. The main steps 

of the transcription cycle includes recruitment and formation of the preinitiation complex 

(PIC) at the promoter, release from the promoter and stalling at the promoter proximal 

pause site, promoter release followed by productive elongation, and finally termination 

(Figure 3) [45]. To initiate transcription, RNAPII and a set of general transcription factors 

(GTFs) are recruited to the promoter to form the PIC. The following transcription factors are 

required as a minimum for transcription initiation in vitro: TATA-binding protein (TBP), TFIIA, 

TFIIB, TFIIF, TFIIE and TFIIH [46]. PIC assembly is stimulated by the Mediator complex, which 

is required for recruitment of TFIIH to the promoter. Phosphorylation of the CTD on serine 5 

by the TFIIH kinase CDK7 promotes the release of the Mediator and leads to promoter 

clearance of the RNAPII complex [47].  
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Figure 3: The transcription cycle. Transcription is initiated by the recruitment of PIC, which contains 
RNAPII and general transcription factors (GTFs), to the promoter. CDK7, within the TFIIH complex, 
phosphorylates pRNAPII S5 to promote promoter clearance. RNAPII progression is then stalled upon 
promoter proximal pausing, facilitated by DSIF and NELF. Premature termination and degradation of 
nascent RNA is prevented by the addition of a 5’cap. Pause release is triggered by the P-TEFb kinase by 
pRNAPII S2, but also by phosphorylation of DSIF and NELF, which causes NELF to dissociate. pRNAPII S2 
levels peaks towards the 3’end and RNAPII progression slows upon encounter with a poly (A) signal (PAS). 
Termination factors, such as the RNA splicing machinery and polyadenylation factors (CPF) are recruited 
to pRNAPII S2 to terminate elongation and form mature mRNA. The capped and polyadenylated RNA is 
then released and RNAPII can be recycled for new rounds of transcription. See main text for details and 
references. Adapted from [48]. Abbreviations: PIC, pre-initiation complex; RNAPII, RNA polymerase II; 
pRNAPII S5, RNAPII CTD phosphorylated on serine 5; pRNAPII S2, RNAPII CTD phosphorylated on serine 2; 
DSIF, DRB sensitivity factor; NELF, negative elongation factor. 

  

 

After 20-50 nucleotides downstream of the transcription start site (TSS), RNAPII is paused 

[49-51]. This promoter proximal pausing is considered a main rate-limiting step of 

transcription. Factors such as the DSIF complex (DRB sensitivity factor), composed of Spt5 

and Spt4, and NELF (negative elongation factor) enforce promoter proximal pausing [45]. 

Spt5 binds RNAPII and promotes recruitment of capping enzymes [52] that recognizes serine 

5 CTD repeats on RNAPII [53]. This is a critical event in promoting pause release as the 

addition of a 5’ cap prevents degradation of nascent RNA and avoids premature termination 

of transcription [45, 54]. NELF then recognizes the RNAPII-Spt5 interface and prevents 

reactivation of RNAPII, leading to a paused state. Pause release is triggered by the 

recruitment of the P-TEFb kinase CDK9, which is responsible for phosphorylating RNAPII at 

serine 2, as well as NELF and Spt5. Phosphorylation of Spt5 causes NELF to dissociate from 

the elongation complex and transforms DSIF into a positive elongation factor that further 

promotes RNAPII to resume elongation. The dissociation of NELF by Spt5 exposes a binding 

site for the PAF1 complex (polymerase-associated factor 1) on RNAPII [45]. PAF1c has been 

shown to regulate phosphorylation of the RNAPII CTD, promoter proximal pausing and pause 

release [55, 56]. P-TEFb promotes the recruitment of PAF1c to facilitate phosphorylation of 

RNAPII CTD and further promote its release from promoter proximal pausing [45, 55-57]. 

Another factor considered as necessary for release into active elongation is Spt6. This 



7 
 

elongation factor has been shown to bind the phosphorylated CTD of RNAPII to open the 

RNA clamp formed by DSIF [58]. In addition, it possesses histone chaperone activity, which 

facilitates disassembly and reassembly of nucleosomes as RNAPII transcribes the genome 

[59]. It has been proposed that the formation of an activated RNAPII elongation complex 

requires the combined action of P-TEFb, PAF1c and Spt6 [58].  

 

Serine 2 phosphorylation increases throughout elongation and reaches a plateau as 

RNAPII moves towards the end of the gene. At the end of the gene, termination factors, such 

as the RNA splicing machinery and polyadenylation factors (CPF), are recruited to pRNAPII S2 

[40, 60]. This leads to the formation of mature mRNA and finally termination of elongation. 

Termination is associated with a slowdown of RNAPII when it transcribes across a poly (A) 

signal (PAS) [61]. There are two models for how RNAPII is released from chromatin during 

termination: the allosteric model and the torpedo model. In the allosteric model, the RNAPII 

elongation complex is subjected to a change in conformation and/or destabilized upon 

sensing PAS, which is likely due to the recruitment of CPF or release of antitermination 

factors. This model does not depend on cleavage of the transcript. In the torpedo model, 

cleavage of the transcript at PAS allows for 5’-3’ exoribonuclease 2 (XRN2) exonuclease to 

degrade the transcript downstream of the cleavage site [62]. As the rate of XRN2 is faster 

than RNAPII, it hunts down RNAPII like a torpedo to displace RNAPII from chromatin [63]. 

Transcription has to be terminated properly, as it otherwise can disturb other RNA 

polymerases or lead to conflicts between transcription and replication [61]. As terminating 

RNAPII is believed to be recycled for new rounds of transcription [64], failure to terminate 

can impact the total RNAPII pool, which can further inhibit initiation of new rounds of 

transcription. Transcription can also be terminated prematurely from the promoter proximal 

pause site or during productive elongation to limit pervasive transcription [65-67].  

 

Throughout the transcription cycle, RNAPII associates with a great variety of factors to 

drive RNA production. Emerging results suggest that RNAPII associates with factors of 

transcription and RNA metabolism through biomolecular condensates [68-72]. These 

membraneless organelles are formed by spontaneous separation of a homogenous mixture 

into two co-existing liquid phases, where high levels of proteins and nucleic acids form 

condensates in a less dense bulk liquid phase [73]. This thermodynamically driven process of 

liquid-liquid phase separation (LLPS) is driven by weak multivalent interactions between 

chemical groups or intrinsically disordered regions (IDRs) in proteins and nucleic acids [74]. 

The low complexity IDRs and repetitive structure of the CTD drives RNAPII to form such 

biomolecular condensates [68-72]. Studies have shown that hypophosphorylated CTD of 

RNAPII promotes formation of condensates with the Mediator complex and other 

transcription initiation factors, while hyperphosphorylated RNAPII CTD is associated with 

splicing condensates [70-72]. Phosphorylation of the CTD disrupts initiation condensates [72, 

75], while 5,6-dichloro-1-β-ribofuranosylbenzimidazole (DRB), which inhibits release into 

productive elongation [76], blocks the formation of splicing condensates [70]. This suggests 
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that the phosphorylation status of RNAPII depicts its ability to phase separate with distinct 

factors involved in transcription. RNA and DNA also harbor domains that enable them to 

bind to proteins and other molecules of nucleic acids [73]. Long non-coding RNA (lncRNA) is 

especially associated with biomolecular condensates and has been proposed to drive phase 

separation as a molecular scaffold [77].  
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1.3 The DNA damage response 

DNA holds the genetic code that makes an organism, and like a recipe it contains the 

instructions for how to make all the proteins required for an organism to live. Protecting the 

integrity of the DNA is therefore of great significance and is performed by specialized 

surveillance systems collectively called the DNA damage response (DDR). This network of 

signaling pathways recognizes the DNA lesion and initiates the proper cellular signaling 

cascade to repair the damage and finally protect the genome. The cell possesses many 

pathways to remodel and repair the DNA. To avoid unnecessary and possibly detrimental 

changes to the DNA, the repair response needs to be coordinated in time and space, but also 

adapted to the type of DNA lesion. DNA damage can occur from a great variety of sources, 

internal and external, leading to different types of lesions. The majority of lesions are single 

stranded breaks (SSBs) or molecular changes in a base or a nucleotide; however, double 

stranded breaks (DSBs) also occur [78, 79]. If damaged DNA is not properly repaired it might 

cause genomic instability, apoptosis or senescence, which can further promote 

carcinogenesis or premature aging [78-80].  

 

 Internal sources of DNA damage 1.3.1

Damage can arise during normal cell-intrinsic processes, including DNA replication, 

transcription and oxidative stress. The DNA double helix conformation both stabilizes and 

protects DNA against degradation, metabolic activation and the formation of secondary 

structures. However, during replication and transcription, the double helix is unwound and 

opened up; leading to exposed stretches of single-stranded DNA (ssDNA). These structures 

are more vulnerable to chemical and enzymatic degradation and require the protection of 

ssDNA binding proteins [81]. Replication forks that stall upon encounter with an obstacle 

may further collapse and cause DSBs if they are not protected [82, 83]. In addition, both 

transcription and replication creates supercoiling and subsequently torsional stress as the 

polymerases move along the DNA [84, 85]. This torsional stress is resolved by DNA 

topoisomerases, which catalyses controlled breakage of one or both strands of DNA [86, 87]. 

Any errors that may occur during the relief of torsional stress can cause the DNA to be 

broken at unwanted sites and stretches of ssDNA can be exposed [88]. Furthermore, 

incorporation of the wrong base during DNA replication will lead to a mismatch in base 

pairing [84]. Oxidative stress can also cause DNA damage via reactive oxygen species (ROS). 

These are natural by-products from oxidative metabolism and inflammation [89], but they 

can also be generated in response to xenobiotics, cytokines and bacterial invasion [90]. ROS 

oxidize bases of the DNA and form conversions and mismatches that structurally distort the 

DNA and can lead to the formation of SSBs [91, 92]. If oxidized bases occur on opposing 

strands, attempted repair by base excision repair (BER) can lead to the formation of DSBs 

[93].  
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 External genotoxic agents 1.3.2

External sources to DNA damage are ultraviolet radiation (UV) and ionizing radiation (IR), 

which cause physical damage to the DNA. DNA damage can also be induced by genotoxic 

chemical compounds, such as hydroxyurea, camptothecin and aphidicolin. In contrast to 

physical sources, some chemical compounds do not directly damage the DNA, but rather 

interfere with replication [94]. A major source of physical damage is UV, which causes the 

formation of pyrimidine dimers and 6-4 photoproducts in the DNA that can block the 

progression of replication and transcription [95]. Replication forks stalled at UV-induced 

bulky lesions lead to the formation of SSBs as repair intermediates. If these intermediates 

remain unrepaired they can lead to the formation of DSBs upon DNA replication [96]. In 

addition, UV-induced damage arrests the progression of productively elongating RNAPII [97]. 

Lesion-stalled RNAPII further initiates transcription-coupled nucleotide excision repair (TC-

NER) [15], which causes a global “shutdown” of transcription [98, 99]. If the transcription 

block is not resolved by repair or bypass, elongating RNAPII is subjected to proteasome-

mediated degradation as a “last resort” mechanism [100-102]. While we are regularly 

exposed to UV from the sun, IR is mostly restricted to medical treatments such as 

radiotherapy or medical examination by X-ray imaging. However, we are continuously 

exposed to low amounts of IR from radioactive materials that occur naturally in the 

environment, as well as from cosmic background radiation [79].  IR is a photon or particle 

with the ability to turn an atom into an ion by the removal of an electron. DNA damage is 

induced directly upon the ionization event or from the creation of free radicals. IR can 

produce a broad spectrum of DNA damage, where the most harmful one is DSBs [103, 104]. 

It has been estimated that for each DSB, IR produces more than 10 SSBs per cell [105, 106]. 

A SSB can turn into a DSB if another SSB is located in close proximity on the opposite strand. 

These two-ended DSBs are repaired mainly by non-homologous end-joining (NHEJ) [107, 

108].  

 

 Initiating the DNA damage response 1.3.3

The DDR is initiated by specific sensor proteins, which are determined by the type of DNA 

lesion, as well as the cell cycle phase. Information about the type of damage and where it is 

located is collected from these sensor proteins and relayed by signal transducers to effector 

proteins (Figure 4). Through signaling cascades, the information is conveyed from protein to 

protein through different types of post-translational modifications such as phosphorylations, 

poly(ADP-ribosylations), ubiquitylations etc. The response exerted by the effector proteins 

involves induction of cell cycle checkpoints, DNA repair, cell death, chromatin remodelling 

and changes to replisome stability, transcription and energy metabolism [78, 79].  
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Figure 4: The DNA damage response. The DNA damage response is a network of signaling pathways that 
aim to repair the lesion and protect the genomic integrity. The response is initiated when sensor proteins 
detect the DNA damage. Information about the type of DNA lesion and its location is further relayed by 
signal transducer to effector proteins. The DNA damage response can involve cell cycle checkpoints, DNA 
repair, cell death, remodeling of chromatin, stabilization of the replisome and changes to transcription 
and energy metabolism. See main text for references and details. Modified from [79, 109]. 

 

 

The apical mediators of the DDR are Ataxia-telangiectasia Mutated kinase (ATM), Ataxia-

telangiectasia and Rad3-related kinase (ATR), and DNA-dependent protein kinase (DNA-PK). 

These three related kinases are all members of the phosphoinositide-3-kinase-related 

protein kinase (PIKK) family and share domain architecture and several modes of action 

[110]. ATM and DNA-PK are activated primarily by DSBs, and facilitate their repair by 

homologous recombination (HR), via ATM signaling, or by non-homologous end joining 

(NHEJ), via DNA-PK. While ATM also initiates phosphorylation cascades of proteins involved 

in other DNA repair pathways [111] and checkpoint activation [110], DNA-PK is mainly 

involved in DSBs repair by NHEJ [78]. ATR, on the other hand, responds to a much wider 

range of genotoxic stresses, as it recognizes stretches of ssDNA coated with replication 

protein A (RPA) via its binding-partner ATRIP. ATR is involved in repair of ssDNA 

intermediates formed during DNA repair or replication stress [112], but is also critical for 

DSB repair and checkpoint responses induced by DSBs [113]. Upon activation, these three 

kinases phosphorylate downstream substrates on their serine and threonine followed by 

glutamine residues [110]. As many as 700 proteins are substrates for ATM and ATR [114], 

which reflects the diversity of responses that can be initiated upon detection of DNA 

damage. Another common feature is that they all require accessory proteins to be recruited 
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to the site of DNA damage. DNA-PK is recruited by the Ku heterodimer (Ku70/80) [115-117], 

ATM by the MRN complex (MRE11, RAD50 and NBS1) [117-119] and ATR by ATRIP [117, 

120].  

 

PARP1 is considered another damage sensor, and is recruited to the site of DNA damage 

within seconds. As a member of the Poly (ADP-ribose) polymerases (PAPRs), PARP1 binds to 

the site of damage to modify the chromatin structure. Here it attaches negatively charged 

poly (ADP-ribose) (PAR) chains via the process of PARylation [121, 122], which results in 

chromatin relaxation [123]. PAPR1 is involved in multiple repair pathways, and is activated 

by both SSBs and DSBs. In addition to sensing DNA damage, it is involved in the efficacy of 

repair and recruitment of DDR factors, such as ATM, NBS1 and MRE11, where the two latter 

are components of the MRN complex [123].  

 

RNAPII has been proposed to be involved in detection, repair and signaling following DNA 

damage. As a damage sensor, RNAPII is believed to act through the process of “recognition 

by proxy”. Notably, RNAPII does not recognize DNA damage directly, but rather its impaired 

progression signals the presence of an obstacle or DNA lesion and further stimulates the 

recruitment of repair factors [15-20]. As RNAPII continually scans the genome during 

productive elongation, in all cell cycle phases except mitosis, it can be considered the 

ultimate surveyor of genomic integrity. In the presence of bulky DNA damage, such as 

produced upon UV, RNAPII stalls and recruits central factors of the TC-NER repair pathway 

[124]. Upon loss of TC-NER, stalling of RNAPII led to increased levels of the stress response 

protein p53 [125] via a mechanism that depended on ATR and RPA [126]. p53 is considered a 

“guardian of the genome” and is a major marker of several DDR mechanisms [127]. 

Activation of p53 upon RNAPII stalling could provide one mechanism of how RNAPII acts as a 

damage sensor and indicates that RNAPII could sense damage independently of the type of 

lesion. Supporting this, RNAPII stalled at base insertions or interstrand crosslinks, induced by 

actinomycin D and psoralen respectively, also caused enhanced p53 levels [126]. As RNAPII 

has a stable association with the chromatin and stalls upon encounter with several types of 

DNA damage [128], it can be considered 100-10,000 fold more specific than any other DNA 

damage sensor [126]. On the other hand, how lesion-stalled RNAPII differs from RNAPII 

stalled during normal transcription needs to be further explored.  

 

 DNA damage repair pathways 1.3.4

A cell experiences tens of thousands of DNA lesions each day [129] and harbours several 

repair mechanisms to detect these lesions and further promote their repair. Most lesions are 

repaired by a catalytic signaling cascade involving multiple proteins, while a few are 

subjected to direct protein-mediated reversal. Small errors, such as single base alterations or 

lesions that cause helix distortions in short stretches of the DNA, are targeted by mismatch 

repair (MMR), base excision repair (BER) or nucleotide excision repair (NER) [79]. The latter, 
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which recognizes lesions that causes helix distortions, can be divided into two sub pathways 

based on their mechanism of lesion recognition: transcription coupled NER (TC-NER) and 

global-genome NER (GG-NER). TC-NER acts on lesions that block transcription, which leads to 

RNAPII stalling, while GG-NER acts independently of transcription [130, 131]. Moreover, 

interstrand and intrastrand crosslinks or SSBs causes more extensive damage and are 

repaired by the interstrand crosslink repair pathways (Fanconi repair pathway), NER or the 

single strand break repair pathway (SSBR), respectively. The most detrimental DNA lesion is 

DSBs, where the two major repair pathways are non-homologous end-joining (NHEJ) and 

homologous recombination (HR) [79].  

 

 Repair of DNA double stranded breaks 1.3.5

As one of the most lethal forms of DNA damage, DSBs can cause rearrangements of the 

genome and lead to cell death [132]. The formation of DSBs triggers the phosphorylation of 

H2AX on S139 (termed γH2AX), which further promotes the assembly of DDR proteins at the 

break site [78, 133]. DSBs can be observed in the microscope as local accumulations of repair 

factors in the nucleus, also called foci. γH2AX is a well-known marker of such foci [134], but 

also 53BP1, RPA, RAD51 and several other repair factors has the ability to form IR-induced 

foci [78, 135]. During DNA replication, one-ended DSBs spontaneously occur when the 

replication fork encounters unrepaired DNA lesions, which leads to fork collapse [82, 83]. 

These one-ended DSBs favor HR mediated repair. Two-ended DSBs produced by IR can be 

repaired by HR in G2 or S-phases, however, the majority are repaired by NHEJ pathways, 

[107, 108], consisting of classical-NHEJ (cNHEJ), Polθ-mediated end-joining (TMEJ) and 

single-strand annealing (SSA). As the most dominant pathway, NHEJ is estimated to repair 

approximately 80% of IR-induced DSBs [136, 137]. One main difference between the DSB-

repair pathways is that HR, TMEJ and SSA require end resection, while resected DNA 

substrates inhibits cNHEJ [135, 138].  

 

HR is limited to S and G2 phases as it requires CDK1 and CDK2 activity [139-141] and 

homologous DNA template provided by sister chromatids (Figure 5) [135, 142]. Repair is 

initiated by MRN and CtIP in combination with other nucleases that process the 5’ DNA 

strand at the lesion to produce a long 3’ ssDNA end. The ssDNA is then applied in the search 

of a template sequence, followed by resection using the homologous sister chromatid as a 

template. There are different HR pathways that can finalize the DSB repair, however, they all 

have in common that the sequence surrounding the DSB is replaced with the homologous 

DNA template [135, 142]. Alternatively, if resection reveals homologous repetitive 

sequences flanking the DSB ends, repair might be directed towards SSA, another repair 

pathway. The single stranded DSB ends are then annealed at the homologous repetitive 

sequences and the intervening sequence is removed by nucleases. Any resulting nicks or 

gaps are filled by DNA synthesis and DNA ligases. As SSA results in the deletion of one DNA 
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repeat and the intervening sequence between the repetitive sequences, it is considered 

highly mutagenic [142].    

 

 

Figure 5: The two major repair pathways of DNA double stranded breaks. Double stranded breaks (DSBs) 
are mainly repaired by either NHEJ or HR. Pathway choice is largely dependent on the cell cycle stage, as 
HR is limited to S and G2 phases. As the most dominant pathway, NHEJ is initiated by the recruitment of 
the Ku70/80 heterodimer to the DSB. DNA-PKcs are then recruited to form the DNA-PK complex, which 
further promotes direct ligation of the DSB by the XRCC4-Lig IV-XLF complex.  Additional processing of the 
DSB ends prior to ligation is facilitated by enzymes such as Artemis. HR cannot directly ligate the broken 
ends, and require a homologous DNA template for repair. Recruitment of the MRN complex (MRE11, 
RAD50 and NBS1) and CtIP promotes 5’ end resection, which produces long 3’ss DNA ends that are further 
applied in the search of a repair template. The single-stranded DNA (ssDNA) is protected and stabilized by 
ssDNA binding proteins. The sister chromatid is then used as template to replace the sequence 
surrounding the DSB to facilitate repair. See main text for details and references. Adapted from [135]. 
Abbreviations: NHEJ, non-homologous end-joining; HR, homologous recombination; Lig IV, Ligase IV. 

 

 

In contrast to HR and SSA, cNHEJ reseals the broken DNA ends without the need of 

sequence homology or major end processing. cNHEJ has been suggested to dominate in 
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G0/G1, however, studies has shown that cNHEJ is active throughout interphase and even 

predominates in G2 [138, 143, 144]. Upon initiation of the cNHEJ pathway, the Ku70/80 

heterodimer is rapidly recruited to the DSB, where it acts as a scaffold for other NHEJ 

proteins (Figure 5). Firstly, Ku70/80 recruits DNA-PKcs (catalytic subunit of DNA-PK) to form 

the DNA-PK complex. Active DNA-PK causes phosphorylation of several cNHEJ and related 

repair factors. Direct joining of the DNA ends is performed by the XRCC4-DNA ligase IV-XLF 

complex. XRCC4 acts to stabilize DNA ligase IV and promotes its activity, while XLF is 

required for gap filling and aligning the ends prior to ligation [107, 138, 143]. If the ends are 

aligned and compatible, the cNHEJ factors mentioned are sufficient to directly ligate the 

DSB. However, non-cohesive ends, such as the more complex DSBs created by IR, cannot be 

directly ligated and require additional processing enzymes, such as the endonuclease 

Artemis [107, 138, 143]. Other factors have also been implicated to promote NHEJ [145-

155]; however, their role and function in NHEJ are less explored.    

 

TMEJ is more error prone than cNHEJ as it involves insertions and deletions, and has no 

mechanism in place to ensure that the sequence close to the DSB is restored. This 

alternative NHEJ pathway is considered to engage if HR or cNHEJ have failed in repair of the 

DSB. Repair is occasionally facilitated by microhomology structures near the DSB site and 

requires the polymerase Polθ to directly ligate the broken DNA ends [138, 156]. Exactly 

which factors are involved in this pathway is unclear, however, the MRN complex [157], 

PARP1 [158], and CtIP [159] have been implicated in TMEJ-mediated repair. PARP1 has been 

indicated to aid in the recruitment of Polθ to the broken DNA ends [160]. Microhomology 

directed annealing of the broken ends leads to the formation of an unrepaired tail, which is 

removed by nucleases. The gap is then filled by Polθ-mediated DNA synthesis, followed by 

ligation by either DNA ligase III or I [138, 156].  

 

Pathway choice is largely regulated by the DNA damage sensors: the Ku70/80 

heterodimer is recruited to the DSB site within seconds to promote cNHEJ repair, while 

PARP1 competes with Ku70/80 to direct repair away from cNHEJ by promoting end resection 

[161]. 53BP1 also participates in the pathway choice as it inhibits end resection and thus 

promotes cNHEJ [162]. While cNHEJ is active throughout interphase, HR requires CDK 

activity [139-141] and homologous sequences as template for DNA repair [135, 142] and is 

thus confined to S and G2 phases. Cell cycle dependent regulation of pathway choice is 

largely coordinated by 53BP1 and BRCA1. In G1, 53BP1 rapidly recruits RIF1 (RAP1-

interacting factor homolog) to protect against BRCA1-mediated end resection [150, 163, 

164]. As cells move into S-phase, BRCA1 drives the removal of 53BP1 and promotes end 

resection and repair by HR [150, 163, 165]. The exact molecular mechanism underlying the 

choice of DSB repair pathway remains unclear. It has been proposed that RIF1 is gradually 

detached from 53BP1 and replaced with SCAI (suppressor of cancer cell invasion). SCAI is 

then believed to inhibit the 53BP1/RIF1-mediated block of end resection to facilitate BRCA1-

mediated repair, which may involve resection-dependent NHEJ in G1 and HR in S/G2 [166]. 
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RIF1 may also be inhibited upon recruitment of the SWI2/SNF2 member CSB, which binds 

RIF1 and remodels chromatin at the DSB site to promote BRCA1 binding [167]. In addition to 

chromatin structure at the DSB, the complexity of the DNA ends and local transcription 

status may also influence the choice of repair pathway [168, 169].  

 

 The role of RNA polymerase II in repair of DSBs 1.3.6

DSBs can occur within transcriptionally active and inactive regions of the genome. 

Transcription is emerging as a central factor in the DDR, but its exact role and how it 

responds to DSBs is incompletely understood. It has been shown that transcription 

elongation is repressed indirectly by ATM, DNA-PK or PARP1-mediated signaling cascades 

[170-172]. ATM silences transcription by local and global post-translational modifications to 

the chromatin, which involves a transition from “active” to “repressive” histone marks. This 

ATM-mediated silencing may occur over hundreds of kilobases from the DSB site. ATM is 

believed to stall and maintain RNAPII levels at transcriptional sites away from the DSB [173], 

while DNA-PK mediates eviction of RNAPII from the DSB site [174]. Removal of RNAPII is 

obtained by DNA-PK facilitated recruitment of the E3 ubiquitin ligase WWP2, which 

polyubiquitinates RNAPII for proteasomal degradation [175]. DNA-PK mediated silencing of 

transcription is local, as adjacent genes remain unaffected, and aims to avoid collisions 

between RNAPII and the repair machinery [174]. Transcription can also be inhibited upon 

the formation of DSBs by PARP1-mediated PARylation of RNAPII. The transcription factor 

NELF-E is recruited to RNAPII in a PARP1-dependent manner, where it inhibits promoter 

proximal release into gene bodies [176]. Altogether, these mechanisms aim to inhibit 

transcription to promote DSB repair.  

 

On the other hand, several studies have shown that RNAPII and nascent RNA are 

necessary for DSB repair in humans, suggesting that transcription could also promote DSB 

repair [171, 177-180]. It has been shown that DSB ends can act as promoters [177, 179, 181-

184] and recruit RNAPII through a MRN complex-mediated mechanism [179, 181]. Factors of 

the pre-initiation complex have also been shown to be recruited to DSBs [183, 184], 

supporting that transcription may initiate from the break site. At the site of DSBs, DICER and 

DROSHA are involved in the formation of small stretches of non-coding RNAs (sncRNA) 

which are termed DNA-damage response RNAs (DDRNAs) and DSB-induced RNA (diRNA) 

[178, 180, 185]. The production of such RNA species requires RNAPII-mediated transcription, 

which proceeds bidirectionally from the break site [179, 186]. Many repair proteins are 

recruited to the break site by sncRNAs, as their recruitment is inhibited by RNase A [180, 

185]. Long non-coding RNA (lncRNA) has also been implicated in DSB repair, as they promote 

NHEJ and direct the assembly of NHEJ effector proteins [187, 188]. Non-coding RNAs have 

also been shown to facilitate HR by the formation of DNA:RNA hybrids with resected DNA, 

which  promotes BRCA1 recruitment [182]. Enhanced levels of RNA:DNA hybrids at the DSB 

sites can be caused by enhanced promoter proximal pausing and premature termination of 
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transcription [189]. Moreover, RNAPII-generated RNA at the DSB site has been suggested to 

specifically promote HR [190]. Supporting this, histone modifications associated with 

elongating RNAPII has been shown to promote end resection and loading of RAD51 and 

BRCA1, while it inhibited 53BP1 recruitment [168, 191, 192]. However, damage-induced 

53BP1 foci have been shown to require active transcription, as treatment with transcription 

inhibitor α-amanitin or RNAse A prevented their formation [180, 185]. Several cNHEJ factors 

form a complex with RNAPII and associate with transcribed genes [143, 193]. It has also 

been proposed that nascent RNA is applied as a template to facilitate error free NHEJ repair 

[143]. Taken together, these studies reveal that elongating RNAPII responds to DSBs and 

may be involved in repair either by itself or indirectly through the production of nascent 

RNA. However, it remains unclear which circumstances that favour retention of RNAPII at 

the break site and whether its presence promotes HR, NHEJ or both.  
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1.4 Replication stress 

Replication stress commonly refers to a state where the fork progression is slowed or 

stalled. There are numerous sources that can cause replication stress (Figure 6), where one 

of the most established ones is DNA lesions [112]. As previously mentioned, DNA damage 

can occur during normal cell-intrinsic processes or be induced by external sources [78]. 

Replication fork progression can be locked by lesions that causes significant distortions in 

the DNA, such as the bulky lesions produced by UV irradiation [194]. During DNA repair, 

single-stranded nicks and gaps are formed as natural intermediates, which can also 

contribute to replication stress. Single-stranded nicks and gaps can also form upon release of 

topological stress by topoisomerases during DNA replication [84]. In addition, replication 

may stall upon encounter with DNA sequences that are too difficult to replicate, e.g. 

secondary DNA structures [84, 195]. Replication is also actively blocked in regions such as 

ribosomal DNA [196]. Impaired fork progression is commonly associated with the formation 

of stretches of ssDNA. Upon stalling of the DNA polymerase, the replicative helicase will 

continue to unwind the parental DNA, leading to the formation of ssDNA. If these stretches 

of ssDNA persist, they are bound by RPA, which initiates the replication stress response. In 

most cases this response involves the protein kinase ATR [84]. 

 

There are numerous factors involved in the process of DNA replication, including the 

proteins that constitute the replication machinery, free nucleotides, histones and histone 

chaperones. As the supply of many of these factors can be limited, replication is strictly 

regulated.  If replication is not regulated properly, i.e. if too many origins fire simultaneously, 

then replication will stall as a consequence of depleted nucleotide pools [84, 197]. The 

nucleotide pool can also be disturbed by external sources, such as the chemical compound 

hydroxyurea. Other replication inhibitors form DNA protein adducts (camptothecin), inhibit 

DNA polymerases (aphidicolin) or interact with DNA to cause DNA crosslinks and bulky 

lesions (cisplatin) [94]. Fork progression is then blocked upon encounter with these damaged 

DNA structures or by interfered function of proteins directly involved in replication. Another 

factor that can interfere with fork progression is transcription, both indirectly through the 

formation of e.g. secondary DNA structures or directly upon transcription-replication 

conflicts [84].  
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Figure 6: Sources of replication stress. Replication stress is caused by any event that stalls or slows the 
progression of the replication fork. DNA damage is a common source of replication stress, where different 
types of lesions in the DNA can threaten the genomic integrity if left unrepaired. During DNA repair, 
natural intermediates, such as single-stranded nick and gaps can also cause replication stress. Replication 
inhibitors interfere with normal DNA replication by e.g. inducing nucleotide shortage (HU), inhibition of 
DNA polymerases (APH), formation of crosslinks and bulky lesions (cisplatin) or by topological stress or 
formation of DNA protein adducts (CPT). Transcription can indirectly interfere with DNA replication via 
the formation of R-loops, supercoiling or secondary structures, such as G-quadruplexes, or directly upon 
conflicts between the transcription and replication machineries. RNA polymerase II is shown as the green 
protein and nascent RNA is shown in red. See main text for details and references. Adapted from [84, 
198]. Abbreviations: HU, hydroxyurea; APH, aphidicolin; CPT, camptothecin; Pol ε/δ, DNA polymerase ε/δ 

 

 

 Transcription replication conflicts 1.4.1

A major threat to genomic stability is conflicts between the transcription and replication 

machineries (T-R conflicts). As RNA and DNA polymerases share the same template, they 

may interfere with each other. This is mostly avoided as DNA replication is restricted to S-

phase, which allows for uninterrupted transcription in the other cell cycle phases. In S-phase, 

transcription and replication are spatially separated as they occur in distinct territories in the 

nucleus [199]. Despite the regulation of these processes in both space and time, T-R conflicts 

will occasionally occur [5]. Over the past two decades, numerous studies have provided 

evidence for transcription as a major source of replication stress and genomic instability, 

which are hallmarks of cancer [5, 6]. Transcription can cause replication stress and genomic 

instability through e.g. the formation of nucleic acid structures such as R-loops [200, 201]. 

Other sources of genomic instability induced by transcription are point mutations, 

transcription associated recombination (TAR) and chromatin rearrangements, where the two 

latter are dependent on replication [202, 203]. Identifying the mechanisms underlying T-R 

conflicts and how they are resolved is therefore of great significance.  
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Directional and temporal coordination of transcription vs. replication 

The polymerases of transcription and replication both operate in the 3’-5’ direction, 

which causes replication and transcription to encounter co-directionally. As the RNA 

polymerase holoenzyme embraces both strands of DNA, transcription can also face 

replication in a head-on orientation (Figure 7). Regardless of the orientation of the 

encounter, the replisome cannot move past an elongating RNA polymerase [85, 204]. Both 

orientations will thus lead to a conflict, however, numerous studies performed in bacteria 

and eukaryotes have shown that the head-on orientation is the most detrimental [200, 202, 

205, 206]. Co-directional encounters may cause less severe consequences, as they have 

been shown in yeast to be resolved by removal or bypass of RNAPII [207, 208]. Of note, 

head-on encounters have also been proposed to be resolved by displacement of RNAPII 

from the DNA (in yeast) [209]. Nevertheless, it is unclear whether the replication and 

transcription machinery actually make contact, as they might cause changes to chromatin 

and DNA structure that halt their progression prior to a physical encounter.  

 

Figure 7: Directional orientation of transcription and replication conflicts. As the RNA polymerase 
embraces both strands of the DNA, conflicts between the transcription and replication machineries can 
occur co-directionally or head-on. If RNAPII progresses in the opposite direction than the replication fork, 
they will encounter in the head-on orientation, while progression in the same direction would lead to co-
directional conflicts. RNAPII is shown as the protein in green, while the Pol ε is shown as the pink protein. 
Newly synthesized RNA is illustrated in red. See main text for details and references. Abbreviations: 
RNAPII, RNA polymerase II; Pol ε, DNA polymerase ε 

 

 

In bacteria, genes are often co-oriented so that they can be transcribed in the same 

direction as the DNA is replicated [210, 211]. Highly transcribed ribosomal DNA (rDNA) in 

Saccharomyces cerevisiae have replication fork barriers that block the progression of 

replication forks, which consequently prevents encounters with the RNA polymerase [212]. 

In mammalian cells, replication and transcription seems temporally separated [213]. Genes 

that replicate early show increased transcription late in S-phase and vice versa [214]. 

However, this preventative action is limited in certain areas of the genome. For instance, 

long genes require several cycles to complete transcription and are associated with common 

fragile sites (CFS), which contain sequences that can impair fork progression. T-R conflicts in 

long genes thus seems inevitable [215]. Another type of fragile sites, called early-replicated 

fragile sites (ERFS), is located in highly transcribed genes near replication origins. Conflicts in 

close proximity to these ERFS can potentially account for their genomic instability [216, 217]. 
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However, the mechanism of how T-R conflicts contribute to the genomic instability of these 

fragile sites is incompletely understood.  

 

Transcription-associated structures that impact replication 

There are several structures generated during transcription that have the potential to halt 

fork progression (Figure 8). For instance, unwinding of the DNA to enable RNA synthesis 

creates positive supercoiling ahead of the RNA polymerase and negative supercoiling behind 

[85]. Since DNA is often anchored and therefore not able to resolve such supercoiling by 

diffusion [218], the torsional stress needs to be resolved by other mechanisms. This is 

performed by specialized enzymes, DNA topoisomerases, that catalyses breakage of the DNA 

backbone at either single or both strands to disentangle the torsional stress [86, 87]. Studies 

in both yeast and humans have shown that topoisomerases are crucial for preventing T-R 

conflicts [219, 220]. Depletion of topoisomerases leads to accumulation of DNA damage 

[219] and analyses of replication fork speed by DNA combing revealed that replication stalls 

upon depletion of topoisomerase type I [220]. Negative supercoiling generated behind the 

RNA polymerase can lead to the formation of secondary DNA structures, such as hairpins, 

triplex DNA and G-quadruplexes. These non-B DNA structures have been shown to stall 

replication forks [221]. In addition, transcription can lead to the formation of RNA-DNA 

hybrids, also known as R-loops, which can interfere with replication fork progression [85, 

222, 223]. As RNA polymerase transcribes the DNA, nascent RNA can reanneal with one of 

the DNA strands behind the polymerase, causing the non-template strand to displace as 

single stranded DNA. R-loops occur naturally both during replication and transcription, 

however, they have also been shown to form aberrantly and can threaten genomic stability 

[224]. Interestingly, the replisome is involved in regulating the formation of R-loops by 

reducing their formation in the co-directional orientation, while it promotes those oriented 

head-on. Deregulated origin firing and replication stress contributes to enhanced head-on T-

R conflicts, which leads to the formation of genome-destabilizing R-loops [200]. Both 

secondary structures and co-transcriptional R-loops can worsen T-R conflicts by creating an 

additional barrier for the replication fork.  
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Figure 8: Transcription-associated structures that affect the occurrence of T-R conflicts. i) When RNAPII 
and the replication fork encounter head-on it can lead to an accumulation of positive (+) DNA supercoiling 
between them, which would cause the replication fork to stall. ii) Negative (-) DNA supercoiling generated 
behind the RNAPII can partially unwind to form non-B DNA structures. iii) RNA:DNA hybrids, such as 
R:loops, are other non-B DNA structures that can block the progression of the replication fork. R-loops are 
formed when the nascent RNA reanneal to one of the DNA strands. The green protein represents RNAPII, 
while the Pol ε is shown in pink. Newly synthesized RNA is illustrated in red. See main text for references 
and details.  Adapted from [85]. Abbreviations: RNAPII, RNA polymerase II; Pol ε, DNA polymerase ε. 
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Destabilization of RNAPII to prevent T-R conflicts 

RNA polymerases have an inherent proofreading mechanism, which involves reversed 

progression and enzymatic removal of the last incorporated nucleotide. This enables the 

elongating RNAP to restart transcription when progression is blocked by an obstacle or 

naturally paused during regulation of transcription and RNA metabolism [225]. As the 

backtracked RNAP is very stable and can potentially block replication fork progression [225], 

the cell can apply the anti-backtracking factors TFIIS [226, 227] and GreA/GreB [228] to 

rescue backtracked RNAP and avoid collisions with the replication machinery (Figure 9). In 

addition, destabilized RNAP upon encounter with the replication machinery likely does not 

pose the same threat to replication progression. Indeed, mutations that reduced the stability 

of RNAP in transcription complexes inhibited the occurrence of T-R conflicts [229]. T-R 

conflicts can be resolved by the removal of RNAP from DNA, as shown in bacteria [209]. 

Upon encounter with DNA lesions, stalled RNAPII is removed by TC-NER or targeted for 

degradation via a “last resort” pathway, which involves poly-ubiquitylation followed by 

proteasome-mediated degradation [100, 101]. At the site of conflict, stalled RNAPII has been 

proposed to be degraded through a mechanism involving the INO80 chromatin remodelling 

complex [230]. However, the exact mechanism of how RNAPII is targeted for degradation is 

unclear. Phosphorylation of the CTD has been shown to regulate RNAPII degradation, but 

there is no clear correlation between the phosphorylation status and whether it promotes 

degradation or not [231-233]. RNAPII stalling and/or backtracking can be reduced by factors 

that regulate the transcription rate. One such regulatory factor is the human helicase 

RECQL5, which has been shown to slow the transcription rate and suppress stalling during 

transcription to prevent T-R conflicts [234]. RECQL5 is involved is several preventative 

mechanisms, including inhibition of RNA:DNA hybrid formation. R-loop resolution and 

proper termination of transcription have been shown to be important in preventing T-R 

conflicts. In line with this, loss of transcription termination factors, such as the Rho helicase 

[235] or  XRN2 [236] caused replication fork arrest and the formation of DSBs. All these co-

transcriptional mechanisms aim to remove the threat posed by stalled RNAP to avoid 

collisions with the replisome. 
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Figure 9: Co-transcriptional mechanisms that act to prevent T-R conflicts. i) Paused RNAPII can be 
resolved by backtracking, which involves reversed progression into a stable conformation. Anti-
backtracking factors, such as TFIIS and GreA/GreB, rescue the backtracked RNAPII to avoid collisions with 
the replication fork. ii) T-R conflicts are less likely to occur if RNAPII is destabilized upon encounter with 
the replisome. There are several mechanisms have been proposed to facilitate RNAPII removal from the 
DNA to suppress T-R conflicts. iii) RNAPII has also been shown to be polyubiquitinated, followed by 
proteasome-mediated degradation to allow passage of the replisome. iv) Factors that regulate the 
transcription rate, such as RECQL5, have been shown to suppress T-R conflicts. v) R-loop resolution and 
proper termination of transcription can also prevent T-R conflicts, and involves factors such as XRN2, Rho 
and SETX. Nascent RNA is shown in red, while the green and pink proteins represent RNAPII and Pol ε, 
respectively. See main text for details and references. Figure adapted from [204]. Abbreviations: T-R 
conflicts, transcription-replication conflicts; RNAPII, RNA polymerase II; Pol ε, DNA polymerase ε; XRN2, 
5’-3’ exoribonuclease 2, SETX, senataxin 
 

 

Replication-associated mechanisms to prevent T-R conflicts 

As there are co-transcriptional mechanisms that act to prevent T-R conflicts, there are 

also several replication-associated mechanisms that participate in overcoming such conflicts. 

In eukaryotic cells, the ATR-mediated S-phase checkpoint resolves T-R conflicts as it 

promotes release of torsional stress [237], regulates origin firing and fork progression [112], 

and promotes RNAPII removal [230]. When a replication fork is stalled by transcription 

complexes, DNA synthesis can resume by several mechanisms. As previously mentioned, a 

dormant origin in close proximity to the stalled replication fork can be fired to ensure 

complete DNA synthesis [25]. If the replication fork is persistently stalled, resolution of 
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topological stress or fork remodelling can promote fork reversal. Once the conflict is 

resolved, the reversed fork can restart DNA synthesis. However, if the transcription block is 

not resolved, it can lead to fork breakage and the formation of DSBs or ssDNA gap, which will 

activate repair mechanisms, such as BIR and HR, to ultimately resolve the T-R conflict [202-

204, 238]. Moreover, a recent study proposed that fork breakage triggered by T-R conflicts 

can be prevented by RAD51-mediated protection of the replication fork [239].  

 

Situations with enhanced T-R conflicts 

Factors that alter the activity of transcription or replication increase the risk of their 

interference. Overexpression of oncogenes and aberrant growth signals causes perturbed 

replication and deregulated transcriptional activity, which may subsequently lead to T-R 

conflicts [8, 240]. Replication initiation is strictly regulated by cell cycle and checkpoint 

signaling pathways, where the timing of origin firing is controlled by the activity of CDK2 and 

CDK1 in complex with Cyclin E or Cyclin A [21, 22]. Overexpression of the Cyclin E oncogene 

occurs in a variety of cancers, and is associated with increased origin firing, impaired 

replication fork progression and DNA damage. Such uncontrolled replication can affect 

transcription through T-R conflicts. As both CDK and transcription inhibitors were able to 

rescue the replication phenotype of Cyclin E-overexpressing cells [240], this supports that 

enhanced origin firing causes more T-R conflicts. Likewise, enhanced transcription may lead 

to replication effects due to T-R conflicts. Hypertranscription is a trait of many cancers [10], 

and the MYC oncogene is considered a major driver of hypertranscription [241]. Another 

oncogene, HRASV12, alters the expression of general transcription factors to enhance the 

transcriptional activity [8]. This hypertranscription subsequently led to decreased replication 

fork speed, which was rescued by treatment with transcription inhibitors. T-R conflicts might 

thus contribute to the oncogene-induced replication stress based on the level of 

transcription in the regions involved [204].  
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1.5 Main proteins in the study 

 PP1 1.5.1

Reversible protein phosphorylation is a main post-translational regulatory mechanism, 

where phosphate groups are incorporated by kinases and removed by phosphatases [242]. 

The phosphoprotein phosphatases (PPP) is a serine/threonine-specific family, where Protein 

Phosphatase 1 (PP1) and 2A (PP2A) account for most of the dephosphorylation events in the 

cell. As one of the most abundant phosphatases in the cell, PP1 is involved in numerous 

cellular processes ranging from intermediary metabolism to apoptosis [242, 243]. In 

mammals, three genes encode the PP1 catalytic isoforms: PP1α, PP1β/δ and PP1γ [244]. The 

catalytic subunit of PP1 is constructed in a holoenzyme with one or two regulatory subunits 

and/or targeting subunits. The regulatory subunits determine the catalytic activity and the 

subcellular localization of the PP1 holoenzyme. PP1 also require a regulatory subunit to 

obtain specificity as it does not recognize a consensus sequence on their substrates [243, 

245].  

 

Nearly 200 PP1-interacting proteins (PIPs) have been identified [243, 246, 247]. Most PIPs 

can interact with all the PP1 isoforms, while only a few bind to one specific PP1 isoform. The 

formation of the PP1 holoenzyme relies mainly on an interaction through the RvxF binding 

motif [243, 246, 247]. As the motif is located away from the catalytic site, the PP1-PIP 

interaction does not interfere with the PP1 activity. The PP1 binding code is conserved 

during eukaryotic evolution and is highly specific, as none of the PIPs can bind other 

members of the PPP family. PIPs compete with each other to bind PP1, however, as there 

are other PP1 docking motifs than the RvxF they can also bind to the same PP1 molecule. 

The binding code is highly adaptive as the affinity of the docking motifs is affected by 

degeneracy and regulatory mechanisms. As the level of PIPs exceeds the amount of PP1 

molecules, PP1 is never in a free state where it might dephosphorylate substrates 

uncontrolled [243, 245].  

 

 PNUTS 1.5.2

In the 1990s, PP1 Nuclear Targeting Subunit (PNUTS), also known as PPP1R10, p99 or 

CAT53, was identified as a regulatory subunit of PP1 [248, 249]. PNUTS, as most PIPs, 

interacts with PP1 through the RvxF motif [250]. As a RNA-binding protein, PNUTS targets 

PP1 to specific complexes associated with RNA in the nucleus [250]. Its expression occurs 

throughout the cell cycle and it has been shown to dissociate from chromatin in mitosis 

[248]. PNUTS has been proposed to act by inhibiting PP1 activity towards specific substrates, 

such as pRb and p53 [251-254]. Another substrate of PNUTS is the oncoprotein MYC, where 

PNUTS-PP1 dephosphorylates MYC to regulate its stability and/or activity [255]. Previous 

work by our group demonstrated that PNUTS was rapidly and transiently recruited to sites of 

DNA damage [256], suggesting a role in the DDR. It was also shown that PNUTS depletion 
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enhanced the G2 checkpoint both in the presence and absence of IR [256]. Normal 

regulation of the G2 checkpoint was restored upon PNUTS overexpression. In addition, 

PNUTS depleted cells showed prolonged IR-induced γH2AX, 53BP1 and Rad51 foci at 24h and 

were hypersensitive to IR-induced cell death [256]. PNUTS interacts with the repair factors 

Ku70/80 [257] and PARP1, where the latter has been shown to require PNUTS for its 

recruitment to sites of DNA damage [258]. In line with a role in the DDR, inhibition of PNUTS 

led to enhanced levels of endogenous DNA damage [256]. It has also been proposed that 

PNUTS associates with the DNA-PK complex to promote DNA-PK autophosphorylation and 

activation, which is considered to mediate repair by NHEJ [257].  

 

The only established substrate of PNUTS-PP1 is pRNAPII S5 [259], and depletion of PNUTS 

causes hyperphosphorylation of the RNAPII CTD [17, 260]. Work by our group showed that 

PNUTS suppresses ATR signaling via its role in pRNAPII S5 dephosphorylation [17]. As ATR 

activity is involved in coordinating cell cycle checkpoint, DNA repair and cell death, this 

contributes to the variety of cellular processes linked to the function of PNUTS [17]. Its 

ability to bind RNAPII [261] and other factors involved in transcription [262] and RNA 

processing [263, 264] links PNUTS to the regulation of the transcription cycle. In line with 

this, a recent study identified PNUTS as a suppressor of the Kaposi’s sarcoma-associated 

herpesvirus (KSHV), which was likely mediated by repressing RNAPII elongation at promoter 

proximal regions [265]. During transcription elongation, PNUTS-PP1 has been proposed to 

regulate elongation speed by promoting dephosphorylation of the elongation factor Spt5. 

Depletion of PNUTS thus accelerates transcription speed and causes distal termination [266]. 

PNUTS also interacts with termination factors [263, 267], and cells depleted of PNUTS exhibit 

termination defects [267]. In addition, PNUTS is associated with the splicing machinery, 

where it forms a trimer with NUAK1 and PP1 to regulate spliceosome activity [264]. 

Together with Tox4 and WDR82, PNUTS has been shown to form a stable multimeric 

complex (PTW-PP1 complex) [259]. WDR82 has also been shown to interact with pRNAPII S5 

[259, 268, 269], and will be further explored in section 1.5.3. This PTW-PP1 complex has 

been suggested to regulate chromatin structure and cell cycle progression upon transition 

into interphase [259]. The role of TOX4 in gene regulation has for long been unclear, 

however, a recent study proposed a function in promoter proximal pausing and possibly in 

recycling and re-initiation of RNAPII [270].  

 

In pancreatic and cervical cancer, high expression of PNUTS is considered a positive 

prognostic marker [271-273]. On the other hand, it has been proposed that PNUTS functions 

as a proto-oncogene by localizing PTEN to the nucleus in an inactive state [274]. PTEN 

promotes apoptosis and regulates cell growth [275], and depletion of PNUTS has been 

shown to cause enhanced apoptosis [274]. As PNUTS is overexpressed in certain cancers, it 

might contribute to the tumorigenecity of these cancers by inactivating PTEN. In addition, 

MYC is deregulated in numerous cancers [276], understanding the regulatory axis of PNUTS-

MYC, and how it can be implemented in cancer treatment, is thus of great importance.   
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 WDR82 1.5.3

In mammals, WDR82 is a regulatory subunit of the SETD1A/B histone H3-lysine 4 

methyltransferase complexes. WDR82 directs and binds SET1 complexes to the 

transcriptional start sites of active genes by interacting with the SETD1A RNA recognition 

motif and pRNAPII S5 [268, 277, 278]. Its function as a docking protein is mediated by the 

seven WD40 domains [259]. These WD40 repeats have a blade-like structure, which 

together forms a β-propeller shaped platform that enables interaction with other proteins 

[279, 280].  

 

The yeast homolog of WDR82, Swd2, is a component of two distinct complexes: the 

SET1/COMPASS methyltransferase and the polyadenylation and cleavage subcomplex APT 

(associated with Pta1). Methylation of histone 3 on lysine 4 (H3K4me3) by the SET1 

methyltransferase is associated with promoter proximal regions and transcription 

termination at the 3’-end [259, 281-283].  It has been proposed that Swd2 requires PAF1c 

for recruitment of the SET1/COMPASS methyltransferase to pRNAPII S5 [284]. However, in 

humans, WDR82 directly binds to pRNAPII S5 and thus mediates the interaction between 

RNAPII and SET1A/B [268]. As for Swd2, WDR82 also has been implicated in transcription 

termination. Depletion of WDR82 in mammalian cells caused enhanced pervasive 

transcription of non-coding RNA [267]. WDR82 recognizes initiating and early elongating 

RNAPII, where it forms complexes with SET1A/B and PNUTS-PP1 [259, 267] However, the 

functional output of linking the activity of these two complexes remains unknown. The SET1 

complex has been shown to be involved in DNA repair [285, 286], where H3K4 methylation 

has been proposed to promote recruitment of the repair factor RIF1 to DSBs and suppress 

end-resection [285]. WDR82 has also been implicated in DNA replication, transcription and 

DNA repair via its association with the DDB1-Cul4 ubiquitin ligase [287], which ubiquitinates 

proteins in a broad spectrum of cellular processes [288]. Together with many associated 

factors of the DDB1-Cul4 ubiquitin ligase (DCAFs), WDR82 binds the ligase via a “WDXR” 

motif [287] to mediate substrate specificity [288]. WDR82 has also been proposed be 

involved in the regulation of divergent antisense transcription [289, 290]. Together with 

ZC3H4 and CK2, WDR82 forms the ZWC complex, which facilitates suppression of antisense 

transcription by phosphorylating the N-terminal domain of SPT5 [290].  

 

H3K4 methylation and WDR82 are associated with tumour progression. Low expression of 

both H3K4 and WR82 are associated with poor prognosis in colorectal cancer [291]. 

Overexpression of WDR82 is considered a favourable prognostic marker in pancreatic cancer 

and is associated with higher survival [271-273].   
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 CDC73 1.5.4

CDC73, also called Parafibromin, is a subunit of the PAF1c transcription elongation 

complex, which also includes WDR61, PAF1, LEO1 and CTR9 in humans [292-294]. The 

recruitment of PAF1c to chromatin is promoted by CDC73 [295] and is additionally 

stimulated by Spt5 and the activity of the CDKs Bur1 and Kin28, which phosphorylates 

RNAPII CTD. CDC73 binds to RNAPII directly [296], and the CDC73–phospho-CTD  interaction 

has been shown to be stimulated by phosphorylation on S5 together with either S2 or S7 

[297]. Work by our group showed that binding of CDC73 to RNAPII CTD was enhanced by 

hyperphosphorylated pRNAPII S5 upon PNUTS depletion [17]. In addition, many of the PAF1 

components, including CDC73, have been shown to interact with PNUTS [17, 298]. Notably, 

as for RNAPII, CDC73 has also shown the ability to phase separate [299], however, the 

importance for its function is still unknown. 

 

Via its interaction with RNAPII, PAF1c regulates different steps of transcription, including 

promoter-proximal pausing, transcription elongation, histone modifications and mRNA 

processing. CDC73 has been shown to regulate transcription elongation and 3’mRNA 

processing [300, 301], as well as promote release from promoter proximal pausing, via its 

association with the PAF1c [55, 56]. The recruitment of PAF1c by P-TEFb has been suggested 

to facilitate the release of NELF, as PAF1c and NELF compete for RNAPII binding [58]. PAF1c 

is also involved in regulating histone modifications [302], as it promotes 

monoubiquitinylation of H2B and trimethylation of H3K4 via the recruitment of the 

SET1/COMPASS complex [284, 303, 304]. In yeast, PAF1c has been shown to suppress cryptic 

transcription [305]. Moreover, PAF1c targets stalled RNAPII for E3 ligase mediated 

ubiquitylation by facilitating RNAPII CTD phosphorylation by CDK12 [306]. PAF1c has also 

been proposed to facilitate the removal of RNAPII via its association with INO80 and the 

checkpoint sensor ATR-ATRIP [230]. This might suggest a role for PAF1c in preventing 

replication stress and DNA damage, as stalled RNAPII poses a major threat to genomic 

integrity [6]. Supporting this, CDC73 has been shown to induce local decondensation of 

chromatin at the break site, via its interaction with SCF/Cullin and INO80/NuA4 chromatin-

remodeling complexes, which has been proposed to promote HR [304]. Depletion of CDC73 

was found to delay DNA replication and enhance the accumulation of transcription 

dependent DSBs [307]. Loss of PAF1 components have also been proposed to impair 

recovery of transcription after UV irradiation, however, PAF1 is not considered to be directly 

involved in TC-NER [308]. Work by our group showed that CDC73 was required for the 

enhanced ATR signaling upon PNUTS depletion [17]. Altogether, this demonstrates the 

versatile functions of CDC73 and the PAF1c.  

 

CDC73 is a tumor suppressor, where low levels of CDC73 causes cellular senescence in 

cancer cells [309]. Its role as a tumor suppressor has been proposed to be mediated by 

inhibition of Cyclin D1 and c-myc. On the other hand, CDC73 have also been demonstrated 

to have an oncogenic function by activating Wnt signaling, which is involved in cell growth 
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and differentiation [310]. HRPT2, the gene that encodes CDC73, is inactively mutated in 

hyperparathyroidism-jaw tumor syndrome [311]. CDC73 mutations are associated with 

numerous cancers, including carcinomas of the breast [312], renal [313], parathyroid [314], 

and gastric [315] tissue. Both low and high expression levels of CDC73 have been observed in 

cancers [316, 317].  
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2 Aims of study 

Overall aim of this work was to explore the interplay between the transcription machinery 

and the responses to DNA damage and replication stress. 

 

i. In paper I we aimed to further elucidate the replication phenotype seen after 

PNUTS depletion and to address whether PNUTS-PP1s role in dephosphorylation 

of RNAPII CTD was interconnected with its role in DNA replication. We also aimed 

to identify PNUTS interactors that might be involved in this process. 

 

ii. In paper II we wanted to optimize and validate our flow cytometry technique 

from paper I to detect RNAPII levels on chromatin in individual phases of the cell 

cycle. With this new technique, we aimed to explore how RNAPII, pRNAPII S5 and 

pRNAPII S2 levels on chromatin were affected by UV irradiation throughout the 

cell cycle.  

 

iii. The aim of paper III was to understand how the phosphorylated CTD of RNAPII 

influences DSB repair, and whether its involvement was dependent on 

association with RNA or RNAPII CTD-interacting factors 
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3 Summary of papers 

3.1 Paper I 

WDR82/PNUTS-PP1 prevents transcription-replication conflicts by promoting RNA 

polymerase II degradation on chromatin 

 

Previous work by the group showed that PNUTS depletion reduced 5-ethynyl-2’-

deoxyuridine (EdU) incorporation and caused cells to accumulate in S-phase [17], suggesting 

that PNUTS was required for normal DNA replication. The replication effects seen after 

PNUTS depletion were further explored in paper I, where we observed reduced replication 

fork speed and slower recovery from thymidine-induced replication block after PNUTS 

depletion compared to control. The replication phenotype was further characterized as PP1 

dependent and verified as PNUTS depletion specific as expression of siRNA resistant mouse 

PNUTS rescued the phenotype. To find additional factors involved in PNUTS-mediated 

regulation of replication, we identified PNUTS interactors by SILAC-IP. From the hits, WDR82 

was of particular interest as it binds the only established substrate of PNUTS, pRNAPII S5 

[259, 268, 269]. Interestingly, WDR82 depletion elicited similar replication phenotype as 

PNUTS depletion. WDR82 was also shown to facilitate dephosphorylation of pRNAPII S5 by 

PNUTS-PP1, as WDR82 depletion caused pRNAPII S5 hyperphosphorylation in cell lysates, 

similarly as for PNUTS depletion. We hypothesized that defective pRNAPII S5 

dephosphorylation after depletion of PNUTS/WDR82 altered RNAPII dynamics. To address 

this, RNAPII levels on chromatin were measured in pre-extracted cells by either western 

blotting or flow cytometry analysis. Both techniques demonstrated a more stable pRNAPII S5 

fraction on chromatin after depletion of PNUTS/WDR82 compared to control cells. We 

further identified the PAF1c component CDC73, which binds the phosphorylated CTD 

(phospho-CTD) [297], as necessary for the suppression of replication and the enhanced 

chromatin retention of RNAPII seen after PNUTS depletion. Next, we noticed that when 

RNAPII levels on chromatin were reduced after treatment with the transcription inhibitor 

THZ1, there was not a corresponding increase in soluble RNAPII, suggesting that RNAPII was 

degraded. We speculated that in the absence of WDR82/PNUTS, CDC73 binding to 

hyperphosphorylated RNAPII on chromatin was prolonged, where CDC73 shielded RNAPII 

from degradation. The potential role of PNUTS and WDR82 in promoting RNAPII degradation 

was addressed with the proteasome inhibitor MG132. Indeed, inhibition of RNAPII 

degradation greatly enhanced RNAPII chromatin residence time in control cells but less so in 

cells depleted for PNUTS/WDR82. As enhanced RNAPII retention on chromatin would 

interfere with replication fork progression, we wondered if the replication phenotype seen 

after PNUTS/WDR82 depletion could be caused by transcription-replication conflicts (T-R 

conflicts). Proximity ligation assay revealed increased proximity between RNAPII and the 

replication component PCNA after depletion of PNUTS. Furthermore, replication fork speed 

was partially rescued in cells depleted with PNUTS/WDR82 upon treatment with THZ1. 
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In this paper we provide new insight on how T-R conflicts can be prevented. We propose 

a model where the dynamic state of RNAPII is controlled by WDR82/PNUTS-PP1 

dephosphorylation of RNAPII CTD and association with the phospho-CTD binding protein 

CDC73. In the absence of proper RNAPII CTD dephosphorylation, such as in the case of 

PNUTS/WDR82 depletion, CDC73 will continue to bind the phospho-CTD and protect it from 

degradation. The resulting increase in RNAPII chromatin residence time will promote T-R 

conflicts. Controlling the CTD phosphorylation status, and thereby maintaining RNAPII in a 

dynamic state, is thus essential to suppress T-R conflicts. 

3.2 Paper II 

A novel, rapid and sensitive flow cytometry method reveals degradation of promoter 

proximal paused RNAPII in the presence and absence of UV 

 

The flow cytometry method from paper I was further optimized and additionally 

developed to accurately depict RNAPII levels on chromatin in individual phases of the cell 

cycle. We were able to detect gradually increasing levels of RNAPII throughout the cell cycle 

from G1 to G2 phase, which was as expected as cells grow and the DNA is duplicated. Based 

on our results we concluded that our novel flow cytometry method could be used to 

accurately measure RNAPII levels on chromatin in individual phases of the cell cycle. 

 

Ultraviolet radiation (UV) induces bulky DNA damage that causes arrest of elongating 

RNAPII [97] and further targets RNAPII for proteasomal degradation [102]. With our novel 

flow cytometry technique we were able to validate RNAPII degradation at 2h after UV; 

however, we also discovered that RNAPII levels were actually enhanced at earlier time 

points. It was specifically the promoter proximal paused form of RNAPII, measured by 

pRNAPII S5 levels, that was increased. Enhanced promoter proximal pausing correlates with 

more initiation, suggesting that enhanced initiation is an early response after UV. Moreover, 

with the proteasome inhibitor MG132, we revealed that elongating RNAPII (pRNAPII S2) was 

less degraded in S phase after UV, in line with TC-NER specific effects in replicating cells. 

Interestingly, MG132 enhanced pRNAPII S5 levels both with and without UV, while less so 

for pRNAPII S2, suggesting that the promoter proximal form of RNAPII was degraded during 

unperturbed conditions and after UV. These results were unanticipated as elongating RNAPII 

has been considered to be specifically degraded after UV and promoter proximal paused 

RNAPII was thought to avoid degradation both in the presence and absence of UV [124, 

231]. To address degradation of promoter proximal paused RNAPII, we enhanced promoter 

proximal pausing with DRB, which prevents release into gene bodies [76], and measured 

chromatin levels of RNAPII with and without MG132. During unperturbed conditions, 

reduced RNAPII levels after DRB treatment were completely restored by MG132. As pRNAPII 

S5 levels were greatly enhanced by MG132 after DRB treatment, this supports that reduced 

RNAPII levels were caused by degradation of the promoter proximal form. Moreover, if UV 

specifically targets elongating RNAPII for degradation, then inhibition of productive 
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elongation with DRB prior to UV treatment would suppress RNAPII degradation. However, 

DRB treatment prior to UV caused an even larger reduction in RNAPII and pRNAPII S5 levels 

on chromatin compared to either treatment alone. Chromatin levels of both RNAPII forms 

were completely restored with MG132. As anticipated, pRNAPII S2 levels were reduced with 

DRB in combination with UV, however, they were not restored with MG132. This supports 

our hypothesis that the promoter proximal paused RNAPII is specifically targeted for 

degradation after UV. When RNAPII progression was inhibited a step prior to promoter 

proximal pausing, with THZ1 [318, 319], we observed that pRNAPII S5 levels were not further 

reduced by UV in combination with THZ1. This suggests that UV-induced degradation of 

RNAPII requires transcription initiation, which further leads to production of new promoter 

proximal paused RNAPII. 

 

In this paper we developed a new flow cytometry assay that accurately depicts chromatin 

binding of RNAPII and its phosphorylated forms through the cell cycle. With this technique 

we revealed that elongating RNAPII becomes more stable in S-phase after UV, which might 

indicate cell cycle specific effects in the TC-NER. We also propose a modified model for the 

effects UV has on transcription, as our results shows that the promoter proximal paused 

form of RNAPII is targeted for degradation both with and without UV. Our results suggest 

that degradation of promoter proximal paused RNAPII participates in the regulation of the 

“RNAPII pool”, which may further be important for resumption of transcription and cell 

survival after UV.  

3.3 Paper III 

The RNA polymerase II C-terminal domain promotes non-homologous end-joining (NHEJ) by 

recruiting DDX5 and CDC73 

 

In paper II we observed a global reduction in RNAPII levels on chromatin at 2h after UV. 

Removal of RNAPII from chromatin upon DNA damage is thought to ensure proper DNA 

repair [175], and to avoid T-R conflicts and other harmful events caused by lesion-stalled 

RNAPII [5]. We wondered whether RNAPII chromatin association was also reduced after 

DSBs induced by ionizing radiation (IR). Indeed, chromatin levels of RNAPII were reduced at 2 

and 6h after IR, both in G1 and S phases. Interestingly, RNAPII reduction in G1 was partially 

restored at 6h after IR, while RNAPII levels were further reduced at 6h in S phase. This 

suggests that RNAPII levels do not strictly correlate with the amount of DSBs, but are also 

influenced by factors such as DNA replication. Moreover, RNAPII levels were also reduced 

after IR at 30 and 60 min, which was in contrast to UV where we observed enhanced RNAPII 

levels at early time points. The reduction of RNAPII after IR was most pronounced for 

pRNAPII S2, suggesting that IR suppresses transcription elongation. Our results thus support 

that IR and UV affect transcription differently.  
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Previous work by the group showed that PNUTS is recruited to sites of DNA damage [256] 

and in paper I we revealed that PNUTS is required for RNAPII degradation. We thus 

wondered whether PNUTS is required to suppress RNAPII elongation at sites of IR-induced 

DNA damage. Indeed, PNUTS depletion suppressed the reduction in RNAPII and pRNAPII S2 

levels on chromatin at 30 and 60 min after IR. We wanted to address whether enhanced 

RNAPII retention after PNUTS depletion affected repair by non-homologous end-joining 

(NHEJ). Interestingly, with a NHEJ reporter construct we observed that PNUTS depletion did 

not show reduced but rather enhanced NHEJ repair, suggesting that suppression of RNAPII 

elongation is not required for NHEJ repair. As PNUTS-PP1 dephosphorylates the CTD of 

RNAPII [259], we wondered whether such post-translational modifications of the RNAPII CTD 

could regulate the recruitment of NHEJ factors, as it does for factors involved in transcription 

and RNA metabolism [40-43]. We manually screened 5 published datasets of phospho-CTD 

interacting partners for a role in NHEJ, where we identified 16 proteins. As PNUTS is known 

to associate with RNAPII, we addressed if some of these proteins were in the vicinity of 

PNUTS. Indeed, our PNUTS BioID screen identified 6 of the NHEJ promoting factors that were 

found to bind the phospho-CTD. Interestingly, chromatin association was enhanced for 

several proteins involved in NHEJ after PNUTS depletion, while it was inhibited with the 

RNAPII CTD kinase inhibitor THZ1. On the other hand, some NHEJ factors showed reduced 

chromatin association after PNUTS depletion. Moreover, RNA has been proposed to 

promote chromatin association of NHEJ factors [320, 321]. We wondered whether the 

enhanced recruitment of NHEJ factors after PNUTS depletion could be caused by increased 

RNA levels. Indeed, PNUTS depleted cells showed enhanced RNA levels compared to control 

cells. However, our results suggested that RNA levels did not strictly correlate with the 

chromatin association of NHEJ factors. We discovered that enhanced chromatin levels of 

NHEJ factors were dependent on the phospho-CTD binding proteins CDC73 and DDX5. Co-

depletion of PNUTS with either CDC73 or DDX5 reduced NHEJ repair frequency. Altogether 

our results propose a role for the tumor suppressor CDC73 in NHEJ, and we suggest that the 

phospho-CTD in combination with RNA, CDC73 and DDX5 forms a functional unit that 

promotes NHEJ. We hypothesized that this functional unit might be a nuclear condensate; 

however, this has to be further explored.  
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4 Discussion 

4.1 Transcription as a threat to normal DNA replication 

Transcription can halt or stall replication fork progression and is considered a major 

source of replication stress [5, 6]. Encounters between transcription and replication 

machineries may occur [84, 199], and there are several events that might increase the risk of 

such encounters (section 1.4.1). Factors that alter the stability of RNAPII or transcription 

elongation rate might promote T-R conflicts [85]. Notably, it is uncertain whether T-R 

conflicts are caused by direct contact between the transcription and replication machineries. 

Several structures generated during transcription have the potential to interfere with fork 

progression, such as R-loops [85, 222, 223], supercoiling [219, 220] and secondary non-B 

DNA structures [221]. Enhanced presence of such structures also poses a threat to normal 

DNA replication.  

 

In paper I we observed that depletion of PNUTS or WDR82 interfered with normal DNA 

replication, as shown by reduced EdU incorporation and replication fork speed. As PNUTS 

depletion previously was shown to enhance the formation of R-loops [17], one hypothesis 

could be that R-loops might be the cause of replication stress. However, overexpression of 

RNase H1 only partially rescued EdU incorporation and replication fork speed in PNUTS 

depleted cells. In WDR82 depleted cells, replication fork speed was unaltered upon RNase 

H1 treatment. R-loops might thus contribute to the replication stress seen after PNUTS 

depletion, but could not solely explain the replication stress phenotype caused by 

PNUTS/WDR82 depletion. However, our results rather suggested that the transcription 

machinery, more specifically RNAPII itself, interfered with replication fork progression.  

 

Upon encounters between transcription and replication, a dynamic state of RNAPII has 

been proposed to suppress T-R conflicts [85]. Factors that promote RNAPII turnover on 

chromatin can thus be considered as important for normal DNA replication. In paper I we 

observed that depletion of PNUTS or WDR82 altered RNAPII dynamics by enhancing RNAPII 

residence time on chromatin. The enhanced residence time was further discovered to be 

caused by reduced degradation of RNAPII. Increased stability of RNAPII on chromatin is likely 

to enhance the threat posed by transcription on normal replication. Supporting this, several 

studies have proposed that regulated RNAPII stability is important to avoid T-R conflicts 

[209, 225, 229, 322]. We observed enhanced proximity ligation signal of RNAPII-PCNA after 

depletion of PNUTS. Treatment with THZ1, which decreased the amount of chromatin bound 

RNAPII, also partially rescued the reduced replication fork speed caused by depletion of 

PNUTS. Altogether, our results support previous observations [209, 225, 229, 322], where a 

dynamic state of RNAPII promotes normal DNA replication.   
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As PNUTS [17, 259, 260] and WDR82 (paper I) facilitate dephosphorylation of pRNAPII S5, 

one might wonder if there is a correlation between the phosphorylation status of the RNAPII 

CTD and RNAPII dynamics. Our results suggested that hyperphosphorylation on pRNAPII S5 

caused by PNUTS/WDR82 depletion protected RNAPII from degradation. Similarly, a study in 

yeast showed that pRNAPII S5 prevented ubiquitylation and degradation of RNAPII [231]. 

They proposed that dephosphorylation of pRNAPII S5 preceded RNAPII degradation. 

Enhanced stability of RNAPII on chromatin thus increases the risk of T-R conflicts as the 

conflict is not easily resolved by RNAPII removal by degradation. Altogether, these results 

support that PNUTS and WDR82 protect the cell against replication stress by promoting 

RNAPII turnover on chromatin to suppress T-R conflicts.  

 

4.2 Potential mechanisms to explain the effects of PNUTS and WDR82 on 

RNAPII dynamics 

 Regulation of promoter proximal pausing 4.2.1

Promoter proximal pausing is considered an important step in regulation of the 

transcription rate. Upon premature termination at the promoter proximal pause site, RNAPII 

has been assumed to be released and recycled for new rounds of transcription [323-326]. 

However, in paper II we showed that promoter proximal paused RNAPII is targeted for 

proteasome-mediated degradation. In paper I, depletion of PNUTS/WDR82 was found to 

protect RNAPII from degradation. One possibility might therefore be that PNUTS/WDR82 

promotes degradation of promoter proximal paused RNAPII. As pRNAPII S5 is the substrate 

of WDR82/PNUTS-PP1, pRNAPII S5 dephosphorylation might be required for degradation of 

promoter proximal paused RNAPII. Alternatively, PNUTS/WDR82 may suppress release from 

promoter proximal pausing into productive elongation, and thus promote the presence of 

the promoter proximal paused form of RNAPII. In paper II we found that pRNAPII S5 was 

more degraded after treatment with DRB in early S compared to G1-phase in HeLa cells. 

pRNAPII S5 was also removed to a greater extent in S phase compared to G1 phase after UV 

treatment. This supports a role for degradation of promoter proximal paused RNAPII in the 

regulation of T-R conflicts.  

 

Another interesting link between PNUTS and promoter proximal pausing is its proposed 

role in dephosphorylation of Spt5 [266]. Interestingly, Spt5 has been shown to stabilize 

promoter proximal paused RNAPII and protect it from degradation [327, 328]. 

Phosphorylation of Spt5 occurs at the transition from promoter proximal pausing into 

productive elongation [45]. Spt5 might enhance the release into productive elongation, as 

phosphorylated Spt5 has been shown to associate with elongation factors, such as the PAF1c 

[329-331]. Notably, Spt5 has not yet been shown to be a direct substrate of PNUTS in vitro 

and thus needs to be further explored. It is also interesting that co-depletion of CDC73 

partially restored RNAPII dynamics and replication fork rates after depletion of PNUTS. One 
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possibility could be that enhanced association of CDC73 with the phospho-CTD shielded 

RNAPII from degradation. However, as an elongation factor, CDC73 might also regulate 

RNAPII dynamics by promoting release from promoter proximal pausing. Indeed, PAF1c has 

been shown to compete with the pausing factor NELF for association with RNAPII [58], and 

enhanced CDC73 levels upon PNUTS depletion might likely promote pause release. In line 

with this, chromatin association of NELF was reduced upon PNUTS depletion (Figure 10). The 

involvement of PNUTS/WDR82 and CDC73 in promoter proximal pausing thus warrants 

further investigation.  

 

Figure 10: Chromatin levels of NELF. Western blot analysis of chromatin fractions of NELF in HeLa cells   

48h after transfection with scramble (scr) or PNUTS (siPNUTS) siRNA. Chromatin levels were normalized 

to stain free signal and further to scr sample (n=3). Error bars indicate standard error of mean (SEM) and 

p-value was calculated by the two-tailed Student’s one-sample t- test. See materials and methods from 

paper III for more details. 

 

 Regulation of elongation speed 4.2.2

Factors that promote release of RNAPII from the promoter proximal paused state would 

also determine the rate of RNA synthesis [332]. Supporting this, loss of PAF1 has been 

shown to negatively affect elongation rates [333]. Rapid promoter proximal pausing and 

subsequent release is also associated with enhanced levels of gene expression [334, 335]. 

The potential roles of PNUTS and WDR82 in regulating promoter proximal pausing may 

contribute to the regulation of RNA synthesis. Upon depletion of PNUTS we observed higher 

levels of 5-ethynyl-uridine (EU) incorporation (paper III), representing enhanced RNA 

synthesis. The increase in EU levels caused by PNUTS depletion can be caused by enhanced 

elongation speed, as the regulatory step of promoter proximal pausing may be disturbed in 

PNUTS depleted cells. PNUTS-PP1 has also been proposed to regulate elongation speed by 

promoting dephosphorylation of Spt5. This “sitting duck torpedo” mechanism is based on 

Spt5 dephosphorylation that causes reduced elongation rate in the termination zone, which 

further converts RNAPII to a “sitting duck” that is terminated by XRN2 [266]. Accelerated 

elongation speed in both gene bodies and 3’ flanking regions, caused by PNUTS depletion, 

prolongs the race between RNAPII and XRN2, which ultimately leads to distal termination 

[266]. PNUTS and WDR82 have been proposed to facilitate proper termination by several 
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mechanisms. Defective termination and enhanced release from promoter proximal pausing 

would both contribute to enhanced RNA synthesis, and may thus explain the effects on RNA 

synthesis seen upon PNUTS depletion.  

 

 Regulation of RNAPII termination 4.2.3

In section 4.2.1, PNUTS and WDR82 were proposed to regulate premature termination by 

promoting degradation of promoter proximal paused RNAPII. Premature termination is 

important for regulating gene expression, but also to suppress divergent antisense 

transcription [267]. The role of PNUTS and WDR82 in premature termination during 

promoter proximal pausing might thus aim to limit antisense transcription. Indeed, depletion 

of WDR82 or PNUTS has been shown to cause termination defects at active enhancers and 

promoters, which increased the synthesis of lncRNA [267]. WDR82 has been proposed to 

regulate antisense transcription via its association with the SET1 methyltransferase [268] or 

the ZWC complex [290]. PNUTS has not been found in the SET1 [259] or ZWC complexes 

[289], and our preliminary data suggest that H3K4 methylation is not affected by PNUTS 

depletion. In line with this, others have proposed that H3K4me3 did not correlate with the 

termination defect seen upon PNUTS depletion [267]. This might suggest that PNUTS and 

WDR82 suppress antisense transcription by different mechanisms. In all, these results 

support a role of PNUTS and WDR82 in promoting premature termination and suppressing 

antisense transcription.  

 

As the CTD phosphorylation status is likely important during premature termination, one 

might wonder if termination at the end of genes is equally regulated by the phospho-CTD. 

Transcription termination factors, such as the RNA splicing machinery and polyadenylation 

factors (CPF), require pRNAPII S2 for their recruitment to chromatin [40, 60, 336]. One might 

speculate whether hyperphosphorylation on pRNAPII S5 might interfere with the 

recruitment of one or several essential transcription factors. Notably, we observed no 

change in the termination factor XRN2 upon PNUTS depletion, and the RNA splicing factors 

NONO and SFPQ were rather enhanced. On the other hand, both PNUTS and WDR82 have 

been shown to directly associate with termination factors in yeast [259, 263, 281-283, 337, 

338]. In mammals, the corresponding complexes showed similarities with the ones in yeast 

[339-341], suggesting that the role of PNUTS/WDR82 in 3’ end processing and termination 

has been conserved from yeast to humans. However, whether PNUTS and WDR82 promote 

termination by facilitating the recruitment of termination factors has to be further explored.  

As mentioned above in section 4.2.2, the effects of PNUTS in suppressing elongation rate 

may also contribute to regulate termination. 

 

All things considered, we have discovered roles for PNUTS and WDR82 in regulating 

RNAPII dynamics. As PNUTS and WDR82 seem to be involved in several stages of 
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transcription regulation (Figure 11), their contribution to maintaining a dynamic state of 

RNAPII might be diverse.   

 

 

Figure 11: Potential roles of PNUTS-PP1 in transcription regulation.  

 

4.3  The transcription cycle after DNA damage 

DNA damage can challenge the progression of transcription upon formation of 

transcription blocking lesions. Depending on the type of lesion and its location in regards of 

the transcription machinery, RNAPII progression can be either stalled or fully blocked [342]. 

In some cases, DNA damage may alter the RNAPII pool, as RNAPII can be removed from the 

break site by degradation [100-102, 175]. DNA damage is generally considered to inhibit 

transcription, either locally at the lesion or on a global level [342]. In this section I will 

elaborate on the transcriptional responses to DNA damage, and how this response differs 

upon UV- or IR-induced DNA damage.  

 

 The transcription response to UV-induced DNA damage 4.3.1

In response to UV-induced bulky lesions, RNAPII stalling at the lesion initiates TC-NER 

[16]. In most cases, removal of RNAPII from the DNA damage site is considered to promote 

access of NER factors to the lesion [343]. This might be achieved by release of RNAPII from 

chromatin [344], backtracking or displacement [345-347], or even degradation of RNAPII 

[100-102]. UV-mediated degradation was previously considered to target productive 

elongating RNAPII [97], as this was likely the form of RNAPII that encountered UV-induced 

lesions. We have shown that the promoter proximal form of RNAPII was specifically targeted 

for degradation after UV irradiation. This was supported by a recent study, which also 

observed that promoter proximal paused RNAPII was targeted for UV-mediated degradation 

[348]. In addition, pRNAPII S5 has been shown to specifically bind to E3 ubiquitin ligase upon 

UV-induced DNA damage [232]. If only the lesion-stalled RNAPII was affected upon UV 

irradiation, one might expect a local effect on transcription. The total effect on transcription 
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would then depend on the number of RNAPII complexes impaired by the different doses of 

UV irradiation. As we were able to observe reduced RNAPII levels at 2h after UV irradiation 

by bulk measurements, this suggests a global effect on transcription. This supports the 

results of numerous studies, where UV irradiation was found to cause a global inhibition of 

transcription [96, 98, 99, 349]. UV thus also affects transcription elsewhere than the damage 

site, and our results suggest that this likely involves degradation of promoter proximal 

paused RNAPII.    

 

UV-induced inhibition of transcription is commonly considered to involve inhibition of 

transcription initiation [99, 350]. The rate of transcription initiation is likely negatively 

affected by the reduced RNAPII pool caused by UV-mediated degradation of RNAPII [98]. 

Interestingly, we observed increased transcription initiation as an early response to UV 

irradiation. In line with this, RNA-seq analysis showed enhanced RNA synthesis from the TSS 

at 1h after UV irradiation [351]. As RNAPII stalling is the lesion signal for TC-NER repair [16], 

enhanced initiation might be an early response upon UV to screen transcriptionally active 

regions for bulky lesions. Supporting this, UV has been shown to promote the release of 

RNAPII from promoter proximal pausing into productive elongation [352]. Our results from 

paper III suggested that enhanced initiation of transcription causes “promoter proximal 

crowding”, which was relieved by enhanced degradation of promoter proximal paused 

RNAPII and by promoting release into productive elongation. Of note, a recent study 

proposed a similar, but slightly different model, where degradation of promoter proximal 

paused RNAPII after UV required signaling from the lesion-stalled RNAPII [348]. In this 

model, lesion detection should precede degradation of promoter proximal paused RNAPII. 

To illustrate this point, the authors used THZ1, which inhibits initiation and thus prevented 

RNAPII from encountering the lesion. However, if their model was correct, suppressing 

release from promoter proximal pausing should also prevent encounters between RNAPII 

and a lesion. In contrast to this, we observed that co-treatment of DRB with UV reduced 

pRNAPII S5 levels to a greater extent than DRB or UV irradiation alone. Our results rather 

supports our own hypothesis that increased initiation upon UV irradiation is required for the 

enhanced degradation of promoter proximal paused RNAPII. 

 

It is increasingly accepted that promoter proximal pausing is important for the 

transcription machinery to prepare for challenges downstream [45, 323]. In line with this, 

promoter proximal paused RNAPII was rapidly recovered at low doses of UV irradiation, 

while lesion-stalled RNAPII remained [348]. It is likely that regulation of the RNAPII pool by 

degradation of promoter proximal paused RNAPII contributes to transcription recovery after 

UV irradiation. Inhibition of RNAPII degradation upon UV irradiation has been proposed to 

cause dysregulation of short gene transcripts, where many are assumed to code for 

oncoproteins [98]. Regulation of the RNAPII pool and thus transcription activity might 

prevent the expression of such damage-induced genes for the cell to recover from UV-

induced stress. 
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 The transcription response to IR-induced DSBs 4.3.2

Compared to UV, the transcription response to DNA damage caused by IR is less clear. 

This might be related to the great variety of lesions induced upon IR, including DSBs, SSBs 

and inter- or intra-strand crosslinks [105, 106, 353]. If one wish to study specifically the 

effect of DSBs, a transcriptional reporter system, such as in [354], can be used to induce 

DSBs at specific locations. Notably, the DSBs caused by IR are considered to be complex 

[106, 132], and might not be replicated by such techniques. As IR is also commonly used in 

cancer therapy, it is of interest to learn more about the transcription response to IR-induced 

DNA damage.  

 

DSBs have been shown to arrest RNAPII progression in a manner dependent on the DDR 

mediators ATM, DNA-PK and PARP1 [170-172]. The DSB response triggers transcriptional 

silencing at the break site, but also on DSB-flanking genes, which leads to a global inhibition 

of transcription. Transcription silencing near the DSB has been thought to prevent collisions 

between transcription and the repair machinery [170]. When DSBs occur within the gene 

body, transcription silencing has also been proposed to prevent the formation of truncated 

RNA, which could have unwanted functions [170]. In paper III, we observed that RNAPII 

levels on chromatin were globally reduced at 2h after IR measured by flow cytometry and 

western blotting (paper III). pRNAPII S2 levels were especially reduced after IR, most 

pronounced at 1h, suggesting that IR-induced DNA damage suppresses transcription 

elongation. This correlates with previous studies where EU incorporation was reduced 

already at 30 min after IR [175, 176]. The IR-induced reduction in RNAPII and pRNAPII S5 

levels was dose-dependent, as 10 Gy caused a greater reduction than 2 Gy. This dose-

dependent effect on transcription inhibition would be interesting to explore further. 

Moreover, we observed that the IR-induced reduction in RNAPII levels was transient, as 

RNAPII levels were restored at 6h in G1 cells. Supporting this, other studies have shown that 

the transcriptional activity was restored between 1 to 4h after IR [175, 176]. The observed 

difference in time required to restore transcription might be dose dependent and cell line 

specific. As NHEJ repairs 80% of IR-induced breaks within 2h [137], this might partially 

relieve the global suppression of transcription.  

 

As mentioned in section 1.3.6, suppression of transcription elongation after IR may be 

mediated by DNA-PK activity, which has been shown to promote degradation of RNAPII in 

the broken gene [174, 175]. Alternatively, RNAPII may be stalled distant to the DSB in an 

ATM-dependent manner [173]. PARP1 has also been proposed to cause a global effect on 

transcription as PARylation and RNAPII mediated recruitment of NELF has been shown to 

globally suppress transcription by promoting promoter proximal pausing [176, 355]. This 

NELF-mediated pathway of transcription inhibition has been proposed to involve ATM [176]. 

Transcription suppression is also thought to be mediated by histone coding and chromatin 
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remodeling [170, 171, 356]. Both PARP1 and ATM have been shown to edit the histone code 

following DSB formation to generate a repressive chromatin environment nearby the DSB 

[170].  

 

In paper III we discovered that PNUTS was required for the global suppression of 

transcription after IR-induced DNA damage. Chromatin levels of pRNAPII S2 were 

surprisingly not reduced upon depletion of PNUTS, they were rather enhanced. Total levels 

of RNAPII were also enhanced, suggesting that the IR-induced global inhibition of 

transcription was restored. Interestingly, PNUTS has been shown to be rapidly and 

transiently recruited to sites of DNA damage [256]. As PNUTS may have several functions in 

the transcription cycle, which were addressed in section 4.2, these might be related to its 

role in suppressing transcription upon DNA damage. Enhanced release from promoter 

proximal pausing, elevated elongation speed and suppression of termination might 

contribute to the restored transcription levels after IR in PNUTS depleted cells. Furthermore, 

PNUTS has been proposed to regulate DNA-PK activity by promoting DNA-PK 

phosphorylation at S2056 after DNA damage [257]. However, we observed enhanced levels 

of pDNA-PK S2056 on chromatin after PNUTS depletion. This was shown by both flow 

cytometry and western blotting (paper III). Our results thus suggest that PNUTS does not 

regulate RNAPII degradation after IR via DNA-PK activity. On the other hand, as PNUTS might 

be associated with the regulation of promoter proximal pausing, it can be considered to 

suppress transcription via ATM and PARP1. As ATM and PARP1 have been proposed to 

suppress transcription via NELF [176, 355], reduced levels of PARP1 (paper III) and NELF 

(Figure 10) upon PNUTS  depletion might indicate that this mechanism of transcription 

inhibition is impaired. One possibility is therefore that PNUTS depletion inhibits the global 

IR-induced suppression of transcription by regulating promoter proximal pausing.  

 

Seen together, these results suggest that both UV and IR might inhibit transcription by 

regulating promoter proximal pausing. As UV caused enhanced degradation of promoter 

proximal paused RNAPII, one might wonder if degradation of promoter proximal paused 

RNAPII is also important after IR. Our preliminary results (data not shown) suggest that 

promoter proximal paused RNAPII is degraded to a greater extent after co-treatment with 

DRB and IR compared to either treatment alone, however, this has to be further explored. 

Furthermore, we want to explore the function of PNUTS in suppressing transcription upon 

IR, and whether it is related to the activity of the DDR mediators. It would also be of interest 

to study whether PNUTS has a similar role in transcription regulation upon UV-induced DNA 

damage.  

 

4.4 RNAPII in DSB repair 

Emerging data suggest that RNAPII might have a role in promoting DSB repair [18]. As 

inhibition of transcription is believed to promote DSB repair, one might wonder why and 
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how RNAPII would be involved in facilitating repair. In regards of the “why”, RNAPII has been 

proposed to be the ultimate surveyor of genomic integrity, as it continually scans the 

genome during transcription. Compared to other damage sensors that might have to be 

recruited to chromatin to initiate repair, numerous RNAPII complexes are already present on 

chromatin. RNAPII is believed to sense damage by “recognition by proxy”, as it stalls upon 

encounter with a lesion [15-20]. Several types of lesions have been shown to stall RNAPII, 

including SSBs, crosslinks and bulky lesions [128]. This is exploited in the specialized repair 

pathway TC-NER, where repair is initiated by stalled RNAPII at bulky UV-lesions [124]. 

However, upon encounter with DSBs it has been proposed that DDR kinase signaling rather 

than the break itself causes RNAPII staling [174]. It is thus unclear whether RNAPII stalls 

locally to the DSBs or in surrounding regions. One might wonder whether RNAPII could be 

close enough to the DSB to “sense” its presence. As RNAPII has been proposed to block 

access of repair factors to the break site [170, 172, 175], it might seem unlikely that RNAPII is 

involved in DSB repair by sensing the DSBs; however, this has to be further explored.  

 

A possible function of RNAPII in DSB repair is by production of DNA-damage response 

RNAs (DDRNAs) and DSB-induced RNA (diRNA) [179, 180, 185]. These non-coding RNAs have 

been proposed to promote the recruitment of repair factors [180, 185], but also direct 

pathway choice [177, 187, 188, 190]. On the other hand, RNAPII-generated RNA has also 

been shown to promote repair regardless of whether it was synthesized at the break site or 

not. Indeed, a recent study showed that small Cajal body-specific RNA2 (scaRNA2) directed 

repair towards HR by inhibiting DNA-PK and competing with the lncRNA LINP1[357], where 

the latter factor has been shown to promote NHEJ [358].  Pathway choice is also thought to 

be directed by transcription-associated chromatin modifications, where histone 

modifications accompanying active transcription have been linked to HR [168, 191, 192, 359, 

360]. On the other hand, we and others [143, 180, 185, 193] have seen that transcription 

also can promote NHEJ. Altogether, RNAPII seems to be involved in DSB repair, however, the 

exact role of RNAPII and nascent RNA remains to be established, as well as the conditions 

that favours RNAPII-mediated DSB repair.  

 

4.5 A new role for the phospho-CTD in DSB repair 

Interestingly, many DSB repair factors have been found to bind the phospho-CTD (paper 

III and results not shown). In paper III we discovered that hyperphosphorylation on RNAPII 

CTD enhanced the recruitment of several of these repair factors to chromatin. The phospho-

CTD is commonly known to act as a signaling platform during transcription and mRNA 

processing, where post-translational modifications of the CTD depicts the recruitment of 

transcription associated factors [41-43]. We thus hypothesized that the phospho-CTD could 

have a similar role in DSB repair, more specifically NHEJ. As the chromatin association of 

many NHEJ repair factors were enhanced by RNAPII CTD hyperphosphorylation in the 
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absence of damage, this might suggest that selected repair factors travel with RNAPII during 

elongation. One might speculate that when RNAPII stalls after the induction of DSBs, this 

might signal to the repair factors to initiate repair. 

 

In paper III, we discovered that pRNAPII S5 levels were important for the recruitment of 

NHEJ factors, as hyperphosphorylation of pRNAPII S5 caused by PNUTS depletion enhanced 

their levels on chromatin. This was verified with the CDK7 inhibitor THZ1, which prevents 

further phosphorylation of serine 5 by CDK7. In paper I we showed that THZ1 suppressed 

both total RNAPII and pRNAPII S5 levels on chromatin to a larger extent in control cells than 

in PNUTS depleted cells. Many NHEJ factors followed a similar pattern and showed 

enhanced stability on chromatin upon PNUTS depletion after THZ1 treatment. A study in 

yeast showed that aberrant phosphorylation of the CTD reduced resistance to DNA damage 

[361], further supporting a role of the phospho-CTD in DNA repair. In addition, all key factors 

of the cNHEJ pathway, such as Ku80, DNA-PK and Ligase IV, have been found in the RNAPII 

immunocomplex [143, 193]. Of note, a study observed reduced NHEJ repair upon depletion 

of PNUTS or PP1 [257]. As there are some differences in siRNA, cell lines and techniques 

used to measure NHEJ repair in their study vs. ours, this might be the cause of our different 

observations. Our hypothesis is further supported by the observation of enhanced NHEJ 

frequency upon depletion of WDR82 (Figure 12), which similarly causes 

hyperphosphorylation of pRNAPII S5 as seen for PNUTS depletion (paper I).  In paper III, we 

also showed that loss of phospho-CTD binding factors CDC73 and DDX5 inhibited the 

enhanced NHEJ frequency seen after PNUTS depletion.  

 

Figure 12: Mean frequency of NHEJ repair measured by percent GFP-positive cells in HeLa cells 
transfected with the NHEJ reporter construct. Cells were transfected with scramble (scr), PNUTS 
(siPNUTS) or WDR82 (siWDR82) siRNA at 24h. After 6-24h they were further transfected with the I-SceI-
expressing vector and a mCherry-labeled empty vector. The percent of GFP-positive cells relative to the 
total number of transfected cells (mCherry) was measured after additionally 48h by flow cytometry (n=5). 
Error bars indicate standard error of mean (SEM) and p-value was calculated by the two-tailed Student’s 
one-sample t- test. See Materials and Methods in paper III for more details. 

 
 

In paper I we observed that PNUTS depletion caused replication stress, likely by 

enhancing T-R conflicts. DSBs can form as a consequence of genome destabilizing 

transcription-associated structures [200, 201, 224] or when the transcription block upon T-R 
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conflicts remains and leads to fork breakage [202-204, 238]. One possibility is that this could 

contribute to the enhanced chromatin levels of NHEJ promoting factors seen in paper III. 

This correlates with Ku80 and DNA-PK chromatin levels, which were only enhanced in S-

phase upon PNUTS depletion. On the other hand, DDX5 was clearly enhanced in both G1 and 

S-phases, arguing for a direct role for the phospho-CTD in its recruitment to chromatin. 

Moreover, PNUTS depletion causes accumulation of cells in S-phase [17], which would rather 

be expected to suppress NHEJ as S-phase cells may also rely on HR for their repair. In line 

with this, HR is considered the preferred pathway to repair one-ended DSBs formed upon 

collapsed replication forks  [107, 108]. The enhanced NHEJ frequency upon PNUTS depletion 

is thus not likely caused by intrinsic DNA damage. Note that the NHEJ reporter assay 

measures repair frequency of DSBs specifically induced by the I-SceI restriction enzyme. This 

suggests that enhanced T-R conflicts upon PNUTS depletion are unlikely to cause the 

increased NHEJ frequency in this assay. Altogether, our results support a role for the 

phospho-CTD in DSB repair.  

 

 Potential involvement of phase separation in NHEJ repair via the phospho-CTD  4.5.1

In response to DNA damage, many proteins positions at the break site to form local 

accumulations, known as foci [362]. Such foci can be visualized by immunofluorescence as 

centers of high signal of fluorescently tagged proteins [363]. Recent studies have shown that 

liquid-liquid phase separation might drive the accumulation of repair proteins at the DNA 

lesion [321]. In paper III we proposed a model where the phospho-CTD and RNA form 

nuclear condensates that may promote NHEJ. The phospho-CTD binding factors CDC73 [299] 

and DDX5 [364] have also been found to phase separate and are likely to contribute to these 

nuclear condensates. Several studies have shown that RNAPII form different condensates 

during the transcription cycle, where the phosphorylation status of RNAPII CTD determines 

its ability to phase separate with distinct factors involved in transcription [70-72, 77]. 

Hyperphosphorylated CTD upon PNUTS depletion caused increased NHEJ repair, which 

might be linked to enhanced formation or increased stability of nuclear condensates. PNUTS 

depletion has also been proposed to enhance transcription of lncRNAs [267], which 

promotes the assembly and scaffold biomolecular condensates [77]. 53BP1 has been shown 

to form biomolecular condensates via its interaction with lncRNA transcribed near the DSB 

site [183, 365]. In addition, DNA damage-induced 53BP1 foci have been shown to depend on 

transcription, as treatment with RNase A or α-amanitin prevents their formation [180, 185]. 

The number of required molecules to process a DSB is unknown and seems to vary for the 

different repair factors. Some repair factors are clearly many enough at the lesion to be 

visible as a focus by microscopy [183, 365, 366], while others cannot be detected [367, 368]. 

If RNAPII and RNA facilitate clustering of repair proteins at the break site, several RNAPII 

complexes might contribute to locally enhance the concentration of repair factors at a DSB. 

As DSBs located in actively transcribed regions have been shown to cluster [369], these DSB 

clusters are likely to involve several RNAPII complexes that might contribute to a high local 
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pool of repair factors that facilitates their repair. There is still much to explore regarding the 

role of biomolecular condensates in facilitating DSB repair, and whether RNAPII and nascent 

RNA are required for their formation.  

 

All things considered, the role of transcription in the response to IR-induced DNA damage 

seems complex. We have shown that IR-induced DNA damage globally inhibits transcription, 

which is dependent on PNUTS. On the other hand, we also observe that 

hyperphosphorylation of the phospho-CTD caused by depletion of PNUTS promotes DSB 

repair by a NHEJ pathway. Whether this NHEJ pathway is driven by phase separation or not 

has to be further investigated. It is also unknown whether the recovery of transcription seen 

upon PNUTS depletion is connected to the phospho-CTD mediated NHEJ after IR. Whether 

the response to DSBs favors global suppression of transcription, de novo RNAPII-driven RNA 

synthesis from the break site or RNAPII mediated repair needs to be further explored. 

 

4.6 Interplay between transcription and the responses to DNA damage and 

replication stress 

In the previous sections, transcription has been considered both a threat to genomic 

integrity, but also a facilitator of DNA repair. We have shown that transcription is globally 

suppressed upon DNA damage, and that the effects on RNAPII depend on the type of lesion 

and cell cycle phase. Transcription co-exists on DNA with other basic cellular processes, such 

as DNA damage and replication [370], and constant crosstalk is required to preserve the 

genomic integrity (Figure 13). The high frequency and constantly recurring behaviour of 

transcription renders regulatory mechanisms that control transcription likely key to 

controlling such crosstalk.   

Figure 13: Interplay between RNA polymerase II (RNAPII) machinery, DNA repair, replication stress and 

DNA damage response (DDR) signaling.  
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We have shown that a dynamic state of RNAPII is required to suppress replication stress, 

likely by preventing T-R conflicts (paper I). Factors that regulate RNAPII stability are thus also 

likely to affect genome stability. Central to the regulation of RNAPII turnover on chromatin 

are elongation factors. One such factor is CDC73, which as part of PAF1c has been shown to 

regulate several steps of the transcription cycle (section 4.2), including promoter proximal 

pausing. We have further shown that promoter proximal pausing is a major step in 

controlling RNAPII dynamics. Interestingly, promoter proximal pausing is also regulated in 

response to DNA damage. This correlates with the dual roles of central factors in regulation 

of promoter proximal pausing, such as CDC73 and NELF, which are also associated with 

replication stress and DNA repair [176, 304, 307]. Moreover, in section 4.2.3 I addressed 

whether transcription termination could contribute to the dynamic state of RNAPII. 

Supporting this, a dual role is also found for many termination factors. For example, the 

termination factors SENATAXIN [371] and XRN2 [236] have been suggested to suppress 

replication stress. XRN2 associates with DDX5 to resolve R-loops, and both XRN2 and DDX5 

[148] have been linked to the DDR. This supports the importance of transcription factors in 

regulating the responses to DNA damage and replication stress.  

 

On the other hand, the responses to DNA damage and replication stress can also interfere 

with transcription. Upon T-R conflicts, transcription can be terminated to allow passage of 

the replisome (section 1.4.1). Transcription is also affected by DNA damage, as UV- or IR-

induced lesions cause a global inhibition of transcription. This global effect on transcription 

would be expected to have a significant impact on gene expression. Indeed, after IR-induced 

DNA damage, changes in gene expression have been shown to affect genes involved in 

radio-resistance [372]. Moreover, DNA damage has been shown to affect the distribution of 

splicing factors, as well as their expression levels and activity [373]. Several splicing factors 

are substrates of DDR mediators [114, 373], further linking the interplay between 

transcription and the DDR. For instance, PAR has been shown to be bound by the splicing 

factor NONO [145], which has been implicated in both NHEJ and HR [374]. DNA damage 

induced by IR and UV might also affect splicing indirectly by affecting promoter proximal 

pausing and elongation speed of RNAPII [349]. Indeed, one proposed mechanism of global 

transcription inhibition activated upon DNA damage involves the elongation factor NELF 

[176, 355]. This illustrates that the interplay between transcription and the response to DNA 

damage goes both ways.  

 

One might consider the phospho-CTD as an ideal platform for crosstalk. It is known that 

modifications of the phospho-CTD regulate binding of factors involved in transcription and 

RNA splicing [41-43]. We have now shown that CTD modifications can also regulate the 

recruitment of central factors of DNA repair and DNA damage signaling (paper III). Of note, 

hyperphosphorylation of the RNAPII CTD was found to promote binding of factors associated 

with both NHEJ (paper III) and HR (results not shown). Moreover, the phospho-CTD has been 
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proposed to facilitate the formation of biomolecular condensates with factors associated 

with transcription and RNA metabolism [70-72]. The phosphorylation status was shown to 

determine which factors that phase-separated with RNAPII [72, 75, 76]. In paper III, we 

proposed that phospho-CTD–driven phase separation might also promote NHEJ. PNUTS is an 

important regulator of the phospho-CTD, and our work suggests that it has roles within 

transcription, replication stress and DNA repair. Altogether, this supports that the phospho-

CTD could be a platform for the interplay between the transcription machinery and the 

responses to DNA damage and replication stress. 

 

4.7 The use of flow cytometry to study transcription 

During this work we have developed a novel method to study the transcription cycle. We 

have thoroughly verified that our flow cytometry technique accurately detects levels of 

RNAPII on chromatin in individual phases of the cell cycle. In this section I will consider the 

advantages and disadvantages with this technique. Moreover, I will consider how it may 

contribute to the analysis of transcription compared to other available techniques. 

 

One major advantage with flow cytometry is the possibility of simultaneous analysis of 

multiple parameters. This enabled us to identify individual cell cycle phases, either based on 

DNA content alone or in combination with EdU. Incorporation of EdU allowed us to separate 

S-phase cells from cells in G1 and G2 phases with similar DNA content. Flow cytometry thus 

enables cell cycle analysis without the need to synchronize cells. Other available sequencing 

or chromatin fractionation techniques are based on cell lysates made from pooled cells and 

thus rely on cell synchronization to study cell cycle effects. Cell synchronization methods are 

mostly based on chemical agents that inhibit building blocks and central factors of DNA 

synthesis to arrest cell cycle progression at specific stages [375]. Some of these agents have 

been shown to cause unwanted effects, such as replication stress or changes to transcription  

[375]. Moreover, synchronization methods can also be limited by statistical significance as 

they may not provide a sufficient amount of cells in the cell cycle phase of interest [375]. As 

flow cytometry enables rapid measurements of thousands of cells, it ensures quantitative 

analysis of cell cycle specific effects. In addition, all cell cycle phases can be identified in the 

same experiment by flow cytometry, which allows for direct comparison of RNAPII levels 

between the individual cell cycle phases.  

 

Flow cytometry multiplexing also enables normalization of RNAPII levels by including 

barcoding. As sample-to-sample variation in antibody staining could be a major limitation 

upon RNAPII analysis, normalization ensures quantitative comparison of RNAPII 

modifications. By including fluorescent cell barcoding, non-treated cells can be mixed with 

all samples prior to antibody staining. This allows for direct normalization of each sample to 

non-treated cells. Some techniques do not easily allow for barcoding, such as microscopy, 
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where all samples are normalized to a separate non-treated sample. Such normalization 

procedure does not exclude sample-to-sample variation upon antibody staining. Sequencing 

techniques, such as ChIP-seq, can achieve normalization by “spike-in” of exogenous 

chromatin [376-378], which resembles the concept of barcoding in flow cytometry. 

However, the “spike-in” procedure is likely to add to the complexity and cost of ChIP-seq. 

Flow cytometry, on the other hand, offers a quick and easy barcoding step that ensures 

normalization of RNAPII levels. Moreover, flow cytometry offers the possibility of conducting 

large experiments, as one can include additional samples without a significant cost effect.  

 

Flow cytometry can also be applied to study RNA synthesis by measuring EU 

incorporation. RNA lifetime and turnover can be addressed by measuring RNA synthesis per 

unit of time. With our technique we discovered that PNUTS depletion enhanced RNA 

synthesis. As EU incorporation measures RNAPI, RNAPII and RNAPIII synthesis of RNA, and 

does not identify the different types of RNA, the specificity of these results should be 

validated. Moreover, we do not know if enhanced RNA levels are caused by enhanced 

elongation speed, enhanced transcription of regions less transcribed during normal 

conditions or if specific genes are more transcribed. Such information could be provided by 

nascent RNA sequencing techniques [379]. Furthermore, as PNUTS has been proposed to 

regulate antisense transcription [267], it would have been interesting to explore whether 

enhanced transcription of lncRNA upon PNUTS depletion was involved in mediating DNA 

repair. Nascent RNA sequencing techniques thus could have provided key information for 

the transcription coupled DSB repair phenotype seen upon PNUTS depletion.  

 

One major limitation with flow cytometry in analysis of transcription is that it measures 

bulk changes in RNAPII levels. Bulk measurements of chromatin associated RNAPII does not 

discern whether RNAPII is bound to promoters, gene bodies, enhancers etc. As post-

translational modifications of RNAPII are regulated during the transcription cycle [60], this 

can be used to discern different phases of the transcription cycle. However, although 

pRNAPII S5 is mainly associated with promoter proximal pausing, it is also found in gene-

internal regions and at splice sites [44]. To overcome these limitations we used RNAPII 

inhibiting drugs that block progression of transcription at specific steps. With DRB, which 

inhibits release into elongation [76], we were able to determine that promoter proximal 

paused RNAPII was indeed targeted for degradation after UV. Similar conclusions were 

reached by FRAP analysis of GFP-RNAPII and ChIP-seq in another study [348]. This shows 

that transcription inhibitors can be used to address transcription cycle specific effects on 

RNAPII chromatin levels obtained by flow cytometry. Moreover, sequence specific effects 

might not cause large enough differences in RNAPII levels in a cell, and therefore might not 

be detected by flow cytometry. Flow cytometry can thus only measure effects that cause a 

global change in RNAPII levels. In regards of paper III, it would be interesting to address 

whether the DNA repair response seen after PNUTS depletion is specific to break sites 

located in active transcriptional regions. Spatial or sequence specific information could have 
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been provided by microscopy or sequence and chromatin fractionation techniques, 

respectively.  

 

In all, our flow cytometry technique provides rapid, quantitative and sensitive 

information on cell cycle specific effects on RNAPII or EU levels in single cells. We have 

shown that it can be used to study the interplay between the transcription machinery and 

the responses to DNA damage and replication stress. Microscopy or sequencing and 

chromatin fractionation techniques may be used to verify our results, as well as provide 

spatial and sequence specific information.  

 

4.8 Implications for cancer and cancer treatment 

Radiotherapy and many chemotherapeutic drugs aim to kill cancer cells by inducing DNA 

damage. Cancer cells are associated with high levels of replication stress, which can be 

caused by oncogenes, deficiencies in the DNA damage response or changes to transcription 

[198]. The survival of cancer cells is thus dependent on the DNA damage and replication 

stress responses. This can be exploited in cancer treatment, which is demonstrated by the 

implementation of chemotherapeutic agents that induce replication stress in cancer therapy 

[380]. As the ATR-CHK1 signaling cascade has an essential role in protecting against 

replication stress, inhibitors of ATR, CHK1 and WEE1 are possible agents for enhancing the 

stress exerted on replication [380, 381]. The high level of replication stress in cancer has 

been proposed to sensitize cancer cells to such agents. Moreover, replication stress can also 

be targeted by DNA damage inhibitors, such as inhibitors of PARP1 [382, 383]. Inhibition of 

PARP1 induces replication stress by multiple mechanisms, including attenuation of HR 

activity by decreasing the levels of central HR factors [123]. Pathway choice between NHEJ 

and HR is of great importance in cancer cells as their high proliferative capacity causes 

enhanced population of cells in S and G2 phases. Factors that regulate pathway choice can 

thus be targeted in cancer treatment or be used as biomarkers to predict the efficacy of 

treatment. It is therefore of great interest to explore factors and pathways involved in 

replication stress and DNA damage.  

 

Transcription is emerging as a central player in the response to replication stress. As there 

are several factors involved in the interplay between transcription and the response to 

replication stress, transcription can be targeted to enhance replication stress in cancer. 

Some cancers experience elevated transcription rate, termed hypertranscription, which 

leads to high levels of replication stress [10]. Overexpression of oncogenes has been linked 

to the high transcription levels in cancer [10], where the MYC family is specifically of 

interest. MYC is overexpressed in numerous cancers [276], and its role in hypertranscription 

is regulated by superenhancers and CDK7 [384]. As the transcription inhibitor THZ1 inhibits 

CDK7, it has been shown to target MYC dependency in cancers [11-13, 384]. Triple-negative 
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breast cancer has also been shown to be highly dependent on CDK7, where THZ1 treatment 

blocked tumor growth [14]. The relevance of transcription inhibitors is also illustrated by 

that loss of CDK12 and CDK13 activity caused HR deficiency and sensitized cancer cells to 

PARP inhibitors [385-387]. Many of the genes that are more transcribed in cancer cells 

encode for factors that contribute to treatment resistance. This has been shown after IR, 

where many of the affected genes contributed to radio-resistance [372]. In such cases, 

inhibitors that globally suppress transcription can be used to improve treatment outcome. 

Indeed, inhibition of transcription pausing with THZ1 in combination with IR caused a 

complete block of tumor growth compared to IR treatment alone [372]. Altogether, this 

supports that transcription can be targeted to improve cancer treatment and that 

transcription associated mechanisms or factors may be used as biomarkers for therapeutic 

agents that act by inducing replication stress. 

 

During our work we have identified several factors and conditions that may potentially be 

relevant to determine treatment efficacy, but that might also be exploited in cancer 

treatment. PNUTS and WDR82 were found to be central factors in suppressing replication 

stress (paper I). Low levels of PNUTS or WDR82 might thus sensitize cancer cells to 

replication-stress inducing agents. As overexpression of PNUTS or WDR82 is considered 

favorable prognostic markers in some cancers [271-273], this might be related to their role 

in suppressing replication stress and alleviating the aggressiveness of such cancers. 

Moreover, PNUTS is involved in the regulation of MYC stability by suppressing c-Myc protein 

degradation [388]. Targeting PNUTS expression in MYCN amplified cancers can thus improve 

treatment prognosis. Moreover, hyperphosphorylation of the RNAPII CTD caused by PNUTS 

depletion was found to promote NHEJ repair (paper III). It was proposed that the phospho-

CTD might promote repair by driving the formation of DSB repair condensates. As several co-

occurring transcription cycles may be connected across actively transcribing regions by the 

formation of biomolecular condensates, targeting oncogenic transcription cycles may thus 

affect several transcription cycles connected by phase separation. This may potentially be 

exploited in cancer therapy by targeting the formation of such condensates or developing 

inhibitors that are specifically incorporated into biomolecular condensates. Furthermore, 

enhanced RNAPII CTD phosphorylation was accompanied by hypertranscription in Ewing 

Sarcoma cells [389]. Hypertranscription or defective PNUTS may thus promote the sensitivity 

to DDR inhibitors. Other factors that are potentially relevant for cancer treatment are CDC73 

(section 1.5.4) and DDX5 [390]. CDC73 is a tumor suppressor [309], but has been shown to 

have oncogenic traits in some cases [310]. Our results suggest that CDC73 is important for 

promoting replication stress after PNUTS depletion (paper I), but that it also participates in 

the phospho-CTD mediated DSB repair (paper III). As CDC73 is mutated in several cancers 

[311-315], its exact function in the responses to replication stress and DNA damage needs to 

be further explored. Another phospho-CTD binding protein, DDX5, was also found to 

promote DSB repair upon PNUTS depletion (paper III). Its role in transcription termination 

[148] suggests that DDX5 also might suppress replication stress. DDX5 has been shown to be 
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up-regulated in cancer [390], where high levels negatively correlated with disease 

progression. CDC73 and DDX5 might thus also be potential biomarkers for treatment 

efficacy.  
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5 Concluding remarks 

We have discovered that RNAPII dynamics is required for maintaining normal DNA 

replication and have provided new insight into regulation of the transcription cycle with and 

without DNA damage. Moreover, our results suggest a direct role for the phospho-CTD in 

NHEJ repair upon DNA double-stranded breaks induced by ionizing radiation. Altogether, our 

results support that the RNAPII machinery plays a central role in DNA replication and repair.  
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SUMMARY
ation stress and loss of genome integrity. However, the
onflicts are poorly understood. Here, we demonstrate
Transcription-replication (T-R) conflicts cause replic
transcription-related processes that restrain such c

that the RNA polymerase II (RNAPII) C-terminal domain (CTD) phosphatase protein phosphatase 1 (PP1) nu-
clear targeting subunit (PNUTS)-PP1 inhibits replication stress. Depletion of PNUTS causes lower EdU up-
take, S phase accumulation, and slower replication fork rates. In addition, the PNUTS binding partner
WDR82 also promotes RNAPII-CTD dephosphorylation and suppresses replication stress. RNAPII has a
longer residence time on chromatin after depletion of PNUTS or WDR82. Furthermore, the RNAPII residence
time is greatly enhanced by proteasome inhibition in control cells but less so in PNUTS- or WDR82-depleted
cells, indicating that PNUTS and WDR82 promote degradation of RNAPII on chromatin. Notably, reduced
replication is dependent on transcription and the phospho-CTD binding protein CDC73 after depletion of
PNUTS/WDR82. Altogether, our results suggest that RNAPII-CTD dephosphorylation is required for the
continuous turnover of RNAPII on chromatin, thereby preventing T-R conflicts.

INTRODUCTION (Jones et al., 2013; Kotsantis et al., 2016; Stork et al., 2016)
and may thus also be involved in cancer development. T-R con-

C
-N
Faithful DNA replication is essential to maintain genome integrity

during cell division. However, problems during DNA replication

(i.e., replication stress) can arise from many sources (Gaillard

et al., 2015). Replication stress contributes to cancer develop-

ment (Forment and O’Connor, 2018; Gaillard et al., 2015) and

may also be exploited in clinical therapy to selectively kill cancer

cells (Forment and O’Connor, 2018; Sørensen and Syljuåsen,

2012). Identification of the molecular mechanisms underlying

replication stress is therefore of great significance.

Transcription-replication (T-R) conflicts are a major source of

replication stress (Gómez-González and Aguilera, 2019). Sharing

the same template, RNA and DNA polymerases may interfere

with each other, and such interference (i.e., T-R conflicts) can

cause replication stress and genome instability (Gaillard and

Aguilera, 2016; Gómez-González and Aguilera, 2019). Interest-

ingly, T-R conflicts are enhanced by oncogenic RAS and CY-

CLIN E and the breast-cancer-inducing hormone estrogen

This is an open access article under the CC BY
flicts can create replication stress by transcription-induced chro-

matin alterations or topological stress (Gómez-González and

Aguilera, 2019). Furthermore, transcription can lead to formation

of nucleic acid structures such as R-loops, which can cause both

replication stress and genome instability (Hamperl et al., 2017;

Lang et al., 2017). R-loops are thus a characteristic of T-R con-

flicts, and overexpression of RNaseH1, which degrades the

RNA strand in RNA-DNA hybrids, can promote replication fork

progression in cells with replication stress caused by T-R con-

flicts (Hodroj et al., 2017; Klusmann et al., 2018; Kotsantis

et al., 2016).

RNA polymerase II (RNAPII) pervasively transcribes the

genome (Jensen et al., 2013) and has a high potential for creating

a physical barrier for DNA replication by itself (Gómez-González

and Aguilera, 2019). Indeed, the bacterial replisome pauses

upon encountering bacterial RNA polymerase (RNAP) in a

head-on conflict (Liu and Alberts, 1995). Furthermore, the

ell Reports 33, 108469, December 1, 2020 ª 2020 The Author(s). 1
C-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Figure 1. The pRNAPII S5 Phosphatase PNUTS-PP1 Promotes DNA Replication

(A) Flow cytometry analysis of EdU incorporation in HeLa cells or HeLa bacterial artificial chromosome (BAC) clones stably expressing EGFPmouse pnuts (HeLa

GFPmpnuts) at 72 h after transfection with siRNA targeting human PNUTS (siPNUTS) or control siRNA (scr). Bottom charts show mean median EdU levels and

percentage of cells in S phase (indicated by regions in scatterplots) (n = 3). p value for percentage of cells in S phase was determined by the two-tailed Student’s

one-sample t test.

(B) DNA fiber analysis of HeLa cells 48 h after transfection with scr or siPNUTS. Representative images of obtained fibers, mean replication fork speed, and

distributions of replication fork speed are shown (n = 6). p value was determined by the Wilcoxon signed rank test.

(C) Flow cytometry analysis of HeLa and HeLa GFPmpnuts cells transfected as in (A) and stained with Hoechst 33258. Indicated samples were treated with

thymidine (T) for 24 h (T 24 h). In T + 6 h samples, thymidine was removed, and fresh media was added for 6 h.

(legend continued on next page)
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transcription-coupled repair factor Mfd and the accessory heli-

cases Rep and UvrD promote replication in bacteria by displac-

phospho-CTD binding protein CDC73, a component of the

PAF1 transcription elongation complex. Altogether, our results
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ing stalled RNAP (Hawkins et al., 2019; Pomerantz and O’Don-

nell, 2010). In addition, RNAPII mutants in yeast, which

promote the retention of RNAPII on chromatin, display impaired

replication fork progression and enhanced genome instability

(Felipe-Abrio et al., 2015). These findings imply that a dynamic

association of RNAPII with chromatin is required to prevent T-

R conflicts. However, at least in human cells, the factors involved

remain poorly understood.

During the transcription cycle, RNAPII becomes post-tran-

scriptionally modified in its C-terminal domain (CTD), which is

a large unstructured domain consisting of 52 heptapeptide re-

peats in humans (Harlen and Churchman, 2017). The modifica-

tions of the CTD regulate its association with factors involved

in initiation, elongation, RNA processing, and termination (Bent-

ley, 2014; Custódio and Carmo-Fonseca, 2016). The most well-

known modifications of the CTD are phosphorylation on serine

(S)2 (pRNAPII S2) and S5 (pRNAPII S5). Though previously

thought to be primarily associated with promoter proximal re-

gions, pRNAPII S5 is also found in gene-internal regions and is

particularly enriched on paused RNAPII at splice sites (Nojima

et al., 2015). pRNAPII S2 is low at promoter-proximal regions

and is associated with elongation and termination (Ahn et al.,

2004; Harlen and Churchman, 2017). The CTD also responds

to stress such as UV DNA damage, when it becomes extensively

hyperphosphorylated (Rockx et al., 2000). Whether the CTD is

involved in replication stress is not known. However, several

CTD binding proteins are required for resistance to the replica-

tion stress inducer doxorubicin (Winsor et al., 2013), indicating

such a connection.

Protein phosphatase 1 (PP1) is a major serine threonine phos-

phatase whose specificity is mediated by regulatory proteins

(Boens et al., 2013). PP1 nuclear targeting subunit (PNUTS) is

an abundant nuclear PP1 regulatory protein (Kreivi et al.,

1997), and its only established substrate is S5 in the CTD of

RNAPII (pRNAPII S5) (Ciurciu et al., 2013; Lee et al., 2010). We

previously found that PNUTS is involved in the G2 checkpoint

and ataxia telangiectasia and Rad3 related (ATR) signaling

(Landsverk et al., 2010, 2019). Our results suggested that ATR

can be activated via the CTD of RNAPII (Landsverk et al.,

2019). Here, we present evidence that PNUTS-PP1-mediated

dephosphorylation of RNAPII CTD suppresses T-R conflicts by

promoting degradation of RNAPII on chromatin, thus reducing

its residence time. Furthermore, we show that WDR82, a major

PNUTS interacting partner, shows similar effects. The pheno-

types of PNUTS and WDR82 depletion on both replication and

the RNAPII residence time on chromatin are dependent on the

(D) Western blot of experiment as in (C).
(E) Flow cytometry analysis as in (A) of HeLa cells 48 h after transfection with scr

(PNUTSRAXA) were transfected at 24 h post-siRNA transfection.

(F) Mean median EdU incorporation or percentage of S phase cells from experim

(G) Mean median EdU incorporation and percentage of cells in S phase from exp

(siSSU72) (n = 4).

(H) DNA fiber analysis of HeLa cells 48 h after transfection with scr or siSSU72.

shown. (n = 3). p value was determined by the two-tailed Student’s one-sample

Error bars represent SEM. See also Figure S1.
provide insight into how regulation of the transcriptionmachinery

contributes to suppression of T-R conflicts in human cells.

RESULTS

PNUTS-PP1 Is Required for DNA Replication under
Normal and Stressed Conditions
In our previous work, we observed an increased fraction of cells

in S phase and reduced 5-ethynyl-20-deoxyuridine (EdU) incor-

poration after small interfering RNA (siRNA)-mediated depletion

of PNUTS in HeLa cells, suggesting PNUTS is required for

normal DNA replication (Landsverk et al., 2019). These effects

were specifically caused by depletion of PNUTS, as they were

rescued in cells expressing mouse GFPpnuts (GFPmpnuts) (Fig-

ure 1A), which is not affected by human PNUTS siRNA (PNUTS

blot in Figure 1D). In addition, PNUTS depletion strongly reduced

replication fork rates compared to control siRNA transfected

cells (Figure 1B). A higher fraction of S phase cells after depletion

of PNUTS was also observed in U2OS cells (Figure S1A). More-

over, PNUTS depletion induced slower recovery from thymidine-

induced replication stalling, as more cells transfected with con-

trol siRNA had reached the G2/M transition 6 h after release

from thymidine than cells transfected with PNUTS siRNA (Fig-

ure 1C). The reduced recovery from thymidine-induced replica-

tion stalling was also observed in U2OS cells (Figure S1B) and

was a specific effect after PNUTS depletion (Figure 1C). Interest-

ingly, a screen searching for factors necessary for recovery from

hydroxyurea (HU)-induced replication stalling identified PNUTS

among the candidate hits (Sirbu et al., 2013). In line with a role

after HU, more PNUTS-depleted cells accumulated in S phase

after HU treatment than control siRNA transfected cells (Fig-

ure S1C). Consistent with our own previous findings (Landsverk

et al., 2019), enhanced ATR signaling was observed after PNUTS

siRNA transfection, as measured by increased phosphorylation

of CHK1 on S317 and S345 and RPA32 on S33 (Figures 1D

and S1D). ATR signaling after depletion of PNUTS was further

enhanced by thymidine and was also rescued by GFPmpnuts

(Figures 1D and S1D). Moreover, the higher ATR signaling in

PNUTS-depleted cells correlated with reduced recovery from

replication stalling and a higher percentage of cells with high

levels of the DNA damage marker gH2AX at 6 h after release

from thymidine block (Figures 1C, 1D, and S1E). To address

whether the high ATR activity after depletion of PNUTS was

responsible for the effects on replication, we added the ATR in-

hibitor VE822 (Fokas et al., 2012). Neither EdU uptake nor repli-

cation fork rate was reversed by VE822 (Figures S1F and S1G),
or siPNUTS. EGFP PNUTS (PNUTSwt) or PP1-binding deficient EGFP PNUTS

ents as in (E) (n = 3).

eriments as in (A) of HeLa cells transfected with scr or siRNA targeting SSU72

Average replication fork speed and distributions of replication fork speed are

t test.
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Figure 2. WDR82, a Major PNUTS Interaction Partner, Also Promotes DNA Replication

(A) HeLa cells were isotopically labeled by growth in SILAC media and transiently transfected with PNUTS-EGFP or empty EGFP. After 24 h, lysates were

prepared and mixed at a 1:1 ratio. Complexes containing EGFP were isolated, separated by 1D SDS-PAGE, trypsin digested, and analyzed by liquid chro-

matography-tandem mass spectrometry (LC-MS/MS). Proteins were identified and SILAC ratios and relative abundance quantified using MaxQuant.

(B) Flow cytometry analysis (as in Figure 1A) at 72 h after transfection with scr or siRNA against WDR82 (siWDR82#3) (n = 5).

(legend continued on next page)
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suggesting ATR activity is not the main cause of the suppressed

replication after depletion of PNUTS. We further addressed

cation stalling and ATR signaling were specific for WDR82, as

they were rescued by siRNA-resistant WDR82 (Figures 2D–

3 a

re
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whether PP1 was involved by overexpressing a siRNA-resistant

PP1 binding deficient mutant (EGFP PNUTSRAXA). While wild-

type PNUTS (EGFP PNUTSwt) partially rescued the lower EdU

uptake and completely rescued the enhanced S phase fraction

after depletion of endogenous PNUTS, EGFP PNUTSRAXA did

not (Figures 1E and 1F). The dependency on PP1 suggested

that reduced pRNAPII S5 dephosphorylation might be causing

the effects of PNUTS depletion on replication. Supporting this,

depletion of another pRNAPII S5 phosphatase, SSU72 (Krishna-

murthy et al., 2004), also reduced EdU incorporation and replica-

tion fork speed and enhanced the S phase fraction (Figures 1G,

1H, and S3B). Together, these findings show that PNUTS-PP1 is

required for normal replication fork progression and suggest it

does so by dephosphorylating pRNAPII S5.

WDR82, a PNUTS Interaction Partner, Is Also Required
for DNA Replication under Normal and Stressed
Conditions
To search for additional PNUTS binding partners that might

contribute to the role of PNUTS-PP1 in DNA replication, we

performed stable isotope labeling of amino acids in cell culture

(SILAC) immunoprecipitation (IP) of PNUTS EGFP followed by

mass spectrometry (Figure 2A). This method allows the identi-

fication of high confidence protein interactions, as it enables

subtraction of background and bait interactions (Trinkle-Mul-

cahy, 2012). The major PNUTS interaction partners identified

were WDR82, TOX4 and the PP1 isoforms; PP1a, PP1b, and

PP1g (Figure 2A; Table S1). The PNUTS/TOX4/WDR82

(PTW)-PP1 complex has also been reported by others (Lee

et al., 2010). We verified the interactions by coIP using

EGFP-tagged PNUTS, mpnuts, TOX4, WDR82, PP1a, PP1b,

and PP1g (Figures S2A–S2E; data not shown). Consistent

with PNUTS acting as a scaffolding protein in the PTW-PP1

complex (Lee et al., 2010), depletion of WDR82 did not reduce

association of EGFP mpnuts with PP1g or TOX4 (Figure S2D),

and PP1 binding was not required for the association between

PNUTS and WDR82 or TOX4 (Figures S2A and S2C). As

WDR82 binds directly to pRNAPII S5 (Lee and Skalnik, 2008),

we addressed whether WDR82 might also play a role in DNA

replication. Indeed, siRNA-mediated depletion of WDR82

reduced EdU incorporation and increased the fraction of cells

in S phase compared to control siRNA transfected cells (Fig-

ure 2B). Supporting that PNUTS and WDR82 are acting in the

same pathway, co-depletion of WDR82 with PNUTS did not

show additive effects on EdU uptake or the S phase fraction

(Figures S3A and S3B). Depletion of WDR82 also reduced repli-

cation fork speed, reduced recovery from replication stalling,

and enhanced ATR signaling with and without thymidine (Fig-

ures 2C–2F, S2F, and S2G). The effects on recovery from repli-

(C) DNA fiber analysis of HeLa cells 48 h after transfection with scr or siWDR82#

(D) Flow cytometry analysis (as in Figure 1C) of HeLa or HeLa cells stably exp
siWDR82#3.

(E) Western blot of experiment as in (D).

(F) Mean results from experiments as in (E) (n = 3).

Error bars represent SEM. See also Figures S2 and S3 and Table S1.
2F, S2F, and S2G). Enhanced ATR signaling was also observed

with two additional siRNA oligonucleotides (Figures S2H and

S2I). Furthermore, WDR82 depletion caused higher accumula-

tion in S phase after HU and more RPA loading and higher

levels of gH2AX and pRPA S4S8 24 h after thymidine (Figures

2E, 2F , and S3C–S3E), suggesting WDR82 is required to pre-

vent DNA damage and promotes cell survival during replication

stress. Supporting this, WDR82 depletion reduced cell survival

after hydroxyurea treatment (Figure S3F).

WDR82 Facilitates pRNAPII S5 Dephosphorylation by
PNUTS-PP1 in Live Cells
We further addressed whether WDR82 plays a role in dephos-

phorylation of pRNAPII S5. Indeed, WDR82 depletion specif-

ically enhanced levels of pRNAPII S5 (Figures 3A, 3B, and S2I).

Previously, we used the CDK7 inhibitor THZ1 to show that

PNUTS-PP1 plays amajor role in pRNAPII S5 dephosphorylation

during replication stress (Landsverk et al., 2019). Remarkably,

we obtained similar results with WDR82. While pRNAPII S5

was reduced after THZ1 treatment in control siRNA transfected

cells, it was not reduced in cells transfected with WDR82 siRNA

(Figures 3C and 3D), supporting a role for WDR82 in pRNAPII S5

dephosphorylation. To further explore this, we performed an

in vitro dephosphorylation assay. Using RNAPII bound to

GFPmpnuts as a substrate, we confirmed that pRNAPII S5 is a

direct substrate for PNUTS-PP1 (Figures 3E and 3F; Ciurciu

et al., 2013; Lee et al., 2010). pRNAPII S5 was selectively de-

phosphorylated compared to pRNAPII S2 (Figures 3E and 3F),

showing that PNUTS-PP1 displays specificity for pRNAPII S5

versus pRNAPII S2 in vitro. Furthermore, PP1 was the phospha-

tase involved, as calyculin A, a PP1 inhibitor (Swingle et al.,

2007), inhibited pRNAPII S5 dephosphorylation (Figure 3E).

Though depletion of WDR82 reduced the amount of WDR82 in

theGFPmpnuts pull-downs, the rate of pRNAPII S5 dephosphor-

ylation was unaltered compared to controls (Figures 3E and 3G).

Thus, though WDR82 is required for pRNAPII S5 dephosphory-

lation in live cells, it may not be required for its dephosphorylation

in vitro. Alternatively, the small remaining amount ofWDR82 (Fig-

ure 3E) may be sufficient for in vitro dephosphorylation of p-

RNAPII S5. Supporting a requirement for WDR82 in mediating

RNAPII dephosphorylation in live cells, a higher amount of

RNAPII relative to GFPmpnuts was pulled down from WDR82-

depleted versus control siRNA transfected cells (Figure 3E,

time 0min, and Figure 3H). Moreover, the amount of RNAPII rela-

tive toPP1gwas also higher (Figure 3E, time 0min, and Figure 3I).

This is reminiscent of the increased interaction between pRNAPII

S5 with a hypoactive PNUTS-PP1 fusion mutant observed in

pull-downs fromHEK293T cells (Wu et al., 2018) and is thus high-

ly consistent with a dephosphorylation defect.

s in Figure 1B. p value was determined by theWilcoxon signed rank test (n = 6).

ssing siRNA-resistant WDR82 (WDR82-res) 72 h after transfection with scr or
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Figure 3. WDR82 Facilitates pRNAPII S5 Dephosphorylation by PNUTS-PP1 in Live Cells

(A) Western blot of HeLa or WDR82-res cells 72 h after siRNA transfection with scr or siWDR82#3.

(B) Mean pRNAPII S5 versus RNAPII from experiments as in (A). p values were determined by the two-tailed Student’s one-sample t test (n = 7).

(C) Western blot analysis of scr or siWDR82#3 transfected HeLa cells treated with thymidine (T) for 2, 4, and 6 h. THZ1 was added 2 h after thymidine treatment.

(D) Mean fold changes of pRNAPII S5 relative to RNAPII for THZ1 and thymidine samples relative to the T 2 h sample from experiments as in (C) (n = 8). Statistical

significance was determined from fold changes in scr versus siWDR82#3 samples at indicated time points.

(legend continued on next page)
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Depletion of PNUTS or WDR82 Enhances the Residence
Time of Phosphorylated RNAPII on Chromatin

ing this, while EGFP PNUTSwt partially rescued the lower reduc-

tion in chromatin binding of pRNAPII S5 and RNAPII after THZ1

pn
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T-R conflicts can occur due to enhanced retention of RNAPII on

chromatin (Chakraborty et al., 2018; Felipe-Abrio et al., 2015;

Poli et al., 2016). Thus, one hypothesis might be that defective p-

RNAPII S5 dephosphorylation could lead to alterations in the dy-

namics of RNAPII, causing T-R conflicts. We addressed this by

fluorescence recovery after photobleaching (FRAP) analysis of

GFP RNAPII inMRC5 cells (Steurer et al., 2018). PNUTS depletion

caused a larger immobile fraction of GFP RNAPII (Figure 4A), indi-

cating a larger fraction of RNAPII complexes were stably chro-

matin bound. Of note, the levels of GFP RNAPII were lower after

PNUTS depletion compared to control siRNA transfected cells

(Figure S4A). We further explored this by assessing the chromatin

residence time of transcriptionally engaged RNAPII. To do so, we

measured the decrease in RNAPII chromatin binding after THZ1

treatment, which prevents de novo transcription initiation (Steurer

et al., 2018) and pRNAPII S5 phosphorylation (Kwiatkowski et al.,

2014). Supporting inhibition of de novo transcription initiation by

THZ1, a reduction of chromatin-bound RNAPII was observed

both in PNUTS-depleted and in control siRNA transfected cells af-

ter THZ1 treatment during thymidine-induced replication stress

(Figures 4B and 4C). However, RNAPII on chromatin was less

reduced in cells depleted of PNUTS (reduced by 42%) compared

to control siRNA transfected cells (reduced by 72%) (Figures 4B

and 4C), consistent with higher residence time of chromatin-

bound RNAPII. Furthermore, pRNAPII S5 was also less reduced

in PNUTS-depleted cells after THZ1 treatment (Figure 4B and

4D). These results were further extended by high-precision flow

cytometry analysis of detergent-extracted cells, which confirmed

the higher residence time of pRNAPII S5 on chromatin with THZ1

after PNUTS depletion, both in the presence and absence of

thymidine (Figures 4E, 4G, 4H, S4B, S4D, and S4F). Furthermore,

similar results for pRNAPII S5 were found in WDR82-depleted

cells (Figures 4E, 4G, 4H, S4B, and S4D). Notably, flow cytometry

also allowed the distinction between G1 and S phases of the cell

cycle based on DNA content, and for pRNAPII S5, similar effects

were observed in both phases (Figures 4H and S4D). Using an

antibody that recognizes the N terminus of RNAPII, we confirmed

that levels of total RNAPII were reduced by THZ1 on chromatin in

PNUTS and WDR82 depleted and in control siRNA transfected

cells (Figures 4F, 4I, S4C, and S4E). Moreover, though the differ-

ences were smaller than with pRNAPII S5, total RNAPII chromatin

loading was significantly less reduced by THZ1 after depletion of

PNUTS or WDR82, at least in G1 phase (Figure 4I). These results

show that RNAPII has a higher residence time on chromatin after

depletion of PNUTS or WDR82. We reasoned that this was likely

caused by defective dephosphorylation of pRNAPII S5. Support-

(E) Western blot of a phosphatase assay using RNAPII pulled down with GFPm
were harvested 72 h after transfectionwith scr or siWDR82#3. Isolated GFP comp

of 100 nM calyculin A.

(F) Mean fold changes of pRNAPII/RNAPII for S2 and S5 relative to the t = 0 min

nificance was determined from fold changes of pRNAPII S2/RNAPII versus pRN

(G) As in (F) except showing fold changes of pRNAPII S5/RNAPII in complexes f

(H) Mean RNAPII relative to GFPmpnuts in complexes from cells transfected wit

(I) As in (H) except showing RNAPII relative to PP1g.

p values in (H) and (I) were determined by the two-tailed Student’s one-sample t
in PNUTS siRNA transfected cells, EGFP PNUTSRAXA rescued

less (Figures 4J, 4K, S4G, and S4H). Furthermore, depletion of

SSU72 also suppressed the reduction in pRNAPII S5 and

RNAPII on chromatin after THZ1 (Figure 4L). As depletion of two

different pRNAPII S5 phosphatases show similar effects, these re-

sults suggest that defective dephosphorylation of pRNAPII S5 un-

derlies the enhanced residence time of RNAPII on chromatin.

CDC73 Is Required to Enhance the Residence Time of
Phosphorylated RNAPII on Chromatin and for
Suppression of Replication after Depletion of PNUTS or
WDR82
Wepreviously found that CDC73, a component of the PAF1 tran-

scription elongation complexwhich binds the phospho-CTD (Qiu

et al., 2012), was required for high ATR activity after depletion of

PNUTS (Landsverk et al., 2019). To address whether it also plays

a role in the replication phenotypes and the enhanced RNAPII-

residence time on chromatin, we co-depleted CDC73 with

PNUTS. Co-depletion of CDC73 partially reversed the enhanced

residence time of RNAPII on chromatin, as RNAPII and pRNAPII

S5 were more reduced after THZ1 in cells co-depleted of CDC73

and PNUTS compared to cells transfected with PNUTS siRNA

alone (Figures 5A–5F and S5A–S5C). Co-depletion of CDC73

with PNUTS also partially reversed the slower replication fork

rate and EdU uptake in PNUTS depleted cells, while depletion

of CDC73 alone did not alter the replication fork rate compared

to control siRNA transfected cells (Figures 5G, 5H, S5D, and

S5E). Moreover, the enhanced EdU uptake upon co-depletion

of CDC73with PNUTSwas a specific effect of the CDC73 siRNA,

as it was rescued in cells expressing siRNA-resistant CDC73

(Figures 5H, S5D, and S5E). Co-depletion of CDC73 also

reversed the effects on replication after depletion of WDR82,

as it suppressed the enhanced accumulation of cells in S phase

after a low dose of hydroxyurea observed in cells depleted of

WDR82 alone (Figure S5F). Together, these results show

CDC73 is required for the prolonged residence time of phos-

phorylated RNAPII on chromatin and for suppression of replica-

tion after depletion of PNUTS and WDR82.

Enhanced Chromatin Retention of RNAPII Is Due to
Reduced Degradation on Chromatin after Depletion of
PNUTS or WDR82
During the chromatin extractions, we noticed that though the

levels of RNAPII decreased on chromatin with THZ1, they did

not increase in the corresponding soluble fractions (Figures 6A

and 6B). This indicated that RNAPII was being degraded at or

uts as substrate. HeLa GFPmpnuts or HeLa cells (used for control pull-downs)
lexeswere incubated at 30�C for the indicated times in the presence or absence

sample from (E) in complexes from cells transfected with scr. Statistical sig-

APII S5/RNAPII at indicated time points (n = 3).

rom cells transfected with scr and siWDR82#3.

h scr or siWDR82#3 as in (E) at t = 0 min. (n = 3).

test. Error bars represent SEM.
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in the close vicinity of chromatin during THZ1 treatment. To

further address this, we measured the chromatin residence

fork rate after depletion of PNUTS (Figures 7B and 7C). In

contrast, overexpression of RNaseH1 reduced EdU incorpora-

m

T
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time of RNAPII and pRNAPII S5 after THZ1 treatment with the

proteasome inhibitor MG132. Remarkably, in the presence of

MG132, the levels of pRNAPII S5 and RNAPII were substantially

less reduced by THZ1 in control siRNA transfected cells in both

G1 and S phase (Figures 6C–6E). This is consistent with exten-

sive proteasome-mediated degradation of chromatin-bound

RNAPII during THZ1 treatment. In contrast, MG132 had a

much smaller effect on the levels of RNAPII and pRNAPII S5 in

PNUTS-depleted cells (Figures 6C–6G), indicating less protea-

some-mediated degradation of chromatin-bound RNAPII.

Similar effects were observed after depletion of WDR82 and

SSU72 (Figures 6C–6G). Moreover, co-depletion of CDC73

with PNUTS partially reversed the reduced effects of MG132

on RNAPII and pRNAPII S5 levels in cells depleted of PNUTS

alone (Figure S5G). Altogether, these results strongly suggest p-

RNAPII S5 dephosphorylation by WDR82/PNUTS-PP1 is pro-

moting degradation of RNAPII on chromatin, thereby reducing

RNAPII residence time.

Phosphorylated RNAPII Promotes T-R Conflicts after
Depletion of PNUTS or WDR82
So far, our results were consistent with defective pRNAPII S5

dephosphorylation stabilizing RNAPII by suppressing its degra-

dation on chromatin, and thus enhancing T-R conflicts after

depletion of PNUTS or WDR82. To further test this hypothesis,

we performed a proximity ligation assay (PLA) with RNAPII and

the replication factor proliferating cell nuclear antigen (PCNA)

by high-precision flow cytometry (Figures 7A, S6A, and S6B).

Supportingmore T-R conflicts after depletion of PNUTS, a higher

RNAPII-PCNA PLA signal in S phase was observed in PNUTS-

depleted cells compared to control cells (Figure 7A). A higher

PLA signal could also be observed by fluorescence microscopy

(Figure S6C). As we had previously observed increased amounts

of R-loops after depletion of PNUTS (Landsverk et al., 2019), we

addressed whether R-loops might be involved in the effects on

replication. Consistent with T-R conflicts, overexpression of

RNaseH1 partially rescued the reduced EdU incorporation and

Figure 4. Depletion of PNUTS or WDR82 Enhances the Residence Ti

(A) FRAP analysis of GFP-RNAPII knockin MRC5 cells transfected with siPNU
Fluorescence recovery was measured every 0.4 s for 4 min, background correct

cells from three independent experiments are shown.

(B) Western blot analysis of chromatin fractions from cells at 48 h after transfecti

harvest. LAMIN B2 was used as loading control for chromatin fractions.

(C) Mean fold changes of RNAPII/LAMIN B2 with THZ1 and thymidine relative to

(D) As in (C) except showing pRNAPII S5/LAMIN B2.

(E) Flow cytometry analysis showing levels of pRNAPII S5 on chromatin versus D

without THZ1 (THZ1 4 h). The black line is to ease visual interpretation.

(F) As in (E) except showing levels of RNAPII on chromatin relative to DNA conte

(G) Histograms showing distribution of pRNAPII S5 levels on chromatin in G1 an

provided to ease visual interpretation.

(H) Mean fold changes of pRNAPII S5 on chromatin in THZ1-treated relative to n

(I) As in (H) except showing fold changes in total RNAPII levels.

(J) Mean fold changes of RNAPII on chromatin in THZ1-treated relative to nontre

transfection with PNUTSwt or PNUTSRAXA (n = 3).

(K) As in (J) except showing pRNAPII S5.

(L) As in (H) and (I), 42 h after transfection with scr and siSSU72 (n = 4).

In this figure, all p values were determined by the two-tailed Student’s one-samp
tion and fork rate in control siRNA transfected cells (Figures 7B

and 7C). R-loops are thus likely contributing to the reduced repli-

cation after depletion of PNUTS. On the other hand, overexpres-

sion of RNaseH1 did not rescue the reduced fork rate in cells

depleted of WDR82 (Figure 7C). To address whether the higher

stability of RNAPII on chromatin might contribute to suppression

of replication, we performed the fiber assay after inhibition of de

novo transcription initiation by THZ1. Remarkably, THZ1

enhanced replication fork rates after depletion of PNUTS and

WDR82 (Figure 7D), strongly supporting an involvement of T-R

conflicts via the longer residence time of RNAPII on chromatin.

In contrast, in control siRNA transfected cells, THZ1 slightly

reduced fork rates (Figure 7D). Note that THZ1 treatment had a

greater effect on rescuing the reduced fork rates after depletion

of WDR82 than PNUTS (Figure 7D). Indeed, this may reflect the

difference in severity of the effects after depletion PNUTS versus

WDR82 on replication and RNAPII residence time. Altogether,

our results strongly support the hypothesis that dephosphoryla-

tion of pRNAPII S5 by WDR82/PNUTS-PP1 suppresses the resi-

dence of time RNAPII on chromatin by promoting its degrada-

tion, thus preventing T-R conflicts and counteracting

replication stress (Figure 7E).

DISCUSSION
Replication stress is common in cancer cells and can be caused

by T-R conflicts (Gaillard and Aguilera, 2016; Gaillard et al.,

2015). The mechanisms that regulate transcription to prevent

T-R conflicts have until now remained obscure. In this work,

we describe a pathway involving a main signaling platform of

transcription, namely the CTD, that promotes degradation of

RNAPII on chromatin and counteracts replication stress. Our

work identifies an important role for RNAPII-CTD dephosphory-

lation in suppressing replication stress during normal transcrip-

tion. As reduced dephosphorylation of the CTD prevented pro-

teasome-mediated degradation of RNAPII and caused

e of Phosphorylated RNAPII on Chromatin

S or scr. GFP-RNAPII was bleached in a narrow strip spanning the nucleus.
ed, and normalized to prebleach fluorescence intensity. Mean values of n = 32

on with scr or siPNUTS. Thymidine was added at 6 h and THZ1 at 4 h prior to

thymidine alone in (B) (n = 6).

NA content 48 h after transfection with scr, siPNUTS, or siWDR82#3 with and

nt.

d S phase in individual cells from same experiment as in (E). The dotted line is

ontreated cells in G1 and S phases from experiments as in (E) (n = 3).

ated cells in G1, 48 h after transfection with scr and siPNUTS, and 42 h after

le t test. Error bars represent SEM. See also Figure S4.
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replication stress, our results suggest that continuous turnover

of RNAPII on chromatin is required to prevent T-R conflicts.

(Austenaa et al., 2015). Interestingly, termination factors have pre-

viously been found toplay a role in counteracting replication stress

e
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Our results support previous studies suggesting that

increased retention of RNAPII on chromatin can cause replica-

tion stress and that RNAPII can be removed by degradation dur-

ing T-R conflicts (Felipe-Abrio et al., 2015; Poli et al., 2016). Our

results show that this applies also in human cells and identify

several factors involved in regulation of RNAPII turnover to pre-

vent T-R conflicts, namely WDR82/PNUTS-PP1 and pRNAPII

S5. A previous study in yeast showed pRNAPII S5 prevented

ubiquitinylation and degradation of RNAPII (Somesh et al.,

2005), suggesting that the inhibitory role of pRNAPII S5 in

RNAPII degradation may be conserved. On the other hand, pre-

vious studies in human cells showed that the phosphorylated

CTDwas associated with increased RNAPII degradation (McKay

et al., 2001) and pRNAPII S5 was specifically bound to E3 ubiq-

uitin ligase after DNA damage (Yasukawa et al., 2008). Thus, in

human cells, there are likely multiple pathways for RNAPII degra-

dation. In line with this, the stability of RNAPII on chromatin was

reduced in S phase compared to G1 phase and pRNAPII S5 was

reduced in S phase by addition of thymidine after depletion of

PNUTS, but not in control siRNA transfected cells (Figures 4I

and S4F). High pressure to remove RNAPII during T-R collisions

in PNUTS-depleted cells in S phase may thus promote alterna-

tive pathways for RNAPII removal from chromatin.

Thoughmore work is required to understand the conditions un-

der which WDR82/PNUTS-PP1-dependent RNAPII degradation

occurs, the following points of evidence suggest it involves elon-

gatingRNAPII. First,RNAPIIbound toPNUTSwasphosphorylated

onS2 (Figure 3E), which is associatedwith elongation. Supporting

this, PNUTS colocalizes with pRNAPII S2 in flies and human cells

(Ciurciu et al., 2013; Verheyen et al., 2015) and was found

throughout the gene body by chromatin IP (ChIP) analysis in hu-

man cells (Cortazar et al., 2019). Furthermore, after THZ1 treat-

ment of PNUTS-depleted human cells, phosphorylation of both

RNAPII S5 and S2 was prolonged (Landsverk et al., 2019), sug-

gesting that the lack of pRNAPII S5 dephosphorylation might

also inhibit dephosphorylation of pRNAPII S2 or, more likely,

degradation of S2-phosphorylated elongating RNAPII. Moreover,

PNUTS was recently found to be a global decelerator of RNAPII

elongation that promotes termination (Austenaa et al., 2015; Cor-

tazar et al., 2019) andWDR82 also has a similar role in termination

Figure 5. Co-depletion of CDC73 Reverses Enhanced Residence Tim
PNUTS or WDR82

(A) Western blot analysis of chromatin fractions from cells transfected with scr, s

transfection. Thymidine was added at 6 h and THZ1 at 4 h prior to harvest.

(B andC)Mean fold changes of RNAPII/LAMIN B2 (B) or pRNAPII S5/LAMIN B2 (C

(n = 3). p values were determined by the two-tailed Student’s one-sample t test.

(D) Flow cytometry analysis of pRNAPII S5 on chromatin in extracted cells 48 h aft

without THZ1 for 4 h (THZ1 4 h). The black line is shown to ease visual interpreta

(E) Distribution of pRNAPII S5 levels on chromatin in G1 and S phase in cells fro

(F) Mean fold changes of pRNAPII S5 and RNAPII on chromatin in THZ1-treated ve

the two-tailed Student’s one-sample t test.

(G) DNA fiber analysis performed in HeLa cells 48 h after transfection with scr, siP

fork speed, as well as replication fork speed, are shown (n = 3). p values were d

(H) Mean median EdU incorporation in HeLa or HeLa cells stably expressing siRN

siPNUTS and siCDC73 from experiments as shown in Figure S5D. p values were

Error bars represent SEM. See also Figure S5.
andgenome instability, leading to the hypothesis that transcription

termination counteracts T-Rconflicts (Gómez-González andAgui-

lera, 2019). Therefore, the more stable, chromatin-bound, phos-

phorylated RNAPII fraction after depletion of PNUTS or WDR82

may in part represent elongating RNAPII that has failed to termi-

nate and is unable to be removed by degradation.

Notably, transcription termination factors are also connected

to R-loop metabolism (Santos-Pereira and Aguilera, 2015). One

way termination factors may prevent replication stress could

therefore be to remove hazardous R-loops (Santos-Pereira and

Aguilera, 2015). As depletion of PNUTS causes R-loops (Land-

sverk et al., 2019), the enhanced replication stress may therefore

be related to R-loops. Supporting this, we found that overex-

pression of RNaseH1 partially rescued the reduced EdU uptake

and fork rate after depletion of PNUTS. On the other hand, while

THZ1 completely rescued the fork rate in cells depleted of

WDR82, overexpression of RNaseH1 did not. Thus, R-loops

may contribute to the reduced replication when pRNAPII S5

dephosphorylation is suppressed by depletion of PNUTS but is

unlikely to be the main underlying cause.

CDC73, a tumor suppressor, is a component of the PAF1 tran-

scription elongation complex, which includes WDR61, CDC73,

PAF1, LEO1, and CTR9 in humans. Interactions between

CDC73, WDR61, and CTR9 with PNUTS have previously been

identified (Hein et al., 2015; Landsverk et al., 2019), and CDC73

andWDR61wereputative hits in our SILAC IP (Table S1), suggest-

ing thewhole or parts of thePAFcomplexmay functionally interact

withWDR82/PNUTS-PP1. Here, we show that CDC73 is required

for suppression of replication following depletion of PNUTS or

WDR82. CDC73 binding to the phospho-CTD is stimulated by di-

phosphorylation on S5/S2 or S5/S7 (Qiu et al., 2012). Moreover,

CDC73bindsmore toRNAPII after depletionofPNUTS (Landsverk

et al., 2019). CDC73may thus partially shield RNAPII fromother p-

RNAPII S5 phosphatases and/or from the proteasomemachinery

itself. Interestingly, in yeast, CDC73 and the PAF1 complex were

required forMec1dependent removal of RNAPII during replication

stress (Poli et al., 2016), suggesting interspecies differences or

multiple pathways for RNAPII degradation.

Here we show that WDR82 and PNUTS counteract replication

stress and find several lines of evidence connecting this to their

of RNAPII on Chromatin and Replication Effects after Depletion of
iPNUTS, or siPNUTS and siRNA against CDC73 (siCDC73) at 48 h after siRNA

) with THZ1 and thymidine relative to thymidine alone from experiments as in (A)

er transfection with scr, siPNUTS, siCDC73, and siPNUTS and siCDC73 with or

tion.

m same experiment as in (D).

rsus nontreated cells in G1 and S phases. (n = 3). p values were determined by

NUTS, siCDC73, and siPNUTS and siCDC73. Mean distributions of replication

etermined by the Wilcoxon signed rank test.

A-resistant CDC73 (CDC73-res) 72 h after siRNA transfection with siPNUTS or

determined by the two-tailed Student’s one-sample t test (n = 4).
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Figure 6. Enhanced RNAPII Chromatin Residence Time Is Caused by Less Proteasome-Mediated Degradation on Chromatin after Depletion

of PNUTS or WDR82

(A) Western blot analysis of chromatin and soluble fractions 48 h after transfection with scr or siPNUTS. Thymidine was added at 6 h and THZ1 at 4 h prior to

harvest. LAMIN B2 and CDK1 were used as loading controls for chromatin and soluble fractions, respectively.

(B) Mean levels of RNAPII/LAMINB2 andRNAPII/CDK1 from experiments as in (A) (n = 5). p valueswere determined by the two-tailed Student’s one-sample t test.

(C) Distribution of RNAPII and pRNAPII S5 levels on chromatin in G1 cells 48 h after transfection with scr, siPNUTS, siWDR82#3, and siSSU72 with and without

THZ1 and MG132 (4 h).

(D) Mean fold changes from (C) of RNAPII on chromatin in THZ1-treated relative to nontreated cells with and without MG132 in G1 phase (n = 3, except for

siSSU72, where n = 2).

(E) As in (D) but showing fold changes of pRNAPII S5.

(F) Effect of MG132 on fold changes after THZ1, as determined by the fold change with MG132 divided by the fold change without MG132 from (D) and (E). If this

value is above 1, then MG132 stabilizes pRNAPII S5 and/or RNAPII on chromatin. Data are presented as mean ± SEM (n = 3, except for siSSU72, where n = 2).

(G) As in (F) but in S phase.

p values in (D)–(G) were determined by the two-tailed Student’s one-sample t test. Error bars represent SEM.
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roles in RNAPII CTD dephosphorylation. By using a PP1 binding

deficient mutant of PNUTS, we show that PP1 is required for the

B Chromatin fractionation for western blotting

B Chromatin fractionation for flow cytometry
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effects of PNUTS on DNA replication and RNAPII residence time

(Figures 1E, 1F, 4J, and 4K). Furthermore, depletion of SSU72, a

different RNAPII S5 phosphatase, gave similar effects as deple-

tion of PNUTS andWDR82 on DNA replication and RNAPII chro-

matin stability (Figures 1G, 1H, and 6C–6G), strongly supporting

that RNAPII S5 is the relevant substrate forWDR82/PNUTS-PP1.

In line with this, co-depletion of the phospho-CTD binding pro-

tein CDC73 (Qiu et al., 2012) with PNUTS, suppressed the effects

on RNAPII chromatin binding and DNA replication (Figures 5,

S5A–S5E, and S5G). Moreover, addition of a transcription inhib-

itor that prevents de novo RNAPII initiation or overexpression of

RNaseH1 to remove R-loops partially reversed the replication

stress phenotype (Figures 7B–7D). Interestingly, low expression

of WDR82was associated with poor prognosis in colorectal can-

cer (Liu et al., 2018), but the underlying molecular explanation

was unknown. Furthermore, high expression of WDR82 corre-

lated with higher survival in pancreatic cancer, and high expres-

sion of PNUTS is a favorable prognostic marker in pancreatic

and cervical cancer (Gendoo et al., 2019; Hu et al., 2018; Uhlen

et al., 2017). Replication stress is frequently found in pancreatic

and colorectal cancers (Manic et al., 2018; Wallez et al., 2018)

and can also be induced by human papillomavirus infection,

the main cause of cervical cancer (Moody, 2019). Therefore, in

light of our results, we propose that PNUTS and WDR82 may

prevent tumor aggressiveness by suppressing replication stress.
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The protein phosphatase 1 regulator PNUTS is a new component of the

DNA damage response. EMBO Rep. 11, 868–875.

Landsverk, H.B., Sandquist, L.E., Sridhara, S.C., Rødland, G.E., Sabino, J.C.,

de Almeida, S.F., Grallert, B., Trinkle-Mulcahy, L., and Syljuåsen, R.G. (2019).
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies
CDC73 (Lot #2) Bethyl Laboratories Cat#A300-170A; RRID:AB_309449

CDK1 (Clone 17) Santa Cruz Biotechnology Cat#sc-54; RRID:AB_627224

CHK1 (Clone DCS-310) Santa Cruz Biotechnology Cat#sc-56291; RRID:AB_1121554

CldU (rat anti-bromodeoxyuridine) (Clone

BU1/75 (ICR1))

Abcam Cat#ab74545; RRID:AB_1523224

CldU and IdU (mouse anti-

bromodeoxuridine) (Clone B44)

BD Biosciences Cat#B44; RRID:AB_2313824

GFP (Clones 7.1 and 13.1) Sigma Aldrich Cat#11814460001; RRID:AB_390913

gH2AX (Clone jbw301) Millipore Cat#05-636; RRID:AB_309864

gTUBULIN (Clone GTU-88) Sigma Aldrich Cat#T6557; RRID:AB_477584

LAMIN B (Clone D8P3U) Cell Signaling Technology Cat#12255; RRID:AB_2797859

MCM7 (Clone DCS-141) Santa Cruz Biotechnology Cat#sc-65469; RRID:AB_1125698

PCNA (Lot #GR3240364-1) Abcam Cat#ab18197; RRID:AB_444313

phosphoCHK1 S317 (Lot #12) Cell Signaling Technology Cat#2344; RRID:AB_331488

phosphoCHK1 S345 (Lot #18) Cell Signaling Technology Cat#2341; RRID:AB_330023

phosphoRNAPII S2 (Clone 3E10) Millipore Cat#04-1571; RRID:AB_10627998

phosphoRNAPII S5 (Clone 3E8) Millipore Cat#04-1572; RRID:AB_11213421

phosphoRPA32 S33 (Lot #7) Bethyl Laboratories Cat#A300-246A; RRID:AB_2180847

phosphoRPA32 S4S8 (Lot #6) Bethyl Laboratories A300-245A; RRID:AB_210547

PNUTS (Clone 47) BD Biosciences Cat#611060; RRID:AB_398373

PP1g (Clone C-19) Santa Cruz Biotechnology Cat#sc-6108; RRID:AB_2168091

RNAPII C terminus (Clone 1PB-7C2) Proteogenics Cat#PTGX-PB-7C2; RRID:AB_2847823

RNAPII N terminus (Clone D8L4Y) Cell Signaling Technology Cat#14958; RRID:AB_2687876

RNAPII N terminus (Clone F-12) Santa Cruz Biotechnology Cat#sc-55492; RRID:AB_630203

RPA70 (Lot #3) Cell Signaling Technology Cat#2267; RRID:AB_2180506

TOX4 (Lot #G1915) Santa Cruz Biotechnology Cat#sc-102139; RRID:AB_2206288

WDR82 (Clone D2I3B) Cell Signaling Technology Cat#99715; RRID:AB_2800319

WDR82 (Lot #A1212) Santa Cruz Biotechnology Cat#sc-103325; RRID:AB_10838774

Chemicals, Peptides, and Recombinant Proteins

Thymidine Sigma Aldrich CAS: 50-89-5

Hydroxyurea Sigma Aldrich CAS: 127-07-1

5-Chloro-20-deoxyuridine Sigma Aldrich CAS: 50-90-8

5-Iodo-20-deoxyuridine Sigma Aldrich CAS: 54-42-2

GFP-Trap_Dynabeads Chromotek Cat#gtm-20

Complete EDTA-free Protease Inhibitor

Cocktail

Merck Cat#5892791001

PhosSTOP phosphatase inhibitors Merck Cat#4906837001

Benzonase Merck Cat#70664-3

Calyculin A Sigma Aldrich CAS: 101932-71-2

THZ1 ApexBio CAS: 1604810-83-4

EdU Thermo Fisher CAS: 61135-33-9

Pacific Blue Succinimidyl Ester Thermo Fisher CAS: 215868-33-0

Alexa Fluor 647 NHS Ester (Succinimidyl

Ester)

Thermo Fisher Cat#A20006

(Continued on next page)
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Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

Formalin solution Sigma Aldrich Cat#HT5011

VE822 Selleckchem CAS: 1232416-25-9

MG132 Sigma Aldrich CAS: 133407-82-6

Critical Commercial Assays

Click-iT Plus EdU Alexa Fluor 594 Flow

Cytometry Assay Kit

Thermo Fisher Cat#C10646

Click-iT Plus EdU Alexa Fluor 488 Flow

Cytometry Assay Kit

Thermo Fisher Cat#C10633

Duolink flowPLA Detection Kit - Orange Sigma Aldrich Cat#DUO94003

Duolink In Situ Detection Reagents Red Sigma Aldrich Cat#DUO92008

Duolink In Situ PLA Probe Anti-Mouse

MINUS

Sigma Aldrich Cat#DUO92004

Duolink In Situ PLA Probe Anti-Mouse

PLUS

Sigma Aldrich Cat#DUO92002

Experimental Models: Cell Lines

HeLa (human female adenocarcinoma

epithelial cells)

Landsverk et al., 2019 N/A

U2OS (human female osteosarcoma

epithelial cells)

Landsverk et al., 2019 N/A

GFP- POLR2A knockin MRC5 SV40 cells

(Human male fetal lung, SV40 transformed

fibroblast cells)

Steurer et al., 2018 N/A

HeLa GFPmpnuts (HeLa BAC clones stably

expressing GFP mouse pnuts)

Hyman laboratory N/A

HeLa CDC73-res cells (HeLa cells stably

expressing siRNA resistant untagged

wildtype CDC73)

This paper N/A

HeLa WDR82-res cells (HeLa cells stably

expressing siRNA resistant unagged

wildtype WDR82)

This paper N/A

Oligonucleotides

Scr (scrambled control siRNA)

GGUUUCUGUCAAAUGCAAACGGCUU

Landsverk et al., 2010 Stealth siRNA

siRNA targeting sequence: PNUTS

(siPNUTS) GCAAUAGUCAGGAGCGAUA

Thermo Fisher (Landsverk et al., 2019) Silencer select s328

siCDC73 AAACAAGGUUGUCAACGAGAA Hahn et al., 2012 N/A

siRNA targeting sequence: WDR82

(siWDR82 #1)

CUACCUUUAAGAUGCAGUA

Sigma-Aldrich SASI_Hs02_00358014

siRNA targeting sequence: WDR82

(siWDR82 #2)

CCUUUAAGAUGCAGUAUGA

Sigma-Aldrich SASI_Hs02_00358015

siRNA targeting sequence: WDR82

(siWDR82 #3)

CAAAAUAGACGAUACUAUU

Thermo Fisher Silencer select s58697

siRNA targeting sequence: SSU72

(siSSU72) GGAGCUUCCUGUUGUUCAU

Sigma-Aldrich (Landsverk et al., 2019) SASI_Hs01_00024012

Recombinant DNA

pEGFP PNUTS Landsverk et al., 2019 N/A

pEGFP PNUTS (V399A, W401A) Landsverk et al., 2019 N/A

pEGFP-RNaseH1 Landsverk et al., 2019 N/A

pPNUTS EGFP Landsverk et al., 2010 N/A

(Continued on next page)
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RESOURCE AVAILABILITY

Continued

REAGENT or RESOURCE SOURCE IDENTIFIER

pEGFP WDR82 This paper N/A

pEGFP TOX4 This paper N/A

Software and Algorithms

ImageJ Schneider et al., 2012 https://imagej.nih.gov/ij/

FlowJo 10.6.0 BD Biosciences N/A

Image Lab BioRad N/A

MS-Quant Mortensen et al., 2010 http://msquant.sourceforge.net

Axiovision 4.8.2 Carl Zeiss N/A

FACS Diva BD Biosciences N/A
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Lead Contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Randi

Syljuåsen (randi.syljuasen@rr-research.no).

Materials Availability
All reagents generated in this study are available upon request to the Lead Contact.

Data and Code Availability
The published article includes all datasets generated or analyzed during this study (Table S1).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Human female cervical cancer HeLa Kyoto and female osteosarcoma U2OS cells were grown at 37�C in Dulbecco’smodified Eagle’s

medium (DMEM) and human male SV40 transformed fetal lung fibroblast MRC5 cells were grown in DMEM: Nutrient Mixture F-12

supplemented with antibiotics and 10% fetal bovine serum, at 37�C; 20% O2, and 5% CO2 in a humidified incubator. Throughout

the manuscript, HeLa Kyoto (HeLa) cells were used unless otherwise stated. The cell lines, with exception of the MRC5 cells,

were authenticated by short tandem repeat profiling using Powerplex 16 (Promega) and regularly tested for mycoplasma contami-

nation. HeLa BAC cells stably expressing EGFP mouse pnuts were a generous gift from the laboratory of Tony Hyman. MRC5 cells

with knockin GFP POLR2A (Referred to in text as GFP RNAPII) were previously described (Steurer et al., 2018). To generate the un-

tagged CDC73-res cell lines, siRNA resistant CDC73 was cloned as previously described (Landsverk et al., 2019). HeLa cells were

transduced and cells carrying the transgene were selected with 0.5 mg/ml puromycin. For the WDR82-res cell lines, the weak PGK

promoter was used for transgene expression to achieve low expression levels. Third generation Lentivirus was generated using pro-

cedures and plasmids as previously described (Campeau et al., 2009). Briefly, an untagged siRNA-resistantWDR82 allele was cloned

into Gateway ENTRY plasmids using standard molecular biology techniques. From these vectors, Lentiviral transfer vectors were

generated by recombination into lentiviral destination vectors (vectors derived from Addgene plasmid #19068 and pCDH-

EF1a-MCS-IRES-PURO (SystemBiosciences, inc.)) using Gateway LR reactions. VSV-G pseudotyped lentiviral particles were pack-

aged using a third generation packaging system (Dull et al., 1998) (Addgene plasmids # 12251, 12253, 12259). HeLa Kyoto cells were

then transduced with low virus titers (MOI % 1) and stable expressing populations were generated by antibiotic selection.

METHOD DETAILS

Chemicals and treatments
Thymidine (Sigma Aldrich) was used at 2 mM, Hydroxyurea (Sigma Aldrich) at 100 mM, CDK7-inhibitor THZ1 (ApexBio) at 1 mM, EdU

(Thermo Fisher) at 2 mM, VE822 (Selleckchem) at 500 nM andMG132 (Sigma Aldrich) at 50 mM. Note that thymidine, like hydroxyurea

(Timson, 1975), suppresses replication by inhibiting deoxyribonucleotide synthesis (Bjursell and Reichard, 1973).

siRNA and DNA transfections
Wild-type and RAXA(V399A,W401A) full-length pEGFP PNUTS, pEGFPRNaseH1 and pEGFPNIPP1 have been previously described

(Landsverk et al., 2019; Trinkle-Mulcahy et al., 1999). For the SILAC IP, PNUTS EGFP lacking the seven C-terminal aminoacids was

used (Landsverk et al., 2010). TheWDR82 genewas synthesized from geneart and cloned into pEGFP-C1. During gene synthesis, the

encoded amino acid sequence was kept constant, but the nucleotide sequence was altered to enhance genesynthesis, resulting in
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siRNA resistance against siWDR82#3. TOX4 was ordered from Open Biosystems (Homo sapiens MGC verified FL cDNA, Clone ID:

3880134, Accession: BC013689), and cloned into pEGFP-C1 (Clontech), using EcoRI/SalI restriction sites and the following primers:
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FWD_EcoRI:

GATCGAATTCTATGGAGTTTCCCGGAGGAAATG and REV_SalI:

GATCGTCGACTTTCACAAACACCACTGTGTTTG. Sequences of siRNA oligonucleotides can be found in the Key Resources Ta-

ble. siRNA was transfected using Oligofectamine or RNAimax (Life technologies), and plasmid DNA with Fugene HD (Promega) or

Attractene (QIAGEN). Experiments were performed 65–72 h after siRNA transfection unless otherwise stated.

Western blotting and antibodies
Quantitative western blotting was performed as previously described (Landsverk et al., 2019). Briefly, cells were resuspended in ice-

cold TX-100 buffer (100 mM NaCl, 50 mM Tris pH 7.5, 2 mMMgCl2, 0.5% TX-100) containing 100 U/ml Benzonase (Sigma-Aldrich),

Complete EDTA-free Protease Inhibitor Cocktail (Merck) and PhosSTOP phosphatase inhibitors (Merck). After 24 h incubation at 4�C,
LaneMarker Reducing Sample Buffer (Pierce Biotechnologies) was added and samples were boiled (95�C, 5min). Criterion TGX gels

(BioRad) and nitrocellulose membranes (BioRad) were used for separation and transfer. Antibodies used are found in Key Resources

Table. Blots were imaged in a Chemidoc MP (BioRad) using chemiluminescence substrates (Supersignal west pico, dura or femto;

Thermo Scientific). Quantifications were performed and images processed in Image Lab 4.1 (BioRad) software. Range of detection

was verified by including a dilution series of one of the samples and excluding saturated signals. The resulting standard curve allowed

accurate quantification. To blot for total protein after detection of a phosphorylated protein, membranes were stripped using ReBlot

Plus Mild Antibody Stripping Solution (Millipore).

Flow cytometry analysis
For analysis of EdU incorporation, cells were labeled for 1 h with 2 mM EdU (Thermo Fisher) and fixed in 70% ethanol or, when GFP

fluorescence was simultaneously monitored, formalin solution (Sigma Aldrich). EdU was labeled with the Click-iT Plus EdU Alexa

Fluor 488 or 594 Flow Cytometry Assay Kits (Thermo Fisher), and DNA with FxCycle Far Red (Thermo Fisher) or Hoechst 33258

(Thermo Fisher). EdU positive cells (shown in black region in Figure 1A) were defined as S phase cells, and median EdU levels

were measured within these. When GFP fluorescence was simultaneously monitored, GFP positive cells were selected prior to

further analysis. In most of the flow cytometry experiments, with exception of those involving RPA loading, gH2AX or DNA profiles

alone, barcoding was performed as previously described (Håland et al., 2015), using either Pacific blue or Alexa Fluor 647 Succini-

midyl Ester, to eliminate variation in antibody/EdU staining between the individual samples. Briefly, samples were incubated with di-

lutions in the range of 0.001 – 0.1 ng/mL Pacific blue Succinimidyl Ester (Thermo Fisher) or 0,002 mg/mL Alexa Fluor 647 Succinimidyl

Ester (Thermo Fisher) in PBS for 30min prior to staining. The barcoded cells were added to the other cells prior to labeling, thus acting

as an internal standard which were separated by gating during analysis. Flow cytometry analysis of gH2AX staining and RPA loading

was performed as previously described (Håland et al., 2015; Landsverk et al., 2019). Briefly, for measuring RPA loading, the cells were

treated with 750 mL low salt extraction buffer (0.1% Igepal CA-630, 10 mM NaCl, 5 mM MgCl2, 0.1 mM PMSF, 10 mM Potassium

phosphate buffer (pH 7.4)) for 5 min on ice, fixed by adding 250 mL formalin (Sigma Aldrich) and incubation was continued for 1 h

on ice. For gH2AX labeling, cells were fixed directly in ice cold 70% ethanol. The samples were next incubated with primary (anti-

RPA70 or anti-gH2AX) and secondary antibodies (Alexa Flour 488 and 647), diluted in flow buffer (0.1% Igepal CA-630, 6.5 mM

Na2HPO4, 1.5 mM KH2PO4, 2.7 mM KCl, 137 mM NaCl, 0.5 mM ethylenediaminetetraacetic acid (pH7.5)) containing 4% non-fat

milk, and stained with the DNA-stains Hoechst 33258 or FxCycle. Note that in the rescue experiments with CDC73 (Figure 5H), de-

pletions of CDC73 and PNUTS were verified by western blotting (Figure S5E). Samples were analyzed in a LSRII flow cytometer (BD

Biosciences) and processed in FACSDiva and FlowJo software (Both BD Biosciences).

Chromatin fractionation for western blotting
For chromatin fractionation of western blotting samples, cells were harvested, isolated by centrifugation and washed in PBS. To

release non-chromatin bound factors, the cell pellet was resuspended in ice-cold chromatin extraction buffer (20 mM HEPES (pH

7.9), 1.5 mM MgCl2, 50 mM NaCl, 300 mM Sucrose, 0.5% TX-100, Complete EDTA-free Protease Inhibitor Cocktail (Merck), Phos-

STOP phosphatase inhibitors (Merck) and 20 mM MG132 (Sigma Aldrich)) and incubated for 10 min at 4�C with gentle mixing

(300 rpm). Soluble and chromatin bound fractions were separated by centrifugation. The pellet containing chromatin bound factors

was washed once in chromatin extraction buffer, followed by chromatin digestion for 2 h at 4�C with gentle mixing (300 rpm) in

chromatin extraction buffer containing 100 U/mL Benzonase (Sigma Aldrich). Lane Marker Reducing Sample Buffer (Pierce Biotech-

nologies) was added to both soluble and chromatin bound fraction samples, and the samples were boiled for 5 min at 95�C prior to

analysis by quantitative western blotting. Final volumes of soluble versus chromatin bound fractions were kept equal, so they could

be directly compared. Notably, as we included a dilution curve in the western blots after chromatin fractionation, in our study this

method was superior for determining absolute values.

Chromatin fractionation for flow cytometry
For flow cytometry analysis of chromatin bound RNAPII, cell pellets were resuspended in 100 mL chromatin extraction buffer for 5min

on ice. The cells were fixed by addition of formalin solution (Sigma Aldrich) directly to the cell suspension at a ratio of 10:1 of formalin
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versus chromatin extraction buffer, and incubated at room temperature for 10 min. Cells were then washed once in PBS and bar-

coded and labeled as above (see gH2AX and RPA staining) with antibodies to RNAPII and pRNAPII S5 with the following modifica-
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tions. One barcoded (with Pacific blue or Alexa Fluor 647) control sample of non-treated, non-extracted HeLa cells was added to all

the individual samples. This provided an internal control both for extraction efficiency and for normalization, resulting in highly accu-

rate quantifications. In addition, a secondary antibody control was included in each experiment, where primary antibody staining was

omitted, allowing subtraction of background due to secondary antibody staining. Note that for the experiments involving MG132, the

rescue experiments with EGFP PNUTSwt and EGFP PNUTSRAXA, and the experiments with siSSU72, chromatin extraction buffer with

140 mM NaCl was used. The higher NaCl concentration enhanced the differences in RNAPII and pRNAPII S5 chromatin binding be-

tween THZ1 treated and non-treated samples. In the rescue experiments with EGFP PNUTSwt and EGFP PNUTSRAXA, efficient

knockdown of endogenous PNUTS was verified by western blotting and equal expression of the GFP constructs was verified by

GFP expression by flow cytometry (Figures S4G and S4H).

Proximity ligation assay for flow cytometry
The proximity ligation assay (PLA) for flow cytometry (Duolink flowPLA Detection Kit – Orange (Sigma Aldich)) was performed in

accordance to themanufacturer’s instructions with the followingmodifications. At 72 h after siRNA transfection, HeLa cells were har-

vested, counted (83 105 cells per condition were used per 100 mL Duolink reaction volume) and fixed in 70% ethanol for 24 h or more

at �20�C. Next, cells were barcoded with Pacific Blue, mixed and split into different tubes: one stained with both antibodies (anti-

PCNA and anti-RNAPII) and both PLA probes, both antibodies and only one PLA probe, only one of the antibodies, but both PLA

probes, or unstained (For overview see Figure S6A). Cells were blocked for 5 min in flow buffer (0.1% Igepal CA-630, 6.5 mM

Na2HPO4, 1.5 mM KH2PO4, 2.7 mM KCl, 137 mM NaCl, 0.5 mM EDTA (pH7.5)), containing 4% (w/v) non-fat milk, and incubated

with antibodies diluted in blocking buffer at 4�C overnight. After this, cells were washed once with 500 mL PBS with 1% FBS and

incubated with pre-mixed PLA probe anti-rabbit minus and PLA probe anti-mouse plus diluted in PLA blocking buffer for 1 h at

37�C. The subsequent steps were carried out in accordance to manufacturer’s instructions using 100 min amplification time and

30 min detection time. Finally, the cells were resuspended in PBS containing 1 ml/ml FxCycle Red (Thermo Fisher) and 50 ml/ml Ribo-

nuclease A (QIAGEN). The cells were then analyzed in a LSRII flow cytometer (BD Biosciences) and processed in FACSDiva and

FlowJo software (Both BD Biosciences).

Proximity ligation assay by microscopy
For detection of proximity between RNAPII and PCNA using the proximity ligation assay for immunofluoresence microscopy, HeLa

cells were pre-extracted in detergent buffer (20 mM HEPES, pH 7.4; 50 mM NaCl; 1.5 mMMgCl2: 300 mM sucrose; 0.05% Triton X-

100) for 5 min on ice prior to fixation with formalin. Coverslips were stained with anti-RNAPII (1PB 7C2, Proteogenix) and anti- PCNA

(Abcam) in PBS-AT (PBS with 0.5% Triton X-100 and 1% BSA) overnight. The subsequent steps in proximal ligation assay were car-

ried out with Duolink In Situ Orange Kit Mouse/Rabbit (Sigma Aldrich) in accordance to manufacturer’s instructions (100 min ampli-

fication time). Cells were examined with a Zeiss LSM 880 confocal microscope (Carl Zeiss MicroImaging GmbH, Jena, Germany)

equipped with an Ar-Laser Multiline (458/488/514 nm), a DPSS-561 10 (561 nm), a Laser diode 405-30 CW (405 nm), and a

HeNe-laser (633 nm). The objective used was a Zeiss C-Apochromat 40x NA/1.2 W DICIII.

DNA Fiber assay
HeLa cells were pulse labeled with 25 mM 5-Chloro-20-deoxyuridine (CldU) (Sigma Aldrich) followed by 250 mM 5-Iodo-20-deoxyur-
idine (IdU) (Sigma Aldrich) for 20 min each. After labeling, cells were harvested and resuspended in ice-cold PBS. DNA fiber spreads

were prepared by spotting 2 mL of cells (53 105 cells permL in PBS) ontomicroscope slides (SuperFrost, Thermo Scientific), followed

by lysis with 7 mL of 0.5% SDS, 200 mM Tris-HCl pH 7.4 and 50 mM EDTA for 5-7 min before spreading. DNA spreads were fixed in

methanol/acetic acid (3:1). Prior to immunodetection, slides were treated with 2.5 M HCl for 1 h and 15 min. The slides were further

incubated with rat anti-bromodeoxyuridine andmouse anti-bromodeoxyuridine for 1 h to detect CldU and IdU labeled tracts, respec-

tively. Subsequently, slides were fixed in formalin solution for 10 min to increase staining intensity and further incubated with anti-rat

IgG AlexaFluor 568 and anti-mouse IgG AlexaFluor 488 (Molecular Probes, 1:500) for 2 h. Slides were mounted with Fluoroshield

(Sigma). Imageswere acquiredwith an AxioImager Z1 ApoTomemicroscope system (Carl Zeiss, Jena, DE) using a 63x (1.4 numerical

aperture) oil lens, a AxioCam Mrm camera and the Axiovision 4.8.2 (Carl Zeiss) software. Images were analyzed using ImageJ

(Schneider et al., 2012). In each independent experiment, at least 250 fibers were measured per condition. Replication track lengths

were calculated using the conversion factor 1 mM = 2.59 kb (Jackson and Pombo, 1998).

GFP pulldowns and SILAC experiment
For SILACGFP pulldowns, cells were grown for six cell divisions in DMEMcontaining L-arginine and L-lysine or L-arginine 13C6 and L-

lysine 4,4,5,5-D4 (Life Technologies). 24 h prior to harvesting, labeled cells were transiently transfected with EGFP alone or PNUTS

EGFP. Nuclei were harvested, and GFP pulldowns performed as previously described with some modifications (Trinkle-Mulcahy

et al., 2006). To increase efficiency of extraction of chromatin bound proteins, nuclei were resuspended in a high salt (500 mM

NaCl) RIPA buffer for the sonication step and the resulting lysates diluted with NaCl-free RIPA buffer to a final concentration of

150 mM NaCl. Equal amounts of lysate (by total protein concentration) were mixed 1:1 and EGFP-tagged proteins isolated using
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the GFP-Trap_A affinity matrix (Chromotek). Beads were washed and combined and proteins eluted for gel separation and trypsin

digestion as previously described (Prévost et al., 2013). GFP pulldowns followed by western blotting were performed as the SILAC
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GFP pulldowns, but with the following modifications. Cells grown in regular medium were transiently transfected with EGFP

PNUTSwt, EGFP PNUTSRAXA, EGFP TOX4, EGFP WDR82 or EGFP NIPP1 24 h prior to harvest. The cells were spun down and re-

suspended directly in ice-cold high salt RIPA buffer (500 mM NaCl) and sonicated. The resulting lysates were diluted as above to

150 mM NaCl, and lysate volumes were adjusted to contain an equal amount of protein prior to isolation of EGFP-tagged proteins

with GFP-Trap_Dynabeads (ChromoTek). The beads were washed five times in RIPA buffer (150mMNaCl), diluted in 1x LaneMarker

Reducing Sample Buffer (Pierce Biotechnologies) and were boiled (95�C, 5 min) prior to analysis by western blotting.

Mass spectrometry and data analysis
High-resolution mass spectrometric analysis was performed as described previously (Andersen et al., 2002) using a LTQ-FT-ICR

mass spectrometer (Thermo Finnigan). Protein ratios were calculated for each arginine and lysine-containing peptide as the peak

area of L-arginine 13C6 and L-lysine 4,4,5,5-D4 divided by the peak area of L-arginine and L-lysine for each single scan mass spec-

trum. Peptide ratios for all arginine and lysine -containing peptides sequenced for each protein were averaged. The open source soft-

ware MS-Quant was used to extract information from the Mascot HTML database search files (Matrix Science) and to evaluate the

certainty in peptide identification and in peptide abundance ratio.

Phosphatase assay
Phosphatase assay was based on the method of Beullens et al. (Beullens et al., 1998) with modifications detailed below. RNAPII in

isolated GFPpnuts complexes were used as substrate, and isolated as in the GFP pulldowns above with the following modifications.

HeLa or HeLa GFPmpnuts were transfected with scr or siWDR82#3 and harvested after 72 h. Cells were resuspended in ice-cold TX-

100 buffer (100 mMNaCl, 50 mM Tris pH 7.5, 2 mMMgCl2, 0.5% TX-100) containing 100 U/ml Benzonase (Merck), Complete EDTA-

free Protease Inhibitor Cocktail (Merck), PhosSTOP phosphatase inhibitors (Merck) and 50 mMMG132 (Sigma Aldrich). Lysates were

precleared and GFPmpnuts complexes were isolated with GFP-Trap_Dynabeads (Chromotek). GFPmpnuts complexes were

washed three times with TX-100 buffer containing 400 mM NaCl, and two times with PP1 buffer (20 mM Tris, 0.5 mM DTT, 1 mM

MnCl2, 0.025% Tween-20, Complete EDTA-free Protease Inhibitor Cocktail and 50 mM MG132). Complexes were resuspended in

PP1 buffer, aliquoted and placed at 30�C with gentle mixing (300 rpm) for the indicated times. Reactions were stopped by addition

of PhosSTOP phosphatase inhibitors (Merck) and LaneMarker Reducing Sample Buffer (Pierce Biotechnologies), and samples were

boiled prior to analysis by western blotting.

Live cell imaging
Live-cell imaging was performed on a Leica SP5 confocal laser scanning microscope with a HCX PL APO CS 63 3, 1.40-NA oil-im-

mersion lens. Images were recorded with a 488-nm Argon laser and a 500- to 600-nm bandpass filter. For FRAP, at pixel size 24.63

24.6 mM, a strip of 512 3 32 pixels spanning the nucleus was imaged every 400 ms with 400 Hz. Twenty-five frames were recorded

before the bleach pulse. The average, background-corrected fluorescence intensity of frames 10–20 of these prebleach measure-

ments were used to calculate the prebleach fluorescence intensity. GFP fluorescence in the strip was bleached for one frame

with 100% laser power. The recovery of fluorescence was monitored for 4 min (600 frames) within and outside the strip, back-

ground-corrected, and normalized to pre-bleach fluorescence intensity.

Immunofluorescence
For detection of chromatin loaded RPA70 and gH2AX by immunofluorescence, HeLa cells were pre-extracted in detergent buffer

(20 mM HEPES, pH 7.4; 50 mM NaCl; 1.5 mM MgCl2: 300 mM sucrose; 0.05% Triton X-100) for 5 min on ice prior to fixation with

formalin solution (Sigma Aldrich). Coverslips were stained with anti-RPA70 and anti- gH2AX in PBS-AT (PBS with 0.5% Triton X-

100 and 1% BSA), followed by anti-mouse Alexa Fluor 568 and anti-rabbit Alexa Fluor 488 (Thermo Fisher). Imaging and analysis

was as previously described (Landsverk et al., 2019).

Clonogenic survival assay
For the clonogenic survival assay 200 HeLa cells were seeded in 6 cm culture dishes (BD Biosciences) with medium

containing no drug or 50 mM or 100mM of hydroxyurea (Sigma Aldrich). On day 13 after seeding, 500 mL fresh medium was added

to the dishes and the cells were cultured for an additional 6 days (19 days in total), fixed in 70% ethanol and stained with

methylene blue. Colonies of 50 or more cells were counted as survivors. Survival fractions were calculated in each experiment as

the average cloning efficiency (from 3 parallel dishes) after treatment with hydroxyurea, divided by the average cloning efficiency

for non-treated cells.

Prognostic data
Prognostic data for PNUTS (PPP1R10) was found at the Human Protein Atlas available from http://www.proteinatlas.org
e6 Cell Reports 33, 108469, December 1, 2020
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QUANTIFICATION AND STATISTICAL ANALYSIS

Article
ll

OPEN ACCESS
All experiments, except when otherwise stated, were performed three times or more. Error bars represent standard error of mean

(SEM). P values were determined by the two-tailed student’s two sample t test unless otherwise stated, and were determined using

Microsoft Excel, except the Wilcoxon test, which was performed using Sigmaplot. n refers to number of independent experiments,

except in Figure 4A, when it refers to number of cells analyzed. * < 0.05, ** < 0.01, *** < 0.001
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Figure S1. PNUTS prevents replication stress, related to Figure 1. A) Cell cycle analysis 

using the Watson model on DNA histograms from flow cytometry analysis of U2OS cells 72 h 

after transfection with siPNUTS or scr. % cells in G1, S and G2/M phases are from a 

representative experiment. (n=3). B) Flow cytometry analysis of U2OS cells 72 h after 

transfection with siPNUTS or scr. Prior to harvest, indicated samples were treated with thymidine 

for 24 h (T 24 h) , and released with fresh medium for 9 h (T 24 h + 9 h). C) Flow cytometry 

analysis showing DNA profiles 72 h after siRNA transfection and 24 h after treatment with 50 or 

100 µM HU. D) Mean values from experiments as in Figure 1D). Error bars: ± SEM (n=3). E) 

Top: Flow cytometry analysis showing γH2AX staining versus DNA content in HeLa and HeLa 

GFPmpnuts cells 72 h after transfection with scr or siPNUTS. Selected samples were treated with 

thymidine for 24 h (T 24 h). To the indicated samples, thymidine was washed away and replaced 

with fresh media 6 h prior to harvest (T 24 h + 6 h). Regions with darker dots indicate cells with 

high levels of γH2AX. Bottom: percentage of cells with high levels of γH2AX from experiments 

as presented above. Mean results are shown. Error bars: ± SEM (n=4). F) Mean median EdU 

incorporation from flow cytometry analysis of cells 72 h after transfection with scr or siPNUTS 

and with and without 500 nM VE822 for 1h. Error bars: ± SEM (n=4). G) Average fork speed 

from fiber analysis of cells 48 h after siPNUTS transfection with and without 500 nM VE822 

during labelling (40 min). Error bars: ± SEM (n=2).   
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Figure S2. PNUTS/TOX4/WDR82-PP1 complex interactions, and suppression of ATR 

signaling by WDR82, related to Figure 2. A) Western blot of GFP pulldowns from HeLa cells 

24 h after transfection with wild type EGFP PNUTS or PP1-binding deficient EGFP PNUTS 

(RAXA). Control pulldowns were performed on lysates from nontransfected HeLa cells (control). 

B) Western blot of experiment performed as in A), but after transfection with EGFP TOX4. C) 

Experiment performed as in A and B) and in addition after transfection with EGFP WDR82 and 

EGFP NIPP1. EGFP NIPP1 was used as a control, which binds to PP1, but not to TOX4. D) 

Western blot of GFP pulldowns from HeLa GFPmpnuts cells 72 h after siRNA transfection with 

scr or siWDR82 #2. Control pulldowns were performed in lysates from regular HeLa cells. E) 

Western blot of experiment performed as in A), but after transfection with EGFP WDR82.  F) 

Western blot of HeLa and WDR82-res cells transfected with scr or siWDR82#3 harvested at 72 h 

with or without 2 or 6 h thymidine treatment. G) Average values from experiments as in F). Error 

bars: ± SEM (n=3). H) Western blot performed as in F), in HeLa cells transfected with 

siWDR82#1. I) Western blot performed as in F), in HeLa cells transfected with siWDR82#2.  
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Figure S3. WDR82 suppresses replication stress, related to Figure 2. A) Average median 

EdU incorporation from flow cytometry analysis of cells 48 h after transfection with scr, 

siWDR82, siWDR82 and siPNUTS and siPNUTS alone. The two-tailed Student’s one sample t-

test was used for significance testing. Error bars: ± SEM (n=4). B) Western blot showing levels 

of PNUTS,WDR82 and SSU72 depletion in experiments such as A) and Figure 1G. Total protein 

was used as loading control, as detected with stain-free technology (BioRad). C) 

DNA histograms from flow cytometry analysis of HeLa cells 72 h after transfection with scr or 

siWDR82#3. Prior to harvest, cells were treated with 100 µM HU for 24 h. D) Flow cytometry 

analysis showing RPA70 chromatin loading in HeLa cells 72 h after transfection with 

siWDR82#1, with or without thymidine for 24 h. E) Immunofluorescence analysis of extracted 

cells 72 h after transfected with scr, siWDR82#3 using antibodies to RPA70 and H2AX. 

Thymidine was added for 24 h (T 24 h), and indicated cells were released by fresh medium 6 h 

prior to harvest (T 24 h + 6 h). F) Clonogenic survival assays showing relative survival of scr and 

siWDR82#3 transfected cells as a function of HU dose. Average data are shown. Error bars: ± 

SEM (n=3).  
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Figure S4. Depletion of PNUTS and WDR82 enhances the residence time of RNAPII on 

chromatin in S phase, related to Figure 4. A) Average fluorescence intensity of GFP RNAPII 

in MRC5 cells 48 h after transfection with scr or siPNUTS. B) Flow cytometry analysis showing 

chromatin loading of pRNAPII S5 versus DNA content in extracted HeLa cells 48 h after 

transfection with scr, siPNUTS or siWDR82#3. Samples were treated with thymidine for 6 h 

prior to harvest (T 6 h) with or without THZ1 for the last 4 h (T 6 h + THZ1 4 h). C) As in B) 

except showing RNAPII relative to DNA content. D) Average fold changes of pRNAPII S5 on 

chromatin with THZ1 from experiments as in B) in G1 and S phase of the cell cycle. P-values 

were determined by the two-tailed Student's one sample t-test. Error bars: ± SEM (n=3). E) 

Average fold changes of RNAPII on chromatin with THZ1 from experiments as in C) in G1 and 

S phase of the cell cycle. P-values were determined by the two-tailed Student's one sample t-test. 

Error bars: ± SEM (n=3). F) Average fold changes of pRNAPII S5 on chromatin in S phase in scr 

or siPNUTS transfected cells with THZ1 alone (-), or with THZ1 in the presence of thymidine 

(T). Note that these results are presented separately in D) and in Figure 4H. P-values were 

determined by the Wilcoxon signed rank test. Error bars: ± SEM (n=3). G) Flow cytometry 

analysis showing GFP intensity versus DNA content in cells 48 h after transfection with scr or 

siPNUTS and 42 h after transfection with EGFP PNUTS
wt

 (PNUTS
wt

) or EGFP PNUTS
RAXA 

(PNUTS
RAXA

). Barcoded, non-extracted and non-transfected control cells are shown in grey and 

chromatin extracted samples are shown in green. H) Western blot showing depletion of 

endogenous PNUTS and expression of PNUTS
wt

 and PNUTS
RAXA

 in cells transfected as in G. 

Note that PNUTS
wt

 and PNUTS
RAXA

 migrate slower, due to the presence of the GFP tag.   
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Figure S5. Co-depletion of CDC73 reverses the enhanced residence time of RNAPII on 

chromatin and replication stress after depletion of PNUTS or WDR82, related to Figures 5 

and 6. A) Flow cytometry analysis showing RNAPII on chromatin versus DNA content in 

extracted HeLa cells 48 h after transfection with scr, siPNUTS, siPNUTS and siCDC73 or 

siCDC73 with or without THZ1 for 4 h. B) Average fold changes from experiments as in A) but 

in addition cells were treated with thymidine for 6 h in the presence and absence of THZ1 for the 

last 4 h. Fold changes were determined in G1 and S phases by the ratio of pRNAPII S5 on 

chromatin with THZ1 and thymidine vs thymidine alone. P-values were determined by the two-

tailed Student's one sample t-test. Error bars: ± SEM (n=3). C) As in B) except with RNAPII. D) 

Flow cytometry analysis from a representative experiment as in Figure 5H, showing EdU 

incorporation in HeLa or CDC73-res cells 72 h after siRNA transfection with scr, siPNUTS or 

siPNUTS and siCDC73. E) Western blot showing levels of PNUTS and CDC73 depletions from 

same experiment as in D). F) Flow cytometry analysis showing DNA profiles of HeLa cells 72 h 

after transfection with scr, siWDR82#3 or siWDR82#3 and siCDC73, with or without 100 µM 

HU for 24 h. G) Effect of MG132 on fold changes after THZ1, as determined by the fold change 

after THZ1 with MG132 divided by the fold change without MG132, in cells transfected with 

siPNUTS or siPNUTS and siCDC73 in G1 phase. If this value is above 1, MG132 stabilizes 

pRNAPII S5 and/or RNAPII on chromatin. P-values were determined by the two-tailed Student's 

one sample t-test. Error bars: ± SEM (n=3). 

 



A

Fix in EtOH

Both antibodies
Both probes

Both antibodies
One probe

One antibody
Both probes

No antibodies
No probes
(unstained)

Grow Harvest Count

Barcode

Mix

Divide

SCR

siPNUTS

1

2 21

21

DNA
Count

B scr siPNUTS
1.0K

0 150K100K50K
0

200

400

600

800

0 150K100K50K
0

200

400

300

100

C

scr

siPNUTS

PCNA RNAPII
PLA merge with Hoechst enlarged

50

70

60

40

30

20

10

% cells

number of foci per cell
>5 >10 >20 >30

scr
siPNUTS

>5 >10 >20 >30

scr siPNUTS
One probe 

DNA
PLA

1516

0 50K 100K 150K

104

103

2416

0 50K 100K 150K

104

103

1175

0 50K 100K 150K

104

103

One antibody 
(PCNA) 1641

0 50K 100K 150K

1742

0 50K 100K 150K

104

103

One antibody 
(RNAPII) 2052

0 50K 100K 150K

104

103

Unstained 
cells

1333

0 50K 100K 150K

104

103

1501

0 50K 100K 150K

104

103

104

103



Figure S6. Depletion of PNUTS promotes T-R conflicts, related to Figure 7. A) Overview of 

PLA assay. B) Flow cytometry analysis showing top: DNA profiles. The S phase region used for 

quantifications in Figure 7A) is indicated by the black gate and includes cells with DNA content 

between the G1 peak (at ~50K) and the G2 peak (at ~90K). Bottom: PLA signal versus DNA 

content scatter plots showing the different controls used for the experiment in Figure 7A): only 

one probe, but both antibodies, both probes, but only one antibody for either PCNA and RNAPII, 

and unstained cells. The black line is used to ease visual interpretation and is set equally as in 

Figure 7A. Note that all the cells in the controls are located well below this line. C) Microscopy 

images of one representative RNAPII-PCNA PLA assay in HeLa cells 72 h after transfection 

with scr and siPNUTS. Values to the right show quantifications from the same experiment, of % 

cells with the indicated number of foci per cell. >250 cells were counted per siRNA 

oligonucleotide condition.   
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ABSTRACT

RNA polymerase II (RNAPII) is emerging as an im-
portant factor in DNA damage responses, but how
it responds to genotoxic stress is not fully under-
stood. We have developed a rapid and sensitive
flow cytometry method to study chromatin binding
of RNAPII in individual human cells through the cell
cycle. Indicating enhanced transcription initiation at
early timepoints, levels of RNAPII were increased at
15–30min after UV-induced DNA damage. This was
particularly evident for the S5 phosphorylated form
of RNAPII (pRNAPII S5), which is typically associ-
ated with promoter proximal pausing. Furthermore,
degradation of pRNAPII S5 frequently occurs, as its
levels on chromatin were strongly enhanced by the
proteasome inhibitor MG132 with and without UV. Re-
markably, inhibiting pause release with 5,6-dichloro-
1-beta-ribo-furanosyl benzimidazole (DRB) further
promoted UV-induced degradation of pRNAPII S5,
suggesting enhanced initiation may lead to a phe-
nomenon of ‘promoter proximal crowding’ resulting
in premature termination via degradation of RNAPII.
Moreover, pRNAPII S2 levels on chromatin were more
stable in S phase of the cell cycle 2h after UV, indi-
cating cell cycle specific effects. Altogether our re-
sults demonstrate a useful new method and suggest
that degradation of promoter proximal RNAPII plays
an unanticipated large role both during normal tran-
scription and after UV.

INTRODUCTION

RNA polymerase II (RNAPII) transcribes DNA into
mRNA and several non-coding RNAs (1). In addition,
RNAPII plays a central role in the response to DNA dam-
age. Cells are exposed to various forms of DNA dam-
age from both endogenous and exogenous sources, and

RNAPII is involved in detection, repair and signaling fol-
lowing such events (2–8). Understanding how RNAPII re-
sponds to DNA damage is therefore important to fully
understand the DNA damage signaling and repair path-
ways, which are critical in human conditions such as
cancer, neurodegenerative diseases, immune deficiencies,
metabolic syndromes, ageing and infertility (9). DNA dam-
age produced by ultraviolet radiation (UV) arrests the pro-
gression of elongating RNAPII (10). This arrest initiates
transcription-coupled nucleotide excision repair (TC-NER)
(2) and leads to a potent inhibition of transcription at
the global level (11). Transcription resumption is required
for cell survival after UV (12). Another global change to
RNAPII after UV is its proteasome-mediated degradation
(13). Elongating RNAPII is thought to be degraded as a
‘last resort’ mechanism to remove RNAPII when a block
to transcription cannot be dealt with either by repair or by-
pass (14). However, whether degradation of other forms of
RNAPII occurs after UV is not known.

The basal RNAPII transcription cycle includes recruit-
ment and formation of the preinitiation complex at the
promoter region, promoter release and stalling after ∼50
nts at the promoter proximal pause site, release from
pausing into productive elongation, and finally termina-
tion. Release from promoter proximal pausing into pro-
ductive elongation is considered a main rate-limiting step
of transcription (15). In addition, premature termination
from the promoter proximal pause site or during pro-
ductive elongation is common and limits pervasive tran-
scription (16–18). Terminating RNAPII is thought to be
recycled for new rounds of transcription (19). In its C-
terminal domain (CTD), RPB1 (hereafter referred to as
RNAPII), the largest subunit of RNAPII, contains a large
non-structured domain, which in humans is made up of
52 heptapeptide aminoacid repeats that can undergo ex-
tensive post-transcriptional modifications. These modifica-
tions are involved in all stages of the transcription cycle
and in RNA metabolism (20). The most studied modifica-
tions are phosphorylation of serine 5 (pRNAPII S5) and
serine 2 (pRNAPII S2). While pRNAPII S5 is high in pro-
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moter proximal regions, pRNAPII S2 is associated with
productive elongation (20). Global levels of pRNAPII S5
and pRNAPII S2 can therefore be used as markers for the
promoter proximal and productively elongating fractions
respectively. Proteasome-mediated degradation of RNAPII
occurs even in the absence of DNA damage, and is thought
to positively affect the rate of transcription by remov-
ing stalled RNAPII complexes (21). As pRNAPII S5 was
shown to strongly inhibit ubiquitination and proteasome
mediated degradation, promoter proximal paused RNAPII
has been assumed to be refractory to degradation (21). On
the other hand, binding between a E3 ubiquitin ligase com-
plex and pRNAPII S5 was enhanced after UV (22), sug-
gesting pRNAPII S5 may play multiple roles in RNAPII
degradation after UV.

Cell cycle progression is highly regulated by RNAPII-
mediated transcription, as transcription of specific cell cycle
genes is required for transition from one cell cycle phase into
the other (23). Conversely, the cell cycle regulates RNAPII.
This is evident in mitosis, when most of RNAPII and many
transcription associated proteins are lost from chromatin
through a process known as mitotic inhibition of transcrip-
tion (24–26). RNAPII is also regulated by replication dur-
ing S phase. Sharing the same template, RNAPII can cre-
ate a physical barrier for DNA replication (27). Resulting
transcription–replication conflicts (T–R conflicts) can cause
replication stress, and are actively suppressed by evicting
RNAPII from chromatin (28), by its degradation on chro-
matin (29). In line with a negative role for T–R conflicts
in regulation of transcription, the level of transcription of
a specific gene is lower during its time of replication (30).
Promoter proximal sites also tend to be under-replicated
during S phase, indicating that the presence of RNAPII at
the promoter proximal region creates a hindrance for DNA
replication (30). Moreover, UV affects the cell cycle as it
strongly suppresses DNA replication (31) and activates cell
cycle checkpoints (32). Nevertheless, it is not known how
UV impacts RNAPII levels on chromatin through the cell
cycle.

Techniques to study the RNAPII transcription cycle af-
ter UV include chromatin immunoprecipitation followed by
sequencing (ChIP-seq) (33,34), GRO-seq (11) or nascent
RNA-seq (34), chromatin fractionation followed by west-
ern blotting (35) or mass spectrometry (36) and live cell
microscopy of endogenous GFP-RNAPII (37,38). These
complementary techniques have provided major insights
into the effect of UV on RNAPII-mediated transcription.
However, although sequencing or chromatin fractionation
techniques can give high resolution sequence information
and/or quantitative data, they have so far been based on
cell lysates made from a large number of pooled cells. To
study cell cycle effects with these methods, cells must there-
fore be synchronized, which, depending on the synchroniza-
tion method, may induce replication stress or changes to
transcription. On the other hand, live cell microscopy gives
spatial information and single cell resolution, but is lim-
ited in the number of cells analyzed, and does not easily
allow the analysis of modifications on RNAPII. There is
therefore a need for additional methods to study RNAPII
chromatin levels in individual cells. Here, we describe a new
rapid, quantitative and sensitive flow cytometry method

to study RNAPII chromatin binding in individual cells
through the cell cycle. Using this method we show that pro-
moter proximal paused RNAPII is subject to proteasome-
mediated degradation in the presence and absence of UV-
induced DNA damage. Moreover, productively elongating
RNAPII becomes more stable in S phase after UV, in line
with TC-NER specific effects in replicating cells. Finally, as
pRNAPII S5 was more removed in early S phase compared
to G1 phase after suppression of release into productive
elongation by 5,6-dichloro-1-beta-ribo-furanosyl benzimi-
dazole (DRB), this suggests T–R conflicts are likely dealt
with by degrading promoter proximal RNAPII.

MATERIALS AND METHODS

Cell culture

Human female cervical cancer HeLa Kyoto cells were cul-
tivated in Dulbecco’s modified Eagle’s medium (DMEM)
and human male SV40-transformed fetal lung fibroblast
MRC5 and human non-transformed retinal pigment ep-
ithelial (RPE) cells were cultivated in DMEM:Nutrient
Mixture F-12 at 37◦C in a humidified environment with
20% O2 and 5% CO2. Both mediums were supplemented
with 10% fetal bovine serum (VWR, Biowest) and 1%
Penicillin/Streptomycin (ThermoFisher Scientific). HeLa
Kyoto (HeLa) cells were used throughout the manuscript
unless otherwise stated.

Chemicals and treatments

UV- irradiation was performed with an UVC crosslinker
(UV Stratalinker 2400 (Stratagene)) at 20 J/m2. DRB
(Sigma Aldrich) was used at 100 �M, EdU (Thermo Fisher)
at 1 �M, CDK7-inhibitor THZ1 (ApexBio) at 1 �M,
MG132 (Sigma Aldrich) at 50 �M, and Nocodazole (Sigma
Aldrich) at 1 �g/ml.

Western blotting––chromatin fractionation and antibodies

Cells were harvested and washed with PBS. To release solu-
ble factors, the cell pellet was resuspended in ice-cold chro-
matin extraction buffer (20 mM HEPES (pH 7.9), 1.5 mM
MgCl2, 140 mM NaCl, 300 mM Sucrose, 0.5% TX-100,
Complete EDTA-free Protease Inhibitor Cocktail (Merck),
PhosSTOP phosphatase inhibitors (Merck) and 20 �M
MG132 (Sigma Aldrich). The cell pellet was incubated in
the extraction buffer for 5min at 4◦C with gentle mixing (300
rpm), and soluble and chromatin bound fractions were sep-
arated by centrifugation. The chromatin bound pellet was
washed once in extraction buffer, followed by chromatin di-
gestion with 100 U/ml benzonase (Sigma Aldrich) in ex-
traction buffer for 2h at 4◦C with gentle mixing (300 rpm).
Both soluble and chromatin bound fractions were added
Lane Marker Reducing Sample Buffer (Pierce Biotechnolo-
gies) and boiled at 95◦C prior to analysis by quantitative
western blotting. The final volumes of chromatin bound
and soluble fractions were kept equal to allow comparison
of the two fractions. Criterion TGX Stain-free gels (Bio-
Rad) and nitrocellulose membranes (BioRad) were used
for separation and transfer respectively. Criterion Stain-free
imager was activated in a Chemidoc MP (BioRad) prior to
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transfer. Antibodies used were: total RNAPII (F-12, Santa
Cruz Biotechnologies), pRNAPII S5 (3E8) and pRNAPII
S2 (3E10) (Sigma Aldrich). Total protein levels obtained
from stain-free signal on membranes were used as loading
control. Blots were imaged using chemiluminescence sub-
strates (Supersignal west pico, dura or femto from Thermo
Scientific). The Image Lab 4.1 (BioRad) software was used
for quantifications and processing of images. Saturated sig-
nals were excluded. For accurate quantifications, a dilution
curve of one of the samples was included. Membranes were
stripped using ReBlot Plus Mild Antibody Stripping Solu-
tion (Millipore) in order to allow a new round of blotting
for proteins.

Isolation of mitotic cells

For analysis of mitotic cells, cells were synchronized by 1
�g/ml nocodazole treatment 16h prior to harvest. The mi-
totic fraction was further isolated through mitotic shake off
by gently tapping the dish in order to loosen mitotic cells.
Cells floating in the medium were next transferred to a tube
and isolated by centrifugation. For western blotting, cells
were counted and cell number was adjusted in order to di-
rectly compare chromatin association of RNAPII in mito-
sis vs interphase. Chromatin fractionation was performed
as described above.

Chromatin fractionation for flow cytometry

To release unbound factors, isolated cell pellets were resus-
pended in 100 �l chromatin extraction buffer for 5min on
ice. For the experiments performed to optimize extraction
strength, different concentrations of NaCl in the chromatin
extraction buffer were tested: 50, 140, 180, 220, 280 mM, for
all other experiments, 140 mM NaCl was used. Following
extraction, cells were fixed by addition of 900 �l 10% forma-
lin solution (Sigma Aldrich), and left at room temperature
for 10min. Cells were then resuspended in PBS, followed by
barcoding and antibody staining as described below.

Flow cytometry analysis

In all flow cytometry experiments, antibody staining and
barcoding was performed as previously described (29,39).
Flow cytometry analysis was performed on a LSRII flow
cytometer (BD Biosciences) using Diva and FlowJo soft-
ware. 10 000 cells or more were analyzed per sample, per
experiment, including barcoding cells.

In brief, non-treated HeLa cells were incubated with
0.002 �g/�l Alexa Fluor 647 Succinimidyl Ester (Thermo
Fisher) in PBS for 30min prior to antibody staining. In
most experiments the barcoded control consisted of ex-
tracted cells, with the exception of the salt concentration
optimization experiments where the barcoded control was
non-extracted. Barcoding was quenched by addition of PBS
with 5% fetal bovine serum (FBS (Biowest)). Thereafter, the
barcoded cells were distributed equally among all the sam-
ples prior to staining as described below. For co-staining
with pH3S10 and RNAPII, pRNAPII S5 or pRNAPII
S2, cells were incubated with primary (anti-pH3S10 (Mil-
lipore) and anti-RNAPII (D8L4Y, Cell Signaling Tech-
nology)), anti-pRNAPII S5 (3E8) or anti-pRNAPII S2

(3E10) (Sigma Aldrich) and secondary antibodies (anti-
mouse Alexa Fluor 568 and anti-rabbit (RNAPII) or anti-
rat Alexa Fluor 488 (pRNAPII S5 and pRNAPII S2)
Thermo Fisher), diluted in flow buffer (0.1% Igepal CA-
630, 6.5 mM Na2HPO4, 1.5 mM KH2PO4, 2.7 mM KCl,
137 mM NaCl, 0.5 mM ethylenediaminetetraacetic acid
(pH 7.5)) containing 4% non-fat milk. Samples were next
stained with the DNA-stain Hoechst 33258 (1.5 �g/ml
(Sigma Aldrich)) in flow buffer and analyzed by flow cy-
tometry. As endogenous RNAPII was tagged with GFP,
for MRC5 cells, staining for anti-pRNAPII S5, S2 or anti-
pH3S10 was followed by anti-rat or mouse Alexa Fluor
568. For experiments with EdU incorporation, cells were
labeled with 1 �M EdU for 1h prior to further 2h treat-
ment with UV or inhibitors, resulting in a maximal EdU
incorporation of 3h. The relatively long incubation with
EdU was to ensure that all cells that had gone from G1
into S during the course of the treatments were correctly
gated as EdU positive S phase cells. On the other hand, the
long EdU incubation may have caused some cells gated as
late S to actually be G2 cells that had stopped replicating
during the course of the treatment. After EdU incorpora-
tion and treatments, samples were harvested and subjected
to chromatin fractionation for flow cytometry (see above),
barcoded (as described above) and labeled with primary
(anti-RNAPII (D8L4Y, Cell Signaling Technology), anti-
pRNAPII S5 (3E8) or anti-pRNAPII S2 (3E10) (Sigma
Aldrich)) and secondary antibodies (Alexa Fluor 488, anti-
rabbit for RNAPII and anti-rat for pRNAPII S5 and S2
(Thermo Fisher)). Following this, EdU was labeled with the
Click-iT Plus EdU Alexa Fluor 594 Flow Cytometry Assay
Kit (Thermo Fisher), and DNA was stained with Hoechst
33258 (1.5 �g/ml(Sigma Aldrich)) in flow buffer. The ratio-
nale for gating of the cell cycle phases was the following (See
also Figure 1F). G1 cells were negative for EdU, and had a
G1 DNA content. Early S phase cells had close to G1 DNA
content but were EdU positive. Mid S had an intermediary
DNA content and were EdU positive. Late S phase cells had
approximately a G2 DNA content, but were EdU positive.
G2 cells were EdU negative and had a G2 DNA content.
Mitotic cells formed the small population below the G2 cells
(see Figure 1F––this was verified by low RNAPII staining
(results not shown)) and were not included in the analysis
of ‘G2 cells’.

Immunofluorescence analysis

RNAPII loading was measured by immunofluorescence
microcopy in either non-extracted or chromatin-extracted
HeLa cells. For detection of chromatin-bound RNAPII,
cells were incubated in chromatin extraction buffer for
5min on ice prior to 12min fixation with formalin so-
lution (Sigma Aldrich) at room temperature. Coverslips
were stained with anti-pH3S10 (Millipore) in combination
with either anti-RNAPII (D8L4Y, Cell Signaling Technol-
ogy), anti-pRNAPII S5 (3E8) or anti-pRNAPII S2 (3E10)
(Sigma Aldrich) in PBS-AT (PBS with 0.5% Triton X-100
and 1% BSA), followed by anti-mouse Alexa Fluor 568 and
anti-rabbit Alexa Fluor 488 (for RNAPII) or anti-rat Alexa
Fluor 488 (for pRNAPII S5 and S2) (Thermo Fisher). DNA
was stained with Hoechst 33342 (Sigma Aldrich) and cover-
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Figure 1. A new method to accurately measure RNAPII chromatin loading in individual cells through the cell cycle. (A) Flow cytometry scatter plots
showing chromatin extracted (140 mM NaCl) or non-extracted cells labeled with antibodies against the N-terminal domain of RNAPII and the mitotic
marker phosphorylated histone H3 on Serine 10 (pH3S10) relative to DNA content. The mitotic cells were gated as shown in the pH3S10 plot to the right,
and shown in red in the RNAPII plots to the left. RNAPII staining was lost from chromatin in mitosis in the chromatin extracted, but not in the non-
extracted cells. (B) Immunofluorescence analysis of chromatin extracted (140 mM NaCl) or non-extracted cells using antibodies to RNAPII and pH3S10.
DNA was stained with Hoechst 33342. (C) Flow cytometry scatter plots of chromatin extracted non-treated (−) and nocodazole synchronized (nocodazole)
HeLa cells. Non-treated cells were barcoded and mixed with mitotic cells synchronized by mitotic shake off after nocodazole treatment for 16h. Samples
were stained with antibodies against total RNAPII, or phosphorylated serine 2 or 5 on the carboxyterminal domain of RNAPII combined with antibodies
against pH3S10 and separated during analysis. pH3S10 negative cells are shown in grey and pH3S10 positive cells are shown in red in the respective
non-treated and nocodazole synchronized cells. Note that, as expected, all the cells were pH3S10 positive in the nocodazole synchronized condition, and
thus there are no observable pH3S10 negative cells. (D) Western blot analysis of chromatin bound (B) and soluble (S) fractions after extraction of non-
treated and nocodazole synchronized cells as in (C). Cells were counted prior to extraction, and equal amounts of cells were loaded per lane. Stain free
signal (BioRad Technologies), indicating total protein loading, was used as loading control. (E) Median chromatin levels of RNAPII, pRNAPII S5 and
pRNAPII S2 in nocodazole treated sample divided by median chromatin levels in the non-treated ctrl (grey + red), obtained by flow cytometry analysis as
in (C), compared to chromatin levels obtained in similar samples by western blotting as in (D). Notably, levels in dilution curve (as in (D)) were used for
accurate quantification by western blot. (n = 3 for western blot samples). (F) Flow cytometry scatter plot of EdU incorporation relative to DNA content in
HeLa cells. 1 �M EdU was added 3h prior to harvest. The cell cycle phases G1, early S, mid S, late S and G2 were determined based on EdU levels versus
DNA content as shown. (G) Mean median RNAPII, pRNAPII S5 and pRNAPII S2 chromatin levels in individual phases of the cell cycle in HeLa cells.
Alexa Fluor 647 barcoded, chromatin extracted control cells (that were not EdU treated) were added to each individual sample prior to staining. These
were separated from the sample cells during analysis (Supplementary Figure S1B). Thereafter, median RNAPII, pRNAPII S5 and pRNAPII S2 levels in
individual cell cycle phases were normalized to median levels in the barcoding cells to minimize sample to sample variation. Furthermore, each cell cycle
phase was compared to G1, which was set to 1 (n = 3) P-values were determined by the two-tailed one sample Student’s t-test. Error bars represent SEM.
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slips were mounted onto a microscopy slide using Prolong
Diamond (Thermo Fisher). Imaging and analysis was per-
formed as previously described (29).

RESULTS

A new method to accurately measure RNAPII chromatin
loading in individual cells through the cell cycle

To optimize a flow cytometry method accurately determin-
ing RNAPII levels on chromatin in individual cells through
the cell cycle, we took advantage of the loss of RNAPII
from chromatin in mitosis (40). To visualize mitotic cells,
we co-stained RNAPII with the mitotic marker phosphory-
lated Histone H3 on Serine 10 (pH3S10). Chromatin extrac-
tion was performed using a mild detergent (0.5% TX-100)
with various NaCl concentrations (Supplementary Figure
S1A). Barcoding with non-extracted control HeLa cells was
used as an internal standard for accurate quantifications
and to determine extraction strength (Supplementary Fig-
ure S1A, B). As expected, mitotic cells clearly showed lower
RNAPII staining after extraction with 140 mM NaCl and
above (Figure 1A and Supplementary Figure S1A). How-
ever, in non-extracted cells, RNAPII levels in mitotic cells
were similar to interphase cells with a G2 DNA content
(Figure 1A). Notably, some of the extracted pH3S10 pos-
itive cells had high RNAPII staining (Figure 1A, C and
Supplementary Figure S1A). The high RNAPII staining in
a fraction of the pH3S10 positive cells remained even af-
ter extraction with increasing NaCl concentrations (Sup-
plementary Figure S1A), showing it was not due to insuf-
ficiently strong extraction conditions. High pH3S10 levels
thus likely occurs prior to loss of RNAPII from chromatin
at the G2 to M transition. We chose to continue our experi-
mental work with 140 mM NaCl, as it is close to physiolog-
ical conditions and the chromatin levels of RNAPII were
clearly lower in the mitotic fraction (Figure 1A). Analysis
of the GFP signal in MRC5 cells expressing knock-in GFP
tagged RNAPII (38) verified that the pattern of RNAPII
antibody staining corresponded to endogenous RNAPII
levels (Supplementary Figure S1C). The mitotic vs inter-
phase RNAPII staining pattern after extraction with deter-
gent and 140 mM NaCl was also confirmed by immunoflu-
orescence microscopy (Figure 1B). To validate that the flow
cytometry technique could be used to accurately quantify
RNAPII levels on chromatin, we compared RNAPII levels
in nocodazole-synchronized mitotic cells measured by flow
cytometry versus quantitative western blotting. Similar lev-
els of RNAPII on chromatin were observed using the two
techniques (Figure 1C–E). Antibodies against pRNAPII S5
and pRNAPII S2 also showed low chromatin staining of
mitotic cells (Figure 1C and Supplementary Figure S1D,
E) and similar chromatin levels were found using flow cy-
tometry vs quantitative western blotting (Figure 1C–E). As
RNAPII is involved in S phase specific events, such as T–
R conflicts, we next addressed whether we could measure
RNAPII chromatin levels in finely separated cell cycle tran-
sitions by including EdU incorporation to mark replicat-
ing cells. Gradually increasing RNAPII, pRNAPII S5 and
pRNAPII S2 levels could be detected in cells from G1 to
early-, mid- and late S and G2 phases (Figure 1F, G). The
increasing levels of RNAPII on chromatin through the cell

cycle were expected, as the cells grow and the DNA is dupli-
cated. Of note, we also assessed chromatin bound RNAPII
and pRNAPII S5 in a previous study (29), but in that work
we did not include cell cycle analysis and did not fully opti-
mize and validate the method. Based on the results shown
here, we conclude that our novel flow cytometry method can
be used to accurately measure RNAPII levels on chromatin
in individual cells through the cell cycle.

Initiation is likely enhanced at early timepoints after UV ir-
radiation

Using our new technique, we addressed changes in RNAPII
levels on chromatin after UV irradiation. Higher levels of all
forms of RNAPII were observed at early timepoints (15 and
30min) after UV in HeLa cells, especially in G1 phase of the
cell cycle (Figure 2A–D and Supplementary Figure S2A).
This effect was most pronounced for pRNAPII S5 (Fig-
ure 2B–D), in line with enhanced initiation causing more
promoter proximal pausing at early timepoints after UV.
Higher levels of pRNAPII S5 were also observed at 30min
after UV in RPE cells (Figure 2E). Moreover, slightly higher
levels of pRNAPII S2 could also be observed at 30min af-
ter UV in HeLa cells (Figure 2D), consistent with accom-
panying increased productive elongation. At 2h after UV,
RNAPII and pRNAPII S5 were reduced, but pRNAPII S2
remained high in HeLa cells (Figure 2B–D). In this cell line,
pRNAPII S2 is thus more long-lived than pRNAPII S5 af-
ter UV. Furthermore, chromatin binding of pRNAPII S5
was clearly lower in S phase compared to G1 and G2 phases
at 2h after UV in HeLa cells (Figure 2F). Less pronounced
cell cycle effects were observed at 15 and 30min, although
the pRNAPII S5 levels again were slightly lower in S phase
compared to G1 (Supplementary Figure S2B, C). pRNAPII
S5 may therefore be more removed in S phase after UV in
HeLa cells. The latter is likely a cell line dependent effect
as pRNAPII S5 was not lower in S versus G1 phase after
UV in RPE cells (Supplementary Figure S2D,E). On the
other hand, levels of pRNAPII S2 were higher in S ver-
sus G1 phase 2h after UV in both HeLa and RPE cells
(Figure 2F and Supplementary Figure S2D), indicating the
productively elongating fraction may become more stable
in S phase after UV. Higher stability of pRNAPII S2 in S
phase at 2h after UV was also observed in MRC5 cells (Sup-
plementary Figure S2F). Enhanced initiation causing more
promoter proximal pausing at early timepoints, and higher
stability of the elongating RNAPII fraction in S phase, thus
likely represent general phenomena after UV.

pRNAPII S5 is degraded on chromatin in the presence and
absence of UV

To address whether cell cycle phase differences in RNAPII
chromatin binding after UV might be caused by changes in
RNAPII degradation on chromatin, we added the protea-
some inhibitor MG132. RNAPII and pRNAPII S5 levels
were enhanced on chromatin after MG132 (Figure 3A–C)
in an unperturbed cell cycle in HeLa cells, as previously ob-
served (29). Enhanced levels of pRNAPII S5 on chromatin
after treatment with MG132 were also observed in RPE
cells (Figure 3D). pRNAPII S2 levels were less enhanced by
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Figure 2. Initiation is likely enhanced at early timepoints after UV irradiation. (A) Overview of experimental set up. EdU was added to HeLa cells 1h
prior to UV irradiation with 20 J/m2. Samples were harvested, extracted and fixed for flow cytometry analysis at 15min, 30min and 2h after UV. Non-UV
irradiated cell samples were harvested together with the UV 2h cell samples. (B) Flow cytometry scatter plots showing levels of RNAPII, pRNAPII S5 and
pRNAPII S2 on chromatin versus DNA content from samples treated as in (A). Non-UV irradiated cells (−) are shown in grey, and samples harvested
at 15min (UV 15min), 30min (UV 30min), and 2h after UV (UV 2h) in colors as indicated. Barcoded control cells (shown in black) were added to all
individual samples prior to staining, separated from the samples during analysis (as in Figure 1G), and shown in scatterplots together with the sample
cells. Note that in the non-UV irradiated (−) sample the barcoding cells (black), largely overlap with sample (grey), but in the UV treated samples the sample
cells are frequently shifted either higher or lower than the barcoding cells, showing that the chromatin levels of RNAPII, pRNAPII S5 and pRNAPII S2
change after UV. (C) Flow cytometry histograms showing RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin vs cell count in individual G1 cells
(determined as in Figure 1F). (D) Mean median RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin in cells treated as in A) and normalized to
barcoding cells. UV-treated samples were further normalized to non-treated sample (n = 3), significance tested by the two-tailed one sample Student’s test.
Error bars represent SEM. (E) Mean median RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin in RPE cells treated as in A) and analyzed as
in D) (n = 3), significance tested by the two-tailed one sample Student’s test. Error bars represent SEM. (F) Mean fold changes 2h after UV of RNAPII,
pRNAPII S5 and pRNAPII S2 levels on chromatin in individual phases of the cell cycle (determined as in Figure 1F), and normalized to barcoding cells.
(n = 3), significance tested by the two-tailed one sample Student’s test. Error bars represent SEM.
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Figure 3. pRNAPII S5 is degraded on chromatin in the presence and absence of UV. (A) Overview of experimental set up. EdU was added to HeLa cells 1h
prior to UV irradiation with 20 J/m2 and addition of 50 �M MG132. Samples were harvested, extracted and fixed for flow cytometry analysis at 2h after
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MG132 treatment alone both in HeLa and RPE cells (Fig-
ure 3B–D), suggesting the productively elongating fraction
is less degraded under unperturbed conditions. After UV,
proteasome mediated degradation of all forms of RNAPII
was enhanced both in HeLa and in RPE cells (Figure 3B–
D). Notably, the enhanced degradation of pRNAPII S5 af-
ter UV was unexpected, as promoter proximal RNAPII has
been thought to avoid degradation with and without UV
(21,41). In addition, proteasome mediated degradation of
pRNAPII S5 was higher in S phase versus G1 phase after
UV in HeLa cells (Figure 3E), showing that the lower levels
of pRNAPII S5 in S phase vs G1 at 2h after UV (Figure 2F)
were caused by increased degradation (more removal). On
the other hand, pRNAPII S2 was less degraded in S versus
G1 phase both in HeLa cells and in RPE cells after UV (Fig-
ure 3E, Supplementary Figure S3A), in line with the higher
stability of the elongating RNAPII fraction in S phase after
UV (Figure 2F, Supplementary Figure S2D, F).

Promoter proximal RNAPII is subjected to proteasome-
mediated degradation on chromatin in unperturbed conditions

Our results with pRNAPII S5 using MG132 suggested
proteasome-mediated degradation of promoter proximal
paused RNAPII occurs on chromatin under non-perturbed
conditions. We hypothesized that enhancing promoter
proximal pausing might increase RNAPII degradation. To
address this, we added the widely used transcriptional in-
hibitor DRB, which prevents the release of RNAPII from
the promoter proximal pause site into productive elonga-
tion (42). Several recent ChIP-seq experiments have con-
firmed that DRB causes a widespread arrest of RNAPII at
the 5′ end of genes (43–45), though a few DRB-insensitive
genes have also been reported (46). As expected, levels of
pRNAPII S2 were decreased and levels of pRNAPII S5
were increased after treatment with DRB (Figure 4A–D).
Moreover, in line with our hypothesis, total RNAPII chro-
matin levels were lower after DRB, and were completely
reversed with MG132 (Figure 4A-D). Strongly support-
ing that proteasome-mediated degradation of the promoter
proximal form of RNAPII was responsible for the lower
levels of RNAPII on chromatin after DRB, the levels of
pRNAPII S5, but not pRNAPII S2, were greatly enhanced
by DRB + MG132 (Figure 4B–D). Moreover, pRNAPII S5
chromatin binding was lower in early S phase compared
to G1 phase after DRB treatment (Figure 4E), suggest-
ing enhanced promoter proximal RNAPII pausing by DRB
causes more degradation of RNAPII in early S phase. As
the majority of actively transcribing chromatin is early repli-
cating (47), the distinct effects in early S vs G1 suggest that
transcription replication conflicts involving promoter prox-
imal RNAPII may be dealt with by degrading RNAPII.

Promoter proximal RNAPII is subjected to proteasome-
mediated degradation on chromatin after UV

Enhanced levels of pRNAPII S5 on chromatin after
UV and MG132 (Figure 3) suggested promoter proximal
RNAPII may be subjected to proteasome-mediated degra-
dation also after UV. However, productively elongating
RNAPII is widely considered to be the form that is de-

graded after UV (21,41). We reasoned that if the produc-
tively elongating form was the only form that was degraded
after UV, then inhibiting productive elongation should
globally suppress UV-mediated degradation of RNAPII. To
address this, we added DRB prior to UV treatment. Re-
markably, RNAPII and pRNAPII S5 were more removed
from chromatin after co-treatment with DRB and UV com-
pared to either UV or DRB treatment alone (Figure 5A–C).
Furthermore, MG132 reversed the lower levels of RNAPII
and pRNAPII S5 after DRB and UV (Figure 5B, C), in-
dicating proteasome-mediated degradation. UV-mediated
degradation of RNAPII thus does not depend upon pro-
ductive elongation. Rather, our results suggest that the pro-
moter proximal form of RNAPII is degraded after UV. As
expected, productive elongation was inhibited after DRB
treatment, as levels of pRNAPII S2 were lower both with
and without UV or MG132 (Figure 5B-C). Moreover, con-
tinuous release of RNAPII into productive elongation was
required for maintenance of high pRNAPII S2 levels on
chromatin 2h after UV in HeLa cells (Compare UV to UV +
DRB, Figure 5B, C). Notably, co-treatment with DRB and
UV caused a greater reduction in pRNAPII S2 than DRB
alone (Figure 5B, C). This is likely due to UV- mediated
degradation of productively elongating RNAPII that was
either ongoing prior to addition of DRB or present at DRB-
insensitive genes. Supporting that degradation of pRNAPII
S2 occurred after DRB and UV co-treatment, MG132
counteracted this effect (Figure 5B,C compare pRNAPII
S2 UV + DRB to UV + DRB + MG132). However, the
increase in chromatin levels of pRNAPII S5 was greater
than the increase in pRNAPII S2 after the triple treatment
with UV + DRB + MG132 compared to UV + DRB, in
line with more promoter proximal RNAPII being degraded
than elongating RNAPII (Figure 5B, C). Degradation of
promoter proximal paused RNAPII thus contributes to reg-
ulation of global RNAPII levels on chromatin after UV. In-
terestingly, DRB also caused a relatively greater reduction
in pRNAPII S2 levels in G1 and G2 phase compared to S
phase after UV (Figure 5D, E), supporting higher stability
of the productively elongating fraction in S phase after UV.

Initiation is required for enhanced proteasome mediated
degradation of promoter proximal RNAPII after UV

Enhanced degradation of promoter proximal RNAPII af-
ter UV was unanticipated, as this form of RNAPII does not
travel very far along the DNA molecule and is thus not ex-
pected to encounter much DNA damage directly. In light of
our result suggesting that initiation is likely enhanced and
leads to more promoter proximal stalling after UV (Figure
2), together with the finding that DRB promoted RNAPII
degradation (Figure 4), we hypothesized that the degrada-
tion might be triggered by abnormally high levels of pro-
moter proximal stalled RNAPII after UV. To address this,
we added THZ1, which inhibits RNAPII at a step prior
to promoter proximal pausing (38,48). As expected, THZ1
caused the release of a large fraction of RNAPII from chro-
matin in all cell cycle phases (Figure 6A–D). However, the
levels of pRNAPII S5 on chromatin were not further re-
duced by UV upon THZ1 treatment (Figure 6B, C). New
transcription initiation leading to the production of new
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Figure 4. Promoter proximal RNAPII is subjected to proteasome-mediated degradation on chromatin in unperturbed conditions. (A) Overview of experi-
mental set up. EdU was added to HeLa cells 1h prior to addition of 100 �M DRB and/or 50 �M MG132. Samples were harvested, extracted and fixed for
flow cytometry analysis after 2h. (B) Flow cytometry scatter plots showing levels of RNAPII, pRNAPII S5 and pRNAPII S2 on chromatin versus DNA
content from samples treated as in (A). Non-treated cells (−) are shown in grey, and samples treated with DRB and/or MG132 are shown in colors as
indicated. Barcoded control cells (shown in black) are shown in scatterplots together with the sample cells as in Figure 2B. (C) Flow cytometry histograms
showing RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin vs cell count in individual cells in early S phase treated as in A). (D) Mean median
RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin in cells treated as in (A) and normalized to barcoding cells. Samples treated with DRB
and/or MG132 were further normalized to non-treated cells (n = 3), significance tested by the two-tailed two sample Student’s t-test. Error bars represent
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is more removed in early S versus G1 phase. With DRB and MG132 the value goes above 1, meaning MG132 treatment increases pRNAPII S5 levels on
chromatin more in early S versus G1 cells in the presence of DRB. With MG132 alone this value is equal to 1, showing there is no significant difference in
the effect of MG132 in early S versus G1. (n = 3), significance tested by the two-tailed two sample Student’s t-test. Error bars represent SEM.
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Figure 5. Promoter proximal RNAPII is subjected to proteasome-mediated degradation on chromatin after UV. (A) Overview of experimental set up. EdU
was added to HeLa cells 30min prior to addition of 100 �M DRB and/or 50 �M MG132. 30min after this, samples were UV irradiated with 20 J/m2.
After 2h, samples were harvested, extracted and fixed for flow cytometry analysis. (B) Flow cytometry scatter plots showing levels of RNAPII, pRNAPII
S5 and pRNAPII S2 on chromatin versus DNA content from samples treated as in (A). Samples treated with UV, UV + DRB, DRB and UV + DRB
+ MG132 are shown in colors as indicated. Barcoded control cells (shown in black) are shown in scatterplots together with the sample cells as in Figure
2B. (C) Mean median RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin in cells treated as in (A) and normalized to barcoding cells. Samples
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bars represent SEM. (D) Histograms showing RNAPII pS2 levels on chromatin versus cell count in mid S and G2 phases of the cell cycle from the same
experiment as in (B). Cell cycle phases were identified based on DNA content and EdU levels, as shown in Figure 1F). (E) Mean fold changes of RNAPII
pS2 levels on chromatin in UV + DRB-treated cells relative to mean fold changes in DRB-treated cells, from experiments such as in (B). Results are shown
for individual phases of the cell cycle. Note that UV reduces pRNAPII S2 levels in chromatin less in S phase in the presence of DRB. (n = 3), significance
tested by the two-tailed two-sample Student’s t-test. Error bars represent SEM.
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Figure 6. Initiation is required for enhanced proteasome mediated degradation of promoter proximal RNAPII after UV. (A) Overview of experimental set
up. EdU was added to HeLa cells 1h prior to UV irradiation with 20 J/m2 and/or addition of 1 �M THZ1 (added directly after UV irradiation). Samples
were harvested after 2h, extracted and fixed for flow cytometry analysis. (B) Flow cytometry scatter plots showing levels of RNAPII, pRNAPII S5 and
pRNAPII S2 on chromatin versus DNA content from samples treated as in A). Non-treated cells (−) are shown in grey, and samples treated with THZ1
+/− UV are shown in colors as indicated. Barcoded control cells (shown in black) are shown in scatterplots together with the sample cells as in Figure 2B.
(C) Mean fold change after THZ1 +/− UV for RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin in cells treated as in A) and normalized to
barcoding cells. (n = 3), significance tested by the two-tailed one sample Student’s t-test. Error bars represent SEM. (D) Mean fold changes of RNAPII,
pRNAPII S5 and pRNAPII S2 levels on chromatin in UV + THZ1 relative to mean fold changes in THZ1-treated cells. Results are shown for individual
phases of the cell cycle (determined as in Figure 1F) (n = 3), significance tested by the two-tailed one sample Student’s t-test. Error bars represent SEM.
(E) Revised model for the effect of UV on the transcription cycle. Our results suggest that at early timepoints after UV, initiation is enhanced, leading to
more promoter proximal stalling. The enhanced promoter proximal stalling causes ‘crowding’ (see main text for details) around the promoter proximal
pause site, pushing RNAPII into productive elongation or degradation (premature termination). Treatment with DRB will exacerbate promoter proximal
crowding by preventing pause release, and further enhance degradation of promoter proximal paused RNAPII after UV. THZ1 counteracts crowding at
the promoter proximal pause site, as it prevents promoter escape, and thus also UV-induced enhanced degradation. Work by others has shown that UV
also enhances pause release (11,33,34,50) and degradation of productively elongating RNAPII (68), which likely directly encounters DNA damage.
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promoter proximal RNAPII, is thus likely a requirement
for its UV-induced degradation. Indeed, pRNAPII S5 ap-
peared to be slightly more stable after UV in the presence of
THZ1, especially in S phase (Figure 6D). Of note, this was
similar to pRNAPII S2, which was also slightly more stable
in S phase than G1 or G2 phases after UV and THZ1 (Fig-
ure 6D). Nevertheless, overall levels of pRNAPII S2 were
strongly suppressed by THZ1 in the presence and absence
of UV (Figure 6B–D), supporting that continuous initiation
followed by release into productive elongation is required
for the high pRNAPII S2 levels on chromatin 2h after UV
in HeLa cells (Figure 2B–D). Altogether, the results with
THZ1 strongly support that the promoter proximal form
of RNAPII is being degraded after UV and suggest that the
enhanced initiation after UV is required for such degrada-
tion.

DISCUSSION

Global regulation of RNAPII levels is involved in transcrip-
tional shutdown, resumption and cell survival after UV
(35). So far, the UV-mediated degradation of RNAPII has
been thought to involve productively elongating RNAPII
(21,41), which is the form that likely encounters DNA dam-
age and participates in TC-NER. Here we show that pro-
moter proximal RNAPII is degraded both in the pres-
ence and absence of UV, using a new flow cytometry as-
say that accurately measures levels of RNAPII, pRNAPII
S5 and pRNAPII S2 on chromatin in individual cells
through the cell cycle. Inhibiting productive elongation with
DRB prior to UV further enhanced degradation of total
RNAPII on chromatin, strongly suggesting degradation of
promoter proximal RNAPII contributes to regulation of
total RNAPII levels after UV. Furthermore, as chromatin
loading of RNAPII and pRNAPII S5 were enhanced at
early timepoints after UV and suppression of promoter
proximal paused RNAPII inhibited UV-mediated degrada-
tion of pRNAPII S5 on chromatin, our results suggest en-
hanced initiation promotes degradation of promoter prox-
imal paused RNAPII at early timepoints after UV. In ad-
dition, precise measurements of individual cell cycle tran-
sitions revealed that pRNAPII S5 is more degraded after
DRB in early S compared to G1 phase in HeLa cells, indi-
cating that transcription replication conflicts are resolved
by degradation of promoter proximal RNAPII. On the
other hand, pRNAPII S2, associated with productive elon-
gation, was more stable in S phase after UV. As processing
of DNA damage-stalled RNAPII is tightly linked to repair
(49), the latter may indicate cell cycle specific differences in
TC-NER.

Based on the work shown here, we propose a modified
model for the effect of UV on transcription (Figure 6E).
At early timepoints (15–30min) UV enhances initiation,
which leads to more promoter proximal pausing and sub-
sequent elongation. However, as the rate of release into
productive elongation is lower than the rate of initiation,
UV may cause ‘crowding’ of RNAPII molecules around
the promoter proximal pause site, leading to degradation of
promoter proximal paused RNAPII. Inhibiting release into
productive elongation by DRB further enhances ‘promoter
proximal crowding’, and increases degradation of pro-

moter proximal RNAPII after UV. Vice versa, suppressing
‘promoter proximal crowding’ with THZ1 suppresses UV-
induced degradation of pRNAPII S5. Notably, increased
release from promoter proximal pausing into productive
elongation is known to occur after UV (11,33,34,50), but
is not conflicting with our model as we simply propose that,
at early timepoints after UV, the global rate of initiation vs
release into productive elongation is higher causing an accu-
mulation of promoter proximal RNAPII on chromatin. Im-
portantly, the rate of release into productive elongation may
still be higher compared to non-UV treated cells. ‘Promoter
proximal crowding’, described here, shares similarity with
the previously described ‘transcription traffic jam’ shown
to occur behind RNAPII molecules stalled at DNA damage
sites (49). However, in gene-internal regions the stretches of
DNA are larger, and can encompass more molecules. From
the pre-initiation complex to the promoter proximal pause
site there is only ∼47 bp (51). As RNAPII occupies ∼33
bp (52), there is simply not room for a queue. Thus, though
conceptually related, ‘promoter proximal crowding’ is not
the same as a ‘transcription traffic jam’.

Degradation of RNAPII at the promoter proximal pause
site, as shown here, necessarily involves premature termi-
nation. A major implication of our work is thus that pre-
mature termination, which frequently occurs at the pro-
moter proximal pause site (16,53,54), likely also involves
RNAPII degradation on chromatin. Of note, previous re-
ports have not observed enhanced degradation of RNAPII
after DRB and UV (55,56). However, a major difference
is that these studies measured RNAPII levels in whole cell
lysates (55,56), while we measure the chromatin bound frac-
tion in individual cells, used different antibodies and accu-
rate quantification including the barcoding approach. The
phospho-specific antibodies used here have been tested in
vitro to detect pRNAPII S2 and S5 (57). Moreover, in this
work we have used pRNAPII S5 as a marker for promoter
proximal RNAPII. It is well established and easily observed
in ChIP experiments that the majority of the pRNAPII S5
signal during normal transcription derives from promoter
proximal pausing (58). Nevertheless, this does not exclude
a role for pRNAPII S5 downstream of promoter proximal
pause sites. Indeed, pRNAPII S5 plays a role at splice sites
(59), and is found within 8 kb of transcriptional start sites of
poised genes (60). After UV and THZ1 treatment, a small
fraction of pRNAPII S5 was more stable in S phase (Fig-
ure 6). This is reminiscent of the more stable fraction of
elongating pRNAPII S2 in S phase after UV, in line with
this fraction being dually phosphorylated on S2 and S5. As
pRNAPII S5 has been reported to be refractory to degrada-
tion (21), this may indicate that promoter proximal paused
RNAPII and productively elongating RNAPII may be de-
graded by different pathways, and that pRNAPII S5 may
play different roles in these.

Our results suggest initiation is enhanced after UV lead-
ing to more promoter proximal pausing at early timepoints.
Notably, most previous work has dealt with later time-
points after UV. However, one study showed global hyper-
phosphorylation of RNAPII at 1h after UV by western
blotting (61) which is consistent with enhanced initiation,
as RNAPII becomes phosphorylated during the first steps
of transcription (20). Furthermore, RNA synthesis from
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all transcription start sites was higher at 1h after UV by
nRNA-seq (33), also in line with enhanced initiation. In
addition, enhanced promoter proximal stalling after UV
is supported by the redistribution of RNA reads toward
the 5′ ends of genes upon labeling 0-45min after UV by
BruUV-seq (62) and TT-seq (35). Nevertheless, the com-
mon view is that UV downregulates transcription initiation
(63). In line with the latter, RNAPII levels at transcription
start sites were lower at 1.5h after UV by ChIP-seq (33),
and RNA reads were reduced at promoter proximal sites
at 2h after UV by GRO-seq (11) and at 3h after UV by
TT-seq (35). Notably, downregulation of transcription ini-
tiation after UV is thought to occur via reduction of the
global RNAPII pool by proteasome-mediated degradation
of elongating RNAPII (35), and by enhanced expression
of the early response gene ATF3 (64), both of which take
some time to occur. We therefore propose that the findings
can be reconciled by separating the effects after UV into
early response (<1h), where initiation and promoter proxi-
mal pausing are enhanced, and late response (>1h), where
they are suppressed. Such a hypothesis fits well with our re-
sults, as RNAPII and pRNAPII S5 loading were enhanced
at 15–30min, but reduced at 2h after UV (Figure 2).

The effect of the cell cycle on RNAPII chromatin binding
after UV has been little studied, likely because, until now, a
good technique to study this has been lacking. Overall, UV
induced changes on RNAPII chromatin binding occurred
globally in all cell cycle phases. However, cell cycle spe-
cific effects could still be detected. As RNAPII processing
is tightly linked to TC-NER in human cells (49), the most
relevant cell cycle effect with regard to DNA repair is likely
the higher stability of elongating RNAPII in S phase after
UV. Though TC-NER can occur throughout most of the
cell cycle, several of the factors required for the later steps
of NER are shared with replication and are expressed in
a cell cycle dependent manner (65). Moreover, another cell
cycle difference we observed in this work is the enhanced
degradation of pRNAPII S5 in S phase compared to G1 or
G2 phases after UV in HeLa cells (Figure 2). Furthermore,
more pRNAPII S5 was degraded on chromatin in early S
phase compared to G1 phase after DRB (Figure 4). This
suggests promoter proximal degradation of RNAPII is pro-
moted by replication. Degradation of promoter proximal
RNAPII may thus be a mechanism by which the cells deals
with collisions between promoter proximal paused RNAPII
and replication. Such a mechanism is likely important, as
promoter proximal RNAPII can be stable for ∼1h (66).

An advantage of flow cytometry versus other available
techniques is statistical strength, which is due to the mea-
surement of thousands of individual cells per sample per ex-
periment. In addition, flow cytometry is rapid, and multipa-
rameter data processing is highly feasible. As it provides an
internal control in each sample for normalization, includ-
ing barcoding greatly facilitates quantifications and sensi-
tivity. The barcoded cells are divided, mixed and stained
with each of the samples, so that sample to sample variation
during staining is eliminated. Furthermore, EdU incorpo-
ration and pH3S10 staining allows the study of RNAPII
levels in different cycle phases without having to synchro-
nize cells. It also adds another layer of accuracy, as the con-
tribution of e.g. replication can be specified. This is illus-

trated in Supplementary Figure S2A, where enhanced lev-
els of RNAPII were detected on chromatin in G1, but not
in S phase cells at 30min after UV. Furthermore, in our as-
say, cells were extracted prior to fixation, causing the release
of un- or weakly bound proteins from chromatin. Confirm-
ing the accuracy of our method, mitotic cells showed sim-
ilarly low levels of chromatin binding of RNAPII and its
phosphorylated forms by flow cytometry as by western blot-
ting. Several other transcription-related proteins are also re-
leased from chromatin in mitosis (26,67), and lower mitotic
staining can thus likely be used to verify the accuracy of
flow cytometry chromatin binding assays for other proteins
as well. This method may further be useful to study mitotic
repression of transcription at the G2/M transition. Indeed
we found that high mitotic pH3S10 levels occurs prior to the
release of RNAPII from chromatin at the G2/M transition
(Figure 1), in agreement with another study which found
that nascent transcription can be observed in pH3S10 posi-
tive cells in early prophase (24). Moreover, using transcrip-
tional inhibitors, we also show that this method can be used
to study the transcription cycle itself. Notably, DRB, a well-
known inhibitor of release from promoter proximal pausing
(42), maintained levels of pRNAPII S5 while strongly sup-
pressing pRNAPII S2. On the other hand, THZ1, which
inhibits the transition from initiation into promoter prox-
imal pausing (38), as expected lowered the levels of both
pRNAPII S5 and pRNAPII S2.

All in all, here we have developed a rapid, highly sensi-
tive and quantitative assay to study chromatin binding of
RNAPII and its phosphorylated forms through the cell cy-
cle. In combination with transcriptional and proteasome in-
hibitors it can be used to study the transcription cycle and
follow the fate of RNAPII on chromatin. Using this method
we show that elongating RNAPII becomes more stable in
S phase after UV, suggesting cell cycle specific effects in
TC-NER. Furthermore, we show that promoter proximal
RNAPII is degraded on chromatin in the absence and pres-
ence of UV DNA damage, and propose a new modified
model for the effect of UV on the transcription cycle. Our
results suggest degradation of promoter proximal paused
RNAPII substantially contributes to the regulation of the
‘RNAPII pool’, and may thus be important for transcrip-
tion resumption and cell survival after UV.
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23. Delgado-Román,I. and Muñoz-Centeno,M.C. (2021) Coupling
between cell cycle progression and the nuclear RNA polymerases
system. Front. Mol. Biosci., 8, 691636.

24. Liang,K., Woodfin,A.R., Slaughter,B.D., Unruh,J.R., Box,A.C.,
Rickels,R.A., Gao,X., Haug,J.S., Jaspersen,S.L. and Shilatifard,A.
(2015) Mitotic transcriptional activation: clearance of actively
engaged Pol II via transcriptional elongation control in mitosis. Mol.
Cell, 60, 435–445.

25. Gottesfeld,J.M. and Forbes,D.J. (1997) Mitotic repression of the
transcriptional machinery. Trends Biochem. Sci, 22, 197–202.

26. Martı́nez-Balbás,M.A., Dey,A., Rabindran,S.K., Ozato,K. and
Wu,C. (1995) Displacement of sequence-specific transcription factors
from mitotic chromatin. Cell, 83, 29–38.

27. Gomez-Gonzalez,B. and Aguilera,A. (2019) Transcription-mediated
replication hindrance: a major driver of genome instability. Genes
Dev., 33, 1008–1026.

28. Poli,J., Gerhold,C.B., Tosi,A., Hustedt,N., Seeber,A., Sack,R.,
Herzog,F., Pasero,P., Shimada,K., Hopfner,K.P. et al. (2016) Mec1,
INO80, and the PAF1 complex cooperate to limit transcription
replication conflicts through RNAPII removal during replication
stress. Genes Dev., 30, 337–354.

29. Landsverk,H.B., Sandquist,L.E., Bay,L.T.E., Steurer,B.,
Campsteijn,C., Landsverk,O.J.B., Marteijn,J.A., Petermann,E.,
Trinkle-Mulcahy,L. and Syljuåsen,R.G. (2020)
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Figure S1. 

A) Flow cytometry scatter plots of RNAPII levels versus DNA content. A barcoded, non-extracted 

control (black color) of HeLa cells was added to all individual samples prior to antibody staining. 

Each sample was subjected to chromatin fractionation of varying concentrations of NaCl in the 

extraction buffer, ranging from 50 mM to 280 mM (samples are in grey and red color). Mitotic 

fraction of the sample was identified by pH3S10 staining, as shown in Figure 1A-C, and is visualized 

in red. 

B) Overview of experimental procedure for chromatin extraction, staining and flow cytometry 

analysis. Samples of cells in culture dishes were treated with EdU, UV and/or inhibitors. Both sample 

and non-treated control cells were harvested, transferred into tubes, chromatin extracted and fixed. 

After fixation, non-treated controls cells were barcoded and distributed to all the individual samples. 

Samples (now also containing the barcoded non-treated control cells) were stained with primary and 

secondary antibodies, followed by EdU Click-IT reaction and DNA staining. During flow cytometry 

analysis, barcoded non-treated control cells (Barcoded ctrl) were separated from sample cells (Sample) 

based EdU content and AF647 signal (from barcoding). Samples were further gated into cell cycle 

phases (as shown), and levels of RNAPII were visualized and quantified. Levels of RNAPII on 

chromatin in barcoded cells were used for normalization.  

C) Flow cytometry scatter plot showing levels of GFP RNAPII on chromatin versus DNA content in 

MRC5 cells expressing knock-in GFP tagged RNAPII (MRC5-GFP-RNAPII cells), after extraction 

with 140 mM NaCl. Non-extracted control (ctrl) of MRC5-GFP-RNAPII cells were barcoded (black) 

and added to the extracted cells prior to staining with pH3S10 to identify the mitotic cells. Extracted 

cells are shown in grey (pH3S10 negative) and red (pH3S10 positive).   

D) Immunofluorescence analysis of chromatin extracted (140 mM NaCl) or non-extracted cells using 

antibodies to pRNAPII S5 and pH3S10. DNA was stained with Hoechst 33342. 

E) As in D), but for pRNAPII S2 
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Figure S2. 

A) Mean median RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin in G1 and Mid S phase, 

from experiment performed as in Figure 2A-E. (n=3), significance tested by the two-tailed one sample 

Student’s test. Error bars represent SEM. 

B) Mean fold change for RNAPII, pRNAPII S5 and pRNAPII S2 levels on chromatin at 15 min after 

UV vs non-treated cells, from experiment performed as in Figure 2 and analyzed similar as in 2F). 

(n=3), significance tested by the two-tailed one sample Student’s test. Error bars represent SEM. 

C) As in B), but at 30 min after UV. (n=3) 

D) As in B), but in RPE cells at 2h after UV. (n=3), significance tested by the two-tailed one sample 

Student’s test. Error bars represent SEM. 

E) As in B), but in RPE cells at 30 min after UV. (n=2) 

F) As in B) but in MRC5-GFP-RNAPII cells, for pRNAPII S2 levels on chromatin at 2h after UV. 

Here EdU was omitted, and cell cycle phases were therefore determined by DNA content. (n=2)  
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Figure S3. 

A) As in Figure 3E), but in RPE cells. (n=3), significance tested by the two-tailed one sample 

Student’s test. Error bars represent SEM.  
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