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ABSTRACT

Context. Nanoflare heating through small-scale magnetic reconnection events is one of the prime candidates to explain heating of
the solar corona. However, direct signatures of nanoflares are difficult to determine, and unambiguous observational evidence is still
lacking. Numerical models that include accelerated electrons and can reproduce flaring conditions are essential in understanding how
low-energetic events act as a heating mechanism of the corona, and how such events are able to produce signatures in the spectral
lines that can be detected through observations.
Aims. We investigate the effects of accelerated electrons in synthetic spectra from a 3D radiative magnetohydrodynamics simulation
to better understand small-scale heating events and their impact on the solar atmosphere.
Methods. We synthesised the chromospheric Ca ii and Mg ii lines and the transition region Si iv resonance lines from a quiet Sun
numerical simulation that includes accelerated electrons. We calculated the contribution function to the intensity to better understand
how the lines are formed, and what factors are contributing to the detailed shape of the spectral profiles.
Results. The synthetic spectra are highly affected by variations in temperature and vertical velocity. Beam heating exceeds conductive
heating at the heights where the spectral lines form, indicating that the electrons should contribute to the heating of the lower atmo-
sphere and hence affect the line profiles. However, we find that it is difficult to determine specific signatures from the non-thermal
electrons due to the complexity of the atmospheric response to the heating in combination with the relatively low energy output
(∼1021 erg s−1). Even so, our results contribute to understanding small-scale heating events in the solar atmosphere, and give further
guidance to future observations.
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1. Introduction

Nanoflares are heating events associated with small-scale mag-
netic reconnection in the solar atmosphere. They release energy
in the range 1024–1025 erg, and they are believed to occur fre-
quently throughout the atmosphere. The nanoflare heating mech-
anism is one of the prime candidates in understanding why the
corona is heated to millions of Kelvin (Parker 1988). It is gener-
ally accepted that flare energy is transported by electrons accel-
erated to non-thermal energies as magnetic field lines reconnect.
The accelerated electrons transfer energy to the ambient plasma
through Coloumb collisions as they travel along the magnetic
field (Brown 1971; Emslie 1978; Holman et al. 2011), leaving
observable signatures in the spectral lines that form in the sites
where the energy is deposited. Signatures of non-thermal elec-
trons are found in observed hard X-ray spectra from active region
flares. However, X-ray observations of small-scale events with
nanoflare energies are rare because the signatures are typically
below the detection threshold (although, see e.g., Wright et al.
2017; Glesener et al. 2020; Cooper et al. 2021). As a result, the
presence and properties of nanoflares in the solar atmosphere
remain poorly known.

Heating signatures from energetic events in the corona are
difficult to observe directly, as the high conductivity of coronal
plasma has a tendency to smear the signatures out. It is there-
fore beneficial to look for signatures of heating release in the

atmospheric layers that are responsive to heating, such as the
transition region (TR) and chromosphere. Non-thermal electrons
accelerated by magnetic reconnection in the corona collide with
the dense TR and chromospheric plasma, giving rise to changes
in temperature and density. However, looking for specific sig-
natures is problematic as nanoflares are difficult to observe.
Through numerical simulations, Testa et al. (2014) have found
that non-thermal electrons are necessary to reproduce blueshifts
in the Si iv 140.3 nm line observed with the Interface Region
Imaging Spectrograph (IRIS; De Pontieu et al. 2014) in small
heating events at the footpoints of transient hot loops. By explor-
ing a wide range of parameters, Polito et al. (2018) have carried
out an extensive numerical investigation to better understand and
interpret TR observations, and Bakke et al. (2022) have extended
the analysis to include spectral lines that form deeper in the
atmosphere and are readily accessible by ground-based tele-
scopes. In the latter, the analysis of chromospheric spectra in 1D
simulations of nanoflares showed that the lines forming deeper
in the chromosphere experience similar effects as the lines form-
ing higher up. Testa et al. (2020) have further demonstrated that
observations of high variability (.60 s) at the footpoints of hot
coronal loops (∼8–10 MK) in active region (AR) cores provide
powerful diagnostics of the properties of coronal heating and
energy transport when combined with numerical simulations.

In this work, we investigate the effect of accelerated electrons
in a 3D radiative magnetohydrodynamics (MHD) simulation by
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analysing synthetic chromospheric Ca ii 854.2 nm, Ca ii H and
K, and Mg ii h and k spectral lines as well as the TR Si iv res-
onance lines. The simulation is based on the 3D MHD Bifrost
model introduced in Bakke et al. (2018), which has been fur-
ther developed in Frogner et al. (2020) and Frogner & Gudiksen
(2022) to include a more accurate method for calculating the
electron beam heating. We explore the impact of non-thermal
electrons by comparing the spectral line analysis from different
regions that are both subject and not subject to beam heating. In
the analysis we investigate the Doppler shifts of the spectra and
the formation of line intensity.

2. Method

2.1. Bifrost simulation

The numerical simulation was performed using the Bifrost code
(Gudiksen et al. 2011), which solves the resistive MHD par-
tial differential equations in 3D, with radiative transfer and
field-aligned thermal conduction accounted for in the energy
equation. In the photosphere and lower chromosphere, Bifrost
solves the optically thick radiative transfer equation with scat-
tering (Hayek et al. 2010). In the upper chromosphere and TR,
it approximates non-LTE radiative losses based on parame-
terised results from 1D radiative hydrodynamic simulations
(Carlsson & Leenaarts 2012). Finally, it calculates optically thin
radiative losses in the corona.

Bifrost was developed with a high degree of modularity,
allowing users to extend the code with additional physics. In
Bakke et al. (2018), we presented a method for treating energy
transport by accelerated electrons in Bifrost simulations, which
we expanded upon and discussed in depth in Frogner et al.
(2020) and Frogner & Gudiksen (2022). The first step of the
method is to detect locations where the magnetic field reconnects
using a criterion for reconnection in MHD theory (Biskamp
2005). The second step is to estimate the energy distributions
of the non-thermal electrons expected to be accelerated at each
reconnection site. We assume that the distribution is a power-
law, with a lower cut-off energy Ec corresponding to the inter-
section of the power-law with the local thermal distribution.
The lower cut-off energy is not fixed, but is roughly propor-
tional to temperature (for example, 106 K corresponds to a lower
cut-off energy of the order of 1 keV). We determine the total
non-thermal energy flux assuming that a fixed fraction p of the
released magnetic energy, which otherwise would be converted
entirely into resistive heating, goes into accelerating electrons.
The value of p = 0.2 was chosen based on flare observations
suggesting that typical values of p range from 10% (Emslie et al.
2004, 2012) up to 50% (Lin & Hudson 1971). Finally, we leave
the power-law index δ as a free global parameter. This param-
eter largely affects the resulting distribution of deposited elec-
tron beam energy. We used a value of δ = 6, which has a faster
rate of deposited energy compared to smaller values. We note
that a larger δ leads to a smaller penetration depth of the beam
(Allred et al. 2015). The value of δ is supported by observa-
tional evidence showing an increase in power-law index with
decreasing flare energy (Hannah et al. 2011). A higher value
of δ is also motivated by the 1D flare simulations analysed in
Bakke et al. (2022), where δ = 7 was used for the non-thermal
electron energy distribution. The final step is to trace the tra-
jectory of each non-thermal electron beam along the magnetic
field while computing the heating of the local plasma due to
Coulomb collisions along the way. For this, we use an analyt-
ical expression accounting for the systematic velocity change of

beam particles due to collisions with ambient hydrogen atoms
and free electrons (Emslie 1978; Hawley & Fisher 1994). During
the simulation, we continually computed the transfer of energy
by the beams in this way and included it as a term in the MHD
energy equation.

The particular atmospheric simulation considered in this
paper encompasses a horizontal area of 24×24 Mm and a vertical
span from 2.5 Mm below the photosphere to 14.3 Mm above it,
in the corona. The simulation has a resolution of 768×768×768
grid cells, with a uniform grid cell extent of 31 km in the hori-
zontal directions and uneven vertical grid cell extents that vary
with height in the atmosphere. Due to the need to resolve sudden
local variations near the transition region, the grid cells are about
12 km tall between the photosphere and the height of 4 Mm.
From this region, the vertical grid cell extent increases evenly
to 21 km at the bottom of the simulation box and to 80 km at the
top. In the simulation, heating at the bottom boundary in combi-
nation with radiative cooling in the photosphere produces con-
vective motions. The chromosphere and corona are heated by
magnetic reconnection and acoustic shocks resulting from these
motions. At this point, the Bifrost simulation qualifies as rather
quiet, and electron beams from this level of reconnection can be
regarded as weak. In order to perturb the system with more mag-
netic energy and produce more energetic reconnection events,
we introduced a large scale magnetic flux emergence. To emulate
flux emergence, a sheet with magnetic field strength of 2000 G
oriented in the y-direction was injected at the bottom boundary.
As it rose up through the convection zone and coalesced in the
convective downflow regions, the injected field organised into a
largely bipolar loop system pushing up on the ambient x-directed
magnetic field that was originally present in the corona. Recon-
nection between the ambient and injected field then resulted in
minor energy release and particle acceleration events throughout
the corona. This setup made the simulation more active, but still
relatively quiet as compared to solar active regions with high
flaring activity. We note that the original setup of this Bifrost
simulation was developed and used by Hansteen et al. (2019),
with the aim of studying the generation of Ellerman bombs and
UV bursts through flux emergence.

For this paper, we consider a series of 36 snapshots with 1 s
intervals, where the simulation time step is 10−3 s. This simula-
tion starts 8220 s after the magnetic flux sheet has been injected
at the bottom boundary. The vertical component of the magnetic
field in the photosphere at this time can be seen in Fig. 1, where
t′ = 0 s is the first time step where the electrons are injected. The
total power of accelerated electrons in a single simulation snap-
shot is roughly 1024 erg s−1, and individual beams along the mag-
netic field produce approximately 3×1021 erg s−1 of non-thermal
power (Frogner et al. 2020). A typical small-scale beam heat-
ing event is estimated to release 1020–1024 erg of non-thermal
energy in the lower atmosphere assuming that the event lasts
around 100 s. With 36 s of simulation time, we can assume that
the energy released by heating events is on the lower end of this
range, and hence a few orders of magnitudes less than the typ-
ical nanoflare energy (which is about 1024–1025 erg). But even
though the events are weak, they are highly abundant, and a sig-
nificant number of small beam heating events are likely to occur
in the chromosphere at any given time. We note that it is difficult
to provide a meaningful number of events as they have a ten-
dency to lose their identity in the simulation due to the relatively
low energy released. However, see Kanella & Gudiksen (2017)
for a method of identifying coronal heating events in a Bifrost
simulation by detecting 3D volumes of high Joule heating to find
locations with current sheets.

A103, page 2 of 15



Bakke, H., et al.: A&A 675, A103 (2023)

0 5 10 15 20
x  [Mm]

0

5

10

15

20

y 
 [M

m
]

t ′ = 0 s

1.5

1.0

0.5

0.0

0.5

1.0

1.5

B
z
  [

kG
]

Fig. 1. Vertical magnetic field Bz in the photosphere at t′ = 0 s (8220 s
after the magnetic flux sheet has been injected).

2.2. Spectral synthesis with RH

The spectral lines were synthesised using the RH1.5D radiative
transfer code (Uitenbroek 2001; Pereira & Uitenbroek 2015),
which calculates spectra from 1D, 2D or 3D numerical simu-
lations on a column-by-column basis. RH1.5D solves the non-
LTE radiative transport for spectral lines in partial redistribution
(PRD), which is important in the synthesis of chromospheric
lines where a more accurate treatment of photon scattering is
required. While PRD is not strictly necessary in the synthe-
sis of all our chosen spectra, RH1.5D can still be employed
as a general non-LTE code. In general, PRD is assumed
in the synthesis of Mg ii h and k (Milkey & Mihalas 1974;
Leenaarts et al. 2013a,b) and Ca ii H and K (Vardavas & Cram
1974; Shine et al. 1975; Bjørgen et al. 2018), but is less impor-
tant for Ca ii 854.2 nm and the Si iv resonance lines.

Each atmosphere from the Bifrost snapshots was used as
input to the RH code. We did not include a micro-turbulence
term to the spectral synthesis as we wanted to focus on the effect
from velocities in the Bifrost simulation. The z-axis of the input
atmospheres includes the heights from the surface to the corona,
excluding the convection zone as it is not relevant for the line
synthesis. We selected all columns in x- and y-direction when
synthesising the spectra from the main snapshot at t′ = 28 s anal-
ysed in this study, covering a domain of 768 × 768 × 670 pixels.
The synthetic spectra for the entire time series were calculated
using a coarser grid (384×384×670 pixels) for the model atmo-
spheres in order to reduce the computation time. The coarser grid
does not affect the spectral analysis as the level of change from
one grid cell to its neighbouring ones is almost negligible. A
similar coarser sampling of a Bifrost simulation domain was per-
formed in Leenaarts et al. (2013b). We used the default 5 level-
plus-continuum H i and Ca ii atoms, the 10 level-plus-continuum
Mg ii atom from Leenaarts et al. (2013a), and the 30 level-plus-
continuum Si iv atom from Kerr et al. (2019). The latter was
used to allow the Si iv resonance lines to form under optically
thick conditions, as the model silicon atom includes potential
opacity effects. It is common to assume that the Si iv emission
is formed under optically thin conditions, and hence compute

the emissivity without calculating the full radiative transfer.
Through 1D flare modelling, Kerr et al. (2019) found that opti-
cal depth effects are considerable in the produced Si iv emission,
and that the lines can form under optically thick conditions even
for weaker flares with electron energy flux down to F ≈ 5 ×
109 erg cm−2 s−1. We note that the model atom was constructed
for use on simulated flares in RADYN (Carlsson & Stein 1992,
1995, 1997; Allred et al. 2015), a 1D radiative transfer code that
allows for flare investigation in an isolated system. The model
atom employs a photospheric value ASi = 7.51 for the silicon
abundance (Asplund et al. 2009), even though other work (e.g.,
Olluri et al. 2015; Martínez-Sykora et al. 2016) have argued in
favour of using coronal abundances for silicon and other low first
ionisation potential (low-FIP) elements. Using coronal abun-
dances is based on the findings that low-FIP elements tend to
be overabundant in the TR and corona (Laming 2004). How-
ever, Warren et al. (2016) have shown that low-FIP elements
have a composition that is close to that of the photosphere dur-
ing impulsive heating events. In Bifrost, it is possible that the
model silicon atom is more accurate in regions that are subject
to electron acceleration, but also at the sites where the electron
energy is deposited. However, we keep in mind that the silicon
abundance might not be accurate in areas that are not subject
to heating.

The synthetic spectra were calculated for 36 s, corresponding
to 36 Bifrost snapshots with a 1 s time interval. IRIS observations
of TR moss show that the lifetime of short-lived brightenings
resulting from coronal nanoflare heating at the footpoints of hot
transient coronal loops varies between 10–30 s (Testa et al. 2013,
2014, 2020). With the Bifrost time series, we should be able to
study the effects of non-thermal electrons on a similar timescale.
However, we note that with the current energy distribution for
the non-thermal electrons, it is difficult to obtain a strong signal
in the synthetic spectra.

2.3. Optically thin calculation of Si iv emission

While the RH spectral line synthesis allows for the Si iv res-
onance lines to form under both optically thick and thin con-
ditions, we also include a more straight forward approach to
calculate the Si iv emission under optically thin conditions in
order to compare potential differences and put further constraints
on the interpretation of observations. The approach we used is
similar to that of Olluri et al. (2015), where we calculated emis-
sivities for the relevant Si iv energy transitions using atomic data
from the CHIANTI database (Dere et al. 1997; Del Zanna et al.
2021). We did this for a range of temperatures and electron den-
sities representative of the conditions in the corona and upper TR
of the simulated atmosphere to create a lookup table enabling us
to efficiently obtain the emissivity at every location in the simu-
lation domain. We note that emissivities for temperatures lower
than 10 000 K are set to zero in CHIANTI. In this approach,
we used the coronal abundance ASi = 8.10 (Feldman 1992). To
determine the intensities formed in the optically thin regime as it
emerges from the atmosphere, we integrated the emissivities in
each vertical column of the atmosphere. We also computed the
Doppler shift and width of the synthetic spectral line by eval-
uating the first and second moment of the locally emitted line
profile with respect to Doppler shift from the line centre, and
integrated this over height. We assume that the locally emitted
radiation has a Gaussian spectral profile with thermal broaden-
ing and a Doppler shift depending on the local plasma veloc-
ity. The optically thin calculation is also significantly cheaper in
computational terms than the RH spectral synthesis.
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Fig. 2. Integrated average beam heating power along the z-axis (upper
panel) and y-axis (lower panel) of the Bifrost simulation snapshot at t′ =
28 s. The blue regions represent where a fraction p of the reconnection
energy is being injected into the accelerated electrons, while the orange
regions show where the non-thermal electrons deposit their energy and
heat the plasma. The coloured circles in the upper panel are the areas of
interest, while the crosses (upper panel) and dashed lines (lower panel)
mark the specific locations analysed in detail (L1, L2, L3, and L4).

2.4. Contribution function to the line intensity

The spectral diagnostics consisted of analysing the contribution
function to the emergent intensity. The contribution function can
be used to explore which parts of the atmosphere contributes to
the line formation. Following Carlsson & Stein (1997), the con-
tribution function was calculated as

CIν (z) ≡
dIν(z)

dz
= S ν τνe−τν

χν
τν
. (1)

The first term on the right-hand side gives the total source func-
tion S ν. Here, S ν is dependent on frequency because we assume
PRD. The next term is the optical depth factor τνe−τν , which rep-
resent the Eddington-Barbier part of the contribution function.
The optical depth factor has a maximum at τν = 1. The final
term, χν/τν, is the ratio of the opacity over optical depth. The
term is responsible for line asymmetries due to its sensitivity to
velocity gradients in the atmosphere. In the presence of strong
velocity gradients, the opacity is typically large at small opti-
cal depths, and χν/τν is the dominant factor in the contribution
function.

2.5. Locations of interest

The locations of interest were selected based on the electron
acceleration regions. Figure 2 shows the net electron beam heat-
ing power integrated vertically (upper panel) and horizontally
(lower panel) over the simulation domain. The electrons are
mostly accelerated along the magnetic field, where negative
average beam heating power (blue regions) indicates where part
of the energy is transported away from the reconnection site. As
shown in the upper panel, we have chosen three areas (orange,
green, and blue circles) at magnetic field footpoints that are asso-
ciated with field lines where electrons are accelerated, and a ref-
erence area (red circle) without beam impact. The crosses (upper
panel) and dashed lines (lower panel) represent the specific loca-
tions L1, L2, L3, and L4 that we subsequently analyse in detail.

The specific locations were found using CRISPEX (Vissers
2012), which is a widget based tool developed to browse and
analyse large observational data sets. However, CRISPEX can
also be used to analyse synthetic spectra from simulations by
creating a data cube that is readable by the tool. We format-
ted the synthetic Mg ii k, Ca ii K, and Si iv 140.3 nm lines from
Bifrost at t′ = 28 s as a multidimensional data cube that is read-
able by CRISPEX, and chose locations based on the intensity
and complexity of the profiles by browsing through the spec-
tra within the different areas. We further note that the prominent
low altitude current sheet at (x, y) = (10, 11) was found to pro-
duce an Ellerman bomb and UV burst in the detailed analysis by
Hansteen et al. (2019).

3. Results

3.1. Evolution of the Bifrost atmosphere

Figure 3 shows the time evolution of temperature T , vertical
velocity vz, and electron number density ne in the Bifrost sim-
ulation at 1 s intervals. The rows represent the different quan-
tities, while the columns represent the specific locations shown
in Fig. 2. The temperature in the four different panels does not
experience significant increases or decreases over time. How-
ever, the atmospheric structure varies from location to location.
This is better seen in Fig. 4, showing the temperature at a verti-
cal cut in the xz-plane taken at the location of the y-coordinate
of L1, L2, L3, and L4, at a single instance in time (t′ = 28 s).

L1 is located within the flux emergence region of the sim-
ulation (see Fig. 4a). The magnetic bubble does not have a
significant temperature rise until the canopy is reached around
z = 6.8 Mm, which can be seen as the TR in Fig. 3a. L1 is
also located in a region without beam impact, as can be seen
in Fig. 3m where Qb = 0 over the entire duration of the simu-
lation. L2, L3, and L4 are located at magnetic field footpoints,
where the TR and temperature rise to coronal values are located
at lower altitude. Panel b in Fig. 3 shows that the TR is gradu-
ally pushed upwards over time. This is happening in the height
where electrons are both accelerated and depositing their energy
(see panel n). However, both the velocity and electron number
density are relatively unchanged over the duration of the simula-
tion, making it difficult to conclude that the moving TR is caused
by the electrons only. If the latter was the case, we would expect
the electrons that deposit their energy at 1 Mm to accelerate the
dense plasma, causing upflowing (negative) velocities that move
the TR to greater heights. Panel n shows that the electrons con-
tribute to the thermodynamics of the TR and chromosphere, but
the level of heating available in the simulation combined with the
complex dynamics of the Bifrost atmosphere causes the effect
from the deposited electron beam energy to blend and smear out.
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This makes it difficult to recognise an unambiguous footprint left
by the electrons.

The temperature at L3 (panel c) does not change significantly
over the duration of the simulation. The TR is located around
1.5 Mm, and panels g and k show that at this height there is a
weak plasma upflow and an increase in electron number den-
sity. We note that the change over time is so small that the line
of the last time step covers small variations. There are generally
more visible changes over time in the corona compared to the
lower atmosphere. The beam heating rate in panel o shows that
the electrons are both accelerated and depositing their energy
between 2.3–3.1 Mm, which is in the corona. This is because
the cut-off energy EC at coronal heights is low (around 1 keV),
and the electrons lose most of their energy through interactions
with the coronal plasma. This leads us to suspect that particu-
lar features in the synthetic spectra are not caused by the elec-
trons, as signature are potentially only visible in coronal spectral

lines and we focus here on spectral lines formed deeper in the
atmosphere.

The temperature structure at L4 (see panel d in Figs. 3 and 4)
is much more complex compared to the other locations. The cool
plasma from the magnetic bubble intersects the column at sev-
eral different heights, making the atmospheric structure difficult
to analyse. Panel p shows that the beam heating rate is almost
balanced out by the energy transferred to the electrons at the
reconnection site. This means that the electrons that get acceler-
ated at approximately 2 Mm deposit their energy right away, and
do not contribute to any noticeable heating.

It is important to note that Fig. 3 shows the evolution of
the atmosphere along the z-axis as seen from directly above,
and not along the magnetic field lines. It is beneficial to choose
pixel locations that are situated at magnetic field footpoints, as
it is possible to detect spectral line signatures from electrons
accelerated along the magnetic field connected to the particular
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footpoint. However, because of the low cross-field transport of
energy, we do not expect to see a direct effect of heating by accel-
erated electrons to travel along z because the effect is isolated to
the specific field line where the heating is taking place. This is
most likely not along z, as the field lines can at best only be
regarded as straight at the very bottom of the atmosphere. This
is better illustrated in Fig. 5, which shows the angle between the
field and the vertical direction, calculated as

θB ≡ tan−1


√

B2
x + B2

y

|Bz|

 = tan−1
(
|Bh|

|Bz|

)
, (2)

at the magnetic footpoint locations (L2, L3, and L4) over the
duration of the simulation. The figure shows that the angle
increases with z, reaching 90◦ in the corona where the field lines
are mostly horizontal. We note that at L3 and L4, the angle is
90◦ at z = 0 Mm because the magnetic field is highly complex
in the convection zone, and the surface is not always located at
exactly 0 Mm. This means that the magnetic field might not be
aligned with z at 0 Mm, hence we see that the angle between z
and the magnetic field is large rather than small. We also note
that even though the angle is smaller at low heights (for instance
around 1 Mm at L3), we are not be able to see direct effects of
non-thermal electrons potentially depositing their energy at these
heights unless θB is zero. The heating signatures from the elec-
tron beams seen in Figs. 3n–p do not originate from vertical field
lines that are aligned with z, but rather from reconnection events
along the magnetic field connected to the footpoints.

3.2. Emission from synthetic spectra

Figure 6 represents the time evolution of the synthetic
Ca ii 854.2 nm, Ca ii H, Mg ii k, and Si iv 140.3 nm lines at
the four selected locations, where we have added individual
line profiles at t′ = 0 s in each panel (orange line) to indi-
cate what the spectra looks like. We note that our findings
from the Ca ii K, Mg ii h, and Si iv 139.4 nm lines are simi-
lar to Ca ii H, Mg ii k, and Si iv 140.3 nm, respectively, hence
these results are not shown. At L1, the minimum intensity of
Ca ii 854.2 nm at t′ = 28 s is redshifted to a value between
1 and 2 km s−1. The line seems to narrow towards the end of
the simulation, but the general shape of the profile persists. At
t′ = 28 s, the minimum intensity of Ca ii H and Mg ii k and the
single peak of Si iv 140.3 nm are redshifted to approximately
+5 km s−1. The Ca ii H line profile has increased emission in the
blue wing and peak that becomes weaker over time, and there
are small variations in the intensity of the line core and the red

peak. Over time, the minimum intensity of Mg ii k and the sin-
gle peak of Si iv 140.3 nm shifts periodically between approxi-
mately 0 km s−1 and +5 km s−1.

At the L2 location, the synthetic spectra are redshifted to vary-
ing degree. The minimum intensity of Ca ii and Mg ii are red-
shifted to a value between 1 and 2 km s−1, while the Si iv line
exhibits a much stronger redshift of the line. The latter is also
significantly broadened, most likely due to the downflows at TR
heights. Si iv forms higher in the atmosphere compared to the
other spectra, and it is therefore more likely to be affected by the
strong downflow seen between 1–2 Mm in Fig. 3f. In the begin-
ning of the simulation, there is strong emission in the absorption
feature so that the profile almost looks single peaked. As time pro-
gresses, the spectral profile becomes broader and the line is red-
shifted up to approximately +30 km s−1. From around 14 s, the red
and blue peaks become more pronounced due to increased emis-
sion in these components. The Ca ii lines show increased emis-
sion in the red wing that is due to the weak downflowing veloc-
ity around 0.4 Mm (see Fig. 3f). Over time, the red wings of the
profiles become less broad. This feature is not seen in Mg ii k,
suggesting that the line forms slightly above this height.

The evolution of the spectra at L3 shows that the differ-
ent spectra are experiencing oscillations. This behaviour is not
detectable in the Ca ii 854.2 nm panel, but further investigation
show that this line, along with the other spectral lines, are sub-
ject to shock waves passing through the atmosphere. Around the
formation height of Ca ii 854.2 nm, we see temperature oscilla-
tions varying between 6500 and 6700 K, but the intensity ampli-
tude is too small to see because of the large range between core
minimum and wing maximum. Around the formation height of
Ca ii H, Mg ii k, and Si iv 140.3 nm, the temperature oscillations
vary between 7200 and 7800 K, 8500 and 11 000 K, and 8000
and 14 000 K, respectively. These values are low for Si iv, but
we note that the temperatures are taken at the τ = 1 height and
that the contribution function covers a wider range. The tempera-
ture oscillations at the formation height of Si iv 140.3 nm exhibit
the largest variation, hence the line is showing the strongest
modulation in intensity. As the difference in minimum and max-
imum temperature decreases, the oscillating pattern in the inten-
sity panels becomes weaker.

At L4, the Ca ii spectral profiles have line cores at approxi-
mately 0 km s−1 at the beginning of the simulation that are red-
shifted to a value between 1 and 2 km s−1 over time. Both pro-
files are double peaked with a slightly more intense blue peak,
but the Ca ii 854.2 nm profile becomes single peaked and less
intense as time progresses. The Ca ii H profile keeps its dou-
ble peaked shape, but the red peak becomes less intense from
around 20 s. The Mg ii k profile is similar to that of L2, with a
blue peak that is more intense than the red peak and an absorp-
tion feature that is redshifted to a value between 1 and 2 km s−1.
At t′ = 12 s, there is a sudden increase in intensity of the entire
line profile that is also faintly seen in the Mg ii k panel at the
L2 location. This is due to a sudden increase in temperature at
the formation height of the spectral line. The Si iv 140.3 nm line
profile is severely broadened over the entire duration of the sim-
ulation. The initial profile (orange line) has a red and blue peak
and a central reversal of the line core at approximately +6 km s−1

that has a higher intensity than the peaks. Similar to the L3 loca-
tion, the Si iv line is subject to shock waves, where the tempera-
ture oscillations around its formation height vary between 26 000
and 29 000 K. At around 26 s, the temperature stabilises and the
shape of the profile is similar to the initial profile (t′ = 0 s).

Figure 6 shows that the strongest emission of the different
spectra is found at L2. This location is promising in terms of
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Fig. 6. Spectral evolution of Ca ii 854.2 nm, Ca ii H, Mg ii k, and Si iv 140.3 nm at the locations of interest. The x-axes are in units of Doppler
offset, where negative (positive) velocities indicate blueshifts (redshifts). The intensity is shown in units of brightness temperature. The orange line
profiles are taken at t′ = 0 s, where the highest (lowest) intensity of the profiles in each row corresponds to the maximum (minimum) intensity of
the respective colourbars. We note that the intensity of Si iv 140.3 nm at the L1 location has a maximum of Iν = 7 kK in order to visually enhance
the features of the relatively weak emission. The orange line profiles give a better indication of the difference in intensity across the Si iv row.

electron beam heating, as it is located at the footpoint that is
connected to the longest coronal loops. The upper panel in Fig. 2
shows a large number of electron acceleration sites that are con-
nected to the particular magnetic field footpoint. Even though
the atmospheric response to the electrons has proven difficult
to single out, the TR and chromospheric spectra might still be
affected by the electrons depositing their energy along the loops.
Figure 3n shows that the electrons along the line of sight deposit

most of their energy at TR and chromospheric heights, hence it
is possible that the increased intensity seen in the L2 column of
Fig. 6 is caused by local heating events.

3.3. Line formation

Figure 7 shows the Ca ii 854.2 nm, Ca ii H, and Mg ii k line
cores (top row) and τ = 1 heights (bottom row) for the entire
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Fig. 7. Ca ii 854.2 nm, Ca ii H, and Mg ii k nominal line core intensity (upper panels) and τ = 1 heights (lower panels) at t′ = 28 s. The colourbar
of the intensity is clipped at 8.5 kK to emphasise the less bright features of the Ca ii line cores.

simulation domain at a single snapshot in time (t′ = 28 s). For
simplicity, the line core is defined at vD = 0 (see the dashed line
in Fig. 6), even though the concept of a single line core van-
ishes when analysing complex atmospheres with multi-layered
structures. We have chosen one of the later Bifrost snapshots
so that the electrons will have affected the atmosphere for a
longer duration (the electrons are present from t′ = 0 s). Pan-
els a–c show emission of the line cores at the magnetic field
footpoints. The prominent current sheet at (x, y) = (10, 11) has
enhanced intensity in the line cores, see Hansteen et al. (2019)
for a detailed analysis of the associated Ellerman bomb and UV
burst emission. The emission from the spectral lines consists of
long strands outlining the loops above the flux emergence region.
This region is seen in panels d–f as the structure with the highest
zτ=1 values. The structure is not as clearly outlined in panel d as
in the other panels. This is because Ca ii 854.2 nm forms deeper
in the atmosphere, hence there is less emission of the line core
above the flux emergence region. This is also seen in panel a,
where there are fewer long emission strands outlining the mag-
netic bubble compared to the other upper panels. The Ca iiH and
Mg ii k line cores form higher in the chromosphere, hence larger
portions of the flux emergence region are outlined in the lower
panels.

Figure 8 shows the integrated Si iv 140.3 nm intensity cal-
culated using two different line synthesis approaches, as well
as the ratio of the Si iv 139.4 nm to Si iv 140.3 nm line. In the
left panel, the emission is calculated employing an optically thin
approach using CHIANTI. The middle panel shows the intensity
as output from the RH1.5D code allowing the Si iv resonance
lines to form under both optically thin and thick conditions. The

intensity in both panels is normalised between 0 and 1 as we aim
to do a qualitative comparison between the two intensity maps.
A detailed quantitative comparison is difficult given differences
between the two approaches in for example silicon abundance
and temperature coverage. Hence Fig. 8 aims to visualise the
impact of using a model atom that includes potential opacity
effects. At first glance, the integrated intensity maps look similar.
The general structure of the simulation is outlined by the inten-
sity in both panels, with long strands spanning the flux emer-
gence region. However, the structures are smoother in the left
panel where the emission forms under optically thin conditions.
The middle panel has features that appear to be below the loops
that outline the flux emergence region. These features are either
weak or not seen in the left panel, suggesting that it is neces-
sary to include potential opacity effects when calculating Si iv
synthetic spectra.

This is further supported by the right panel, which shows
the ratio of the Si iv 139.4 nm to Si iv 140.3 nm line. In the
optically thin limit the ratio should be equal to two, which is
the ratio of their oscillator strengths. While the figure shows
that most of the Si iv lines form under optically thin conditions,
there are also darker areas where the ratio is below two. Similar
results were discovered in Skan et al. (2023), where the wave-
length integrated Si iv ratio was found to be between 1.6 and 1.8
at four different locations in a loop-like structure in a MURaM
simulation. Our results show that a few of the darker areas where
the ratio is below two stretches along the strands above the flux
emergence region, which is consistent with their findings. Our
results underline the risk of assuming that all Si iv emission
forms under optically thin conditions in the solar atmosphere,

A103, page 8 of 15



Bakke, H., et al.: A&A 675, A103 (2023)

0 5 10 15 20
x  [Mm]

0

5

10

15

20

y 
 [M

m
]

thin
t ′ = 28 s

0 5 10 15 20
x  [Mm]

thin+thick
Si IV 140.3 nm

0 5 10 15 20
x  [Mm]

0
10-6

10-5

10-4

10-3

10-2

10-1

100

I 1
40

3
  (

no
rm

ali
se

d)

1.2

1.4

1.6

1.8

2.0

2.2

2.4

I 1
39

4
/I

14
03
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and motivates our choice of using a more advanced approach
when calculating the Si iv synthetic spectra.

3.4. Contribution function to the intensity

Figures 9–11 show four 2 × 2 diagrams of the intensity forma-
tion of Ca ii 854.2 nm, Ca ii H, Mg ii k, and Si iv 140.3 nm at the
L2, L3, and L4 locations at t′ = 28 s. The panels in each sub-
figure represent the individual terms in Eq. 1 as well as the total
contribution function to the line intensity.

Panels a and b in Fig. 9 show the intensity formation of
Ca ii 854.2 nm and Ca ii H, respectively. There are two distinct
downward velocity gradients that are reflected in the χν/τν term
around 0.5 Mm and 1.05 Mm. The velocity gradient at 1.05 Mm
seems to be located just above the maximum formation height
of both spectral lines, and does not affect the contribution to the
line intensity. The velocity gradient at 0.5 Mm (see also Fig. 3b)
causes small emission features in the red wing, which can be
seen in the emergent intensity profile that is shown in the lower
right panels. The source function is coupled to the Planck func-
tion from the photosphere up to 0.3 Mm, where a narrow cold
region is seen as a dip in the Planck function and as a darker
band in S ν. Above the cold region, the source function is more
closely following the Planck function again. For Ca ii 854.2 nm,
the functions decouple around 0.6 Mm, while for Ca ii H this
does not happen until 0.8 Mm. There is a strong increase in
the Planck function, and hence also temperature, around 1 Mm.
This gives rise to an increase in the source function around the
maximum height of formation for the two lines. In panel a, the
increase in source function is responsible for the central reversal
of the Ca ii 854.2 nm line core (vD = 0), while the absorption fea-
ture at −1 km s−1 is caused by the decline in source function just
above the narrow cold band. In panel b, the increase in source
function gives rise to two emission peaks in the Ca ii H intensity
profile. The line core is formed at the maximum height of the
optical depth unity curve (z = 1 Mm), where the central rever-
sal is caused by the source function declining from the peak at
around 0.95 Mm.

Figure 9c shows the intensity formation of Mg ii k. The
velocity gradients at 0.5 Mm and 1.05 Mm are reflected in the
χν/τν term. The gradient at 0.5 Mm occurs below the formation
height of the spectral profile, while the gradient at 1.05 Mm does
not affect the total contribution function significantly because the

other terms are too small. In turn, the contribution function is
dominated by the peak in source function, which is caused by
the sudden increase in temperature seen as the Planck function.
The central emission is caused by the increasing source function,
while there is a shallow central absorption caused by a declining
source function in line centre.

Figure 9d shows the formation of the Si iv 140.3 nm line.
The downward velocity gradient at 1.05 Mm is clearly seen in
the χν/τν term. The τ = 1 height reaches high altitude, up to
1.7 Mm, at about +35 km s−1 Doppler offset. We note that all the
spectral profiles presented in Fig. 9 are shifted to the red to vary-
ing degree. The strongest redshift is seen in Si iv, which has an
average redshift of +6 km s−1 in the entire box. This is due to
the overall positive velocity at the formation height shifting the
profile to the red. In panel d, the strong velocity gradient also
causes a broadening of the asymmetric profile. The contribution
function panel in the lower right shows that the part of the pro-
file formed above approximately 1 Mm is formed under optically
thick conditions, as this is where the τ = 1 curve follows the peak
of the contribution function. Below 1 Mm on the other hand, the
τ = 1 curve departs from the contribution function, which means
that the formation for this part of the line is under optically thin
conditions.

Figure 10 represents the intensity formation of the four dif-
ferent spectral lines at the L3 location. Panel a shows that
Ca ii 854.2 nm is less affected by PRD than the other lines, as the
source function, which appears like a horizontal band, shows lit-
tle variation along the x-axis. The maximum height of the optical
depth unity curve is slightly below the height of both the down-
ward velocity gradient and the sudden temperature increase,
hence these features do not contribute to the intensity and are
not reflected in the emergent intensity profile. The intensity of
the line is therefore just a map of the source function at opti-
cal depth unity. The source function decreases with height up to
where the line core forms, causing the overall absorption profile
without emission features.

Panels b and c in Fig. 10 show the formation of Ca ii H and
Mg ii k, respectively. The maximum height of the Ca ii H opti-
cal depth unity curve is just below that of Mg ii k. The Ca ii H
profile has two peaks as a result of the peak in source func-
tion. There is an increase in the source function just after it
decouples from the Planck function at approximately 0.7 Mm
that gives rise to a small intensity increase in the red peak. The
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Fig. 9. Intensity formation of the Ca ii 854.2 nm (a), Ca ii H (b), Mg ii k (c), and Si iv 140.3 nm (d) spectral lines at the L2 location at t′ = 28 s.
Each subfigure consists of four panels, where the quantities given in the top left corners are shown in greyscale as functions of frequency from the
line centre (in units of Doppler offset) and atmospheric height. The τν = 1 height (purple solid) and vertical velocity (red dotted) are displayed in
all panels. Negative (positive) velocities correspond to upflows (downflows). The top right panels display the source function at vD = 0 (yellow
dashed) and Planck function (green dashed) in units of brightness temperature specified along the top (we note that the temperature range in (d)
is larger because Si iv is sensitive to much higher temperatures). Multiplication of the first three panels produces the contribution function in the
bottom right panel. This panel also contains the intensity profile (pink dashed) in units of brightness temperature. Gamma correction is added to
the CIν term to amplify the weaker values.

velocity gradient also makes a small contribution to the emis-
sion of the red peak, which has a slightly higher intensity than
the blue peak. The rest of the line profile forms similarly as
Ca ii 854.2 nm, where the intensity maps the source function.
The red and blue peaks of the Mg ii k profile are caused by

the velocity gradient and temperature increase around 1.35 Mm,
while the absorption feature is caused by the decline in the
source function at the maximum height of the optical depth unity
curve. The source function decouples from the Planck function
at a higher height (around 1.25 Mm) compared to Ca ii H, giving
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Fig. 10. Intensity formation of the Ca ii 854.2 nm (a), Ca ii H (b), Mg ii k (c), and Si iv 140.3 nm (d) spectral lines at the L3 location at t′ = 28 s.
See the caption of Fig. 9 for more details.

a larger rise in source function that leads to more pronounced
peaks.

Figure 10d shows the intensity formation of Si iv 140.3 nm.
The contribution function is dominated by the χν/τν term,
which is caused by the weak downflowing velocity around z =
1.35 Mm. The velocity causes the single peaked profile to shift
to the red. We know from Fig. 6 that the lines forming at the
L3 location are subject to shock waves passing through the
atmosphere, where the oscillations in temperature contributes to
increases and decreases in intensity. The 2 × 2 diagrams only
show a single instance in time, and at t′ = 28 s the maximum for-

mation height of the Si iv line is just below the height of the tem-
perature increase. Hence we can assume that the line is formed
between the shock waves.

Figure 11 shows the formation of the different spectral pro-
files at the L4 location. Panels a represent the intensity for-
mation of Ca ii 854.2 nm. The line forms below the height
of both the velocity gradient at 1.1 Mm and the temperature
increase at 1 Mm. There is a decrease in the source function
after it decouples from the Planck function. When the tem-
perature starts to increase around 0.7 Mm, the source func-
tion increases too. This, together with the increase in χν/τν at
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Fig. 11. Intensity formation of the Ca ii 854.2 nm (a), Ca ii H (b), Mg ii k (c), and Si iv 140.3 nm (d) spectral lines at the L4 location at t′ = 28 s.
We note that the maximum height in (d) is larger than the other panels. See the caption of Fig. 9 for more details.

the maximum τ = 1 height, causes an emission feature in the
line core.

Panels b and c in Fig. 11 show the intensity formation of
Ca ii H and Mg ii k, respectively. Both lines are double peaked,
with a blue peak that has higher intensity than the red peak. The
two peaks in the Ca ii H profile are caused by the increase in
source function around 0.95 Mm. The blue peak is more intense
because the χν/τν term gives a stronger contribution on the blue
side. The decline in source function at the highest height of
the τ = 1 curve causes the absorption feature at approximately
+2 km s−1. We note that there is a strong velocity gradient around

1.1 Mm that does not contribute to the formation of the Ca ii H
line intensity. However, the Mg ii k line forms at this height,
and the strong downward velocity gradient causes the line core
to shift to the red. The blue peak is more intense than the red
peak because it gets a larger contribution from the τνexp(−τν)
term, but both peaks get a significant contribution from the
increase in temperature and source function at 1.05 Mm. The
absorption feature is caused by the decline in source function
at 1.1 Mm. The increased emission of the red wing (around
+25 km s−1) and blue wing (around −10 km s−1) is most likely
caused by the bright columns seen in the τνexp(−τν) panel,
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even though the contribution is too small to be visible in the
CIν panel.

Figure 11d shows the formation of the Si iv 140.3 nm line.
The complex structure of the atmosphere at L4 (see Fig. 3d)
results in the line features forming at very different heights (we
note that the height in Fig. 11d ranges from 0 to 4 Mm, whereas
the height in the other panels ranges from 0 to 2 Mm). We can
distinguish both a blue and a red component in the line profile.
These are formed at z = 3 and z = 3.2 Mm, where the τ = 1
heights have peaks at −10 and +25 km s−1. These velocity com-
ponents contribute to the broadening of the spectral profile. The
line core forms around 1.05 Mm, where there is a downward
velocity component that causes it to shift to the red. The emission
of the line core is caused by the sudden increase in temperature
and source function.

4. Discussion

The analysis presented in this work shows that the chromo-
spheric and TR spectra are highly affected by strong velocity
gradients and sudden variations in temperature. It is difficult to
determine if these variations are due to the non-thermal elec-
trons depositing their energy along the magnetic field, especially
since the simulation is multi-dimensional and potential effects
that occur are not aligned with the particular vertical columns
used for calculating the emergent spectra. Even though we can-
not make a firm conclusion about the effect the non-thermal
electrons have on the synthetic spectra, our results contribute to
the continued pursuit of understanding small-scale reconnection
events and their impact on the solar atmosphere.

To determine signatures in the synthetic spectra that may
arise from the non-thermal electrons, we studied the evolution
of the atmosphere and the response to the accelerated electrons.
Frogner et al. (2020) have shown that the energy transport by
accelerated electrons and thermal conduction differs greatly with
depth in the lower atmosphere. Heating by thermal conduction
dominates at TR heights, but decreases towards the chromo-
sphere due to the temperature drop. The non-thermal electrons
are not directly affected by the sudden decrease in temperature
at TR heights, and beam heating generally exceeds conductive
heating in the chromosphere. This means that synthetic spec-
tra forming at TR heights, such as the Si iv resonance lines, are
likely to be affected by both electron beam heating and thermal
conduction, while the synthetic chromospheric spectra should be
mostly affected by the non-thermal electrons. However, Fig. 3
shows that there is no clear indication that the electron beams
are affecting the evolution of the atmosphere. This is most likely
due to the low value of EC for the non-thermal electrons in the
corona, but also because the energy transport is very low. Small
values of EC (around 1–2 keV) implies that the effect of non-
thermal electrons on the TR and chromosphere are similar to
that of thermal conduction (Testa et al. 2014, 2020; Polito et al.
2018). Additionally, signatures from non-thermal electrons in
chromospheric spectra greatly diminishes when the electrons
deposit their energy in the corona. In an attempt to add maxi-
mum power to the electron beams, we performed an experiment
where all the energy from the reconnection events was trans-
ferred to the electrons (p = 1). In this experiment, the atmo-
spheric structure was almost identical to the original simula-
tion where p = 0.2, and the impact on the spectral diagnos-
tics was insignificant. The only notable difference was in the
beam heating, which was increased by a factor of 5. This tells us
that the beam heating events in this simulation are too weak to
significantly affect the low atmosphere, even when the electron

beams carry the maximum amount of energy that is possible in
this simulation.

The low level of change in our simulation might be due
to the relatively short time that the electrons are present.
Robinson et al. (2022) have demonstrated that it takes approx-
imately 800 s (from the magnetic field is ordered) for the field
in a Bifrost simulation of the quiet Sun to generate enough
magnetic energy to produce heating events of typical nanoflare
energies (1024 erg). Guerreiro et al. (2017) have shown that most
reconnection events in a Bifrost simulation similar to ours have
lifetimes of roughly 40 s, with a weighted average of around
50–60 s. During that lifetime, the energy released by the small-
scale events typically ranges from 1020–1024 erg, which is the
same as what Frogner et al. (2020) have predicted for longer last-
ing electron beam heating events. Our 36 s of simulation time
is of the order of the shortest events presented in similar sim-
ulations, as the high computational cost has so far limited the
running time. A longer simulation, including more full time-
scale heating events would most likely produce more locations in
the chromosphere where the effect of the electron beams would
leave their imprint. At this point there is no plan to shoulder
the computational cost required without also changing the solar
environment to a more active region. To say with certainty that a
strong signal would show up in this simulation by running it for
longer time cannot therefore be guaranteed.

The travel distance from the site of reconnection to the site
of the deposited electron energy is affected by the power-law
index δ. A low power-law index allows the electrons to penetrate
deeper into the atmosphere, while larger values lead to energy
being deposited higher in the atmosphere. This is because the
rate of deposited energy increases more rapidly for larger values
of δ, meaning that the amount of energy deposited in the lower
atmosphere is less than for smaller values of δ. Consequently, the
spectra forming higher in the atmosphere, such as the Si iv reso-
nance lines, are more likely to be affected by the non-thermal elec-
trons compared to spectra forming at lower heights. Generally,
we expect to see a large difference in the intensity and shape of
the spectral lines when the time offset between the non-thermal
electrons and the thermal conduction front is the greatest. In real-
ity, this happens if a reconnection event occur high in the atmo-
sphere, meaning that a relatively large amount of energy is trans-
ferred to the electrons and the electrons travel a great distance.
This comes from the fact that travel distance increases linearly
with height, while the available energy decreases exponentially
with height. In this analysis, we have chosen columns that are
situated at the magnetic field footpoints of the simulation. Even
though L2, L3, and L4 are connected to field lines showing large
changes in average electron beam heating power, we do not know
if energetic events in the corona have an effect on the lower atmo-
sphere. The most significant beam heating is seen at L2 (Fig. 3n),
where energy from the non-thermal electrons is deposited at TR
and chromospheric heights. What is unique about L2 is that the
electrons responsible for the peak in beam heating around 1 Mm
are not accelerated from local reconnection in the lower atmo-
sphere, as we do not see negative values of Qb of the same magni-
tude at approximately the same height. At L3 and L4, the electrons
deposit their energy almost immediately after they are acceler-
ated. At L2, there are two acceleration sites (at z = 2 and 9 Mm)
where energy is transferred to the electrons. However, since the
angle between the magnetic field and the vertical direction at these
heights differs from the angle at 1 Mm, these events are not related.
It is therefore possible that the electrons depositing their energy
at this height might be accelerated from reconnection events in
the corona.
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L2 is the most promising location in terms of signatures from
non-thermal electrons. The electron energy deposited at 1 Mm
is consistent with the upflows of hot plasma into the TR and
corona, and further takes place around the formation height of
the Ca ii and Mg ii lines. However, it is difficult to know if the
strong velocity gradient is caused by the electrons depositing
their energy at this height, especially since we see velocity gra-
dients that are consistent with the sudden temperature increase
from the chromosphere to the TR at all four locations. Addi-
tionally, the velocity gradients at L3 and L4 do not seem to be
directly affected by the deposited electron energy, which gives
reason to believe that this is not the case at L2 either. This is fur-
ther supported by comparing the spectral lines, where the shape
and features of the Mg ii k line at L2 and L4 are both caused
by steep velocity gradients and sudden increases in tempera-
ture. If the electrons have a significant impact on the temper-
ature and velocity at L2, we expect to see a larger difference
between the spectral profiles at the two locations. However, we
cannot be certain that the electrons do not affect the atmosphere,
and hence also the spectra, even though there are no significant
effects from the energy deposited directly in the TR and chro-
mosphere. We know that the electrons are continuously acceler-
ated throughout the simulation, and they might be affecting the
result more passively compared to larger energy releases. The
Ca ii H, Mg ii k, and Si iv 104.3 nm lines show similarities to
those produced by some of the RADYN models in Polito et al.
(2018), Testa et al. (2020), and Bakke et al. (2022), in particu-
lar the low-temperature (1 MK) loop models. The similarities
include increased emission of the Ca iiH and Mg ii k blue peaks,
slight redshift of the Mg ii k line core, emission of the blue wing
of Mg ii k, and single peaked Si iv 104.3 nm profiles that are
strongly redshifted. The fact that we see spectral features that
are similar to the signatures caused by non-thermal electrons in
RADYN models suggests that the accelerated electrons in the
Bifrost simulation have an impact on the atmosphere. However,
even though we have an idea of the mechanisms behind small-
scale heating events and the transport of non-thermal electrons,
it is difficult to make a conclusion from our simulation without
observational proof.

The results of the spectral line analysis can give an indication
of what to look for in observations. The non-thermal electrons
present in the Bifrost simulation might have an impact on the
atmosphere, even though spectral line features that arise as a con-
sequence to the beam heating have proven difficult to identify.
We find that the changes to the synthetic spectra over time are
relatively small. If the features of the spectral profiles are caused
by the non-thermal electrons, and these features are more or less
sustained over the simulation duration, it should mean that small-
scale events can be detected by instruments with slower cadence
than the 1 s time step in this simulation as the signal remains
relatively unchanged. The spectral line diagnostics in this work
include the Ca ii lines, which gives potential for observing small-
scale events with ground-based telescopes, such as the Swedish
1-m Solar Telescope (SST; Scharmer et al. 2003), the Daniel K.
Inouye Solar Telescope (DKIST; Rimmele et al. 2020), and the
planned European Solar Telescope (EST; Quintero Noda et al.
2022). It is beneficial to include lines in the visible, as ground-
based telescopes allow for higher spatial resolution compared to
millimetre observations and extreme-UV diagnostics observed
from space. Coordinated observations with for instance SST and
IRIS would be advantageous to provide more constraints on
small-scale heating events, even below the nanoflare limit.

In this paper, we have investigated the effect of non-thermal
electrons in a 3D Bifrost simulation by performing a detailed

analysis of synthetic chromospheric and TR spectral lines. We
have demonstrated that there is a clear difference between the
spectra forming in regions subject to electron beams and not.
We show that the spectral lines are highly affected by variations
in vertical velocity and temperature, but the complexity of the
atmospheric response in the Bifrost simulation makes it chal-
lenging to determine specific signatures that arise uniquely from
the non-thermal electrons. Based on the simulations presented
here, we cannot conclude that a clear and consistent signature
will arise when higher beam energies are included. Additionally,
the time span of the simulation is shorter than the typical life-
times of small-scale heating events. A simulation with a longer
time span and with higher energy beam heating events would be
interesting to investigate when available. Still, the spectral line
analysis performed in this work can contribute to the understand-
ing of small-scale heating events in the solar atmosphere.
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