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Abstract In the present paper we consider a multistate monotone system of
multistate components. Following a Bayesian approach, the ambition is to arrive
at the posterior distributions of the system availabilities and unavailabilities to
the various levels in a fixed time interval based on both prior information and
data on both the components and the system. We argue that a realistic approach
is to start out by describing our uncertainty on the component availabilities
and unavailabilities to the various levels in a fixed time interval, based on both
prior information and data on the components, by the moments up till order
m of their marginal distributions. From these moments analytic bounds on the
corresponding moments of the system availabilities and unavailabilities to the
various levels in a fixed time interval are arrived at. Applying these bounds
and prior system information we may then fit prior distributions of the system
availabilities and unavailabilities to the various levels in a fixed time interval.
These can in turn be updated by relevant data on the system. This generalizes
results given in (Natvig and Eide 1987) considering a binary monotone system of
binary components at a fixed point of time. Furthermore, considering a simple
network system, we show that the analytic bounds can be slightly improved by
straightforward simulation techniques.
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1. Basic definitions and ideas

Let S ={0,1,..., M} be the set of states of the system; the M + 1 states rep-
resenting successive levels of performance ranging from the perfect functioning
level M down to the complete failure level 0. Furthermore, let C' = {1,...,n}
be the set of components and in general S;, i = 1,...,n the set of states of the
ith component. We require {0, M} C S; C S. Hence, the states 0 and M are
chosen to represent the endpoints of a performance scale that might be used for
both the system and its components. Note that in most applications there is no
need for the same detailed description of the components as for the system.

Let x;, : =1,...,n denote the state or performance level of the ith compo-
nent at a fixed point of time and & = (21, ...,2,). It is assumed that the state,
¢, of the system at the fixed point of time is a deterministic function of x; i.e.
¢ = ¢(x). Here x takes values in S; X Sy x -+ x S, and ¢ takes values in S.
The function ¢ is called the structure function of the system. We often denote
a multistate system by (C, ¢).

We start by giving a series of basic definitions.

Definition 1 A system is a multistate monotone system (MMS) iff its structure
function ¢ satisfies:

(i) ¢(x) is non-decreasing in each argument
(i) ¢(0) =0 and (M)=M 0=(0,...,0), M = (M,...,M).

Definition 2 The monotone system (A, x) is a module of the monotone system

(C,0) if

where 1 is a monotone structure function and A C C.

Intuitively, a module is a monotone subsystem that acts as if it were just a
supercomponent.

Definition 3 A modular decomposition of a monotone system (C, @) is a set of
disjoint modules {(Ak, xx)}1_ together with an organizing monotone structure
function 1, i.e.

(i) C=Ul_A; where AinA; =0 i+#j,
(ii) o(x) = vxa(x™), ... xo(@?)] = vlx(z)].

Making a modular decomposition of a system is a way of breaking it into a
collection of subsystems which can be dealt with more easily.

In the following y < & means that y; < x; for i = 1,...,n, and y; < x; for
some 4.

Definition 4 Let ¢ be the structure function of an MMS and letj € {1,...,M}.
A wector x is said to be a path vector to level j iff ¢(x) > j. The corresponding
path set is given by C%(x) = {ilz; > 1}. A minimal path vector to level j is a
path vector @ such that ¢(y) < j for all y < . The corresponding path set is
also said to be minimal.



Definition 5 Let ¢ be the structure function of an MMS and let j € {1,..., M}.
A wvector x is said to be a cut vector to level j iff ¢(x) < j. The corresponding
cut set is given by D) (x) = {ilz; < M}. A minimal cut vector to level j is a
cut vector & such that ¢(y) > j for ally > x. The corresponding cut set is also
said to be minimal.

We now consider the relation between the stochastic performance of the
system (C, ¢) and the stochastic performances of the components. Let 7 be an
index set contained in [0, 00).

Definition 6 The performance process of the ith component, i =1,...,n is a
stochastic process {X;(t),t € T}, where for each fized t € 7, X;(t) is a random
variable which takes values in S;. X;(t) denotes the state of the ith component
at time t. The joint performance process for the components {X (t),t € 7} =
{(X1(t),..., Xn(t)),t € T} is the corresponding vector stochastic process. The
performance process of an MMS with structure function ¢ is a stochastic process
{p(X(t)),t € T}, where for each fized t € T, $(X (t)) is a random variable which
takes values in S. ¢(X(t)) denotes the system state at time t.

We assume that the sample functions of the performance process of a com-
ponent are continuous from the right on 7. It then follows that the sample
functions of {¢(X (t)),t € 7} are also continuous from the right on 7. Now
consider a time interval I = [t4,tp] C [0,00) and let 7(I) = 7N 1.

Definition 7 The marginal performance processes {X;(t),t € 7}, i =1,...,n
are independent in the time interval I iff, for any integer m and {t1,...,t;m} C
7(I) the random vectors {X1(t1),..., X1(tm)}s- -, {Xn(t1),..., Xn(tm)} are
independent.

Definition 8 The joint performance process for the components {X(t),t € 7}
is associated in the time interval I iff, for any integer m and {t1,...,tm} C 7(I)
the random variables in the array

Xi(t1) ... X1 (tm)

).(n(tl) e X (tm)

are associated.

For an introduction to the theory of associated random variables we refer to
(Barlow and Proschan 1975).

Definition 9 Leti=1,...,n,j=1,..., M. The availability, pg(l), and the
unavailability, qf-(l), to level j in the time interval I of the ith component are
given by

P = PXi(s)>j Vser()] ¢ =P[Xi(s) <j Vs e r(I)).
The availability, pé(f), and the unavailability, q;(l), to level j in the time interval
I for an MMS with structure function ¢ are given by

piD = P$(X(s)) = j Vs € 7(D)] ¢V = Plp(X (s)) < j Vs € r(I)].



Let fori=1,...,n,7=0,..., M,

P10 = D _ i 1D plomin X,(s) = j]

seT(I)
I . .
) = = = PLmin (X (s) = ]
ser(l)
Introduce fori=1,...,n the component availability and unavailability vectors

= {pg(l)}jzl,...,M qz('I) = {qzj(l) }jzl,..‘,M )

the n x M component availability and unavailability matrices
I I I I
PO =Y QY ={d D)
j=1,...,M =
and the system availability and unavailability vectors

D= {Piu)}jzl,...,M qt(ﬁl) = {q;(l)}jzl,...,M

Finally, introduce for i =1,...,n the component parameter vectors

(I) {TJ(I)} o
] feens b

the n x (M + 1) parameter matrix

and the system parameter vector

! = {r;(l)}jzo,...,M

When I = [t,t], we just drop I from the notation and use reliability and unreli-
ability instead of respectively availability and unavailability.

Note that fori=1,...,n

j(1 i (1 j (1 j(1
A A R A AR 1

Suppose now that we run K; independent experiments for component i reg-
istering x( )(s) Vs € 7(I) in the kth experiment, k = 1,..., K;;i = 1,...,n
Letfor j=1,....M,i=1,...,n

D" = ZI W(s)>j vser()] DFY = ZI W(s)<j ¥ser(D),

and for j=0,..., M,i=1,...,n



Let for r = 1,2 D'Y) = (D’fl(”, .. .,DTM(I)), D™D = (DI(I), ..., D'D). Fur-
thermore, let D) = (DD ... DMy and DD = (D" ..., D).

Suppose also that we run K independent experiments on the system level
registering ¢(x*) (s)) Vs € 7(I) in the kth experiment, k = 1,..., K. Let for
j=1,....M

)

D" ZI )>j Vs e r(I)]
DI = ZI ™ (s)) < j Vs e ()],
and for j =0,...,M

DJ(I) ZI min ¢(z® (s)) = j].

ser(I)

Let for r = 1,2 D;(I) = (D;l(l), ce D;M(I)). Furthermore, let D((;) =

(ng, . .7Di4(1)). When I = [t,t], we also drop I from the notation in all
these data variables and data vectors.

Assume that the prior distribution of respectively the component availability
and unavailability matrices, before running any experiment on the component
level, W(P;I)) and W(Q;I)L can be written as

Py =]m@") (@) =]]ma"),
) =1

where for i = 1,...,n m(pgl)) is the prior marginal distribution of pgl)and

Wz(qf )) is the prior marginal distribution of q(I)

, - Hence, we assume that the
components have independent prior component availability vectors and inde-
pendent prior component unavailability vectors.

Note that before the experiments are carried through DZ-1 50

distributed with parameters K; and pz (I), and ij (0 binomially distributed

with parameters K; and qf(I). We assume that given P((;), D}(I)7 .. ,D,ll([)
2(1)
PR

is binomially

are independent and that given Qfﬁ[), D . Di(l ) are independent. Hence,
since we have assumed that the components have independent prior availabil-
ity vectors, using Bayes‘ theorem the posterior distribution of the component
availability matrix, W(P;I)|D1(I)), can be written as

1 I
ﬂ—(1)1(I)|1:)5ﬁ))W(I:)((i)))
10 pDy (PO ygpD)
[ (DD P)x(PY)dP;,
iz m DO rpl”) _ pp DO pl”)
[T, J mi Dil I)|pi )T ( )dp(I) il 7-ri(D;(I))

I I
= =" D",
=1

(P D) =

where 7; (pEI) |D3(1 ) is the posterior marginal distribution of p ) . Similarly, the
posterior distribution of the component unavailability matrix, 7(Q ¢I)|D2(l ),



can be written as
(Q (1)|D2 I) ]‘_[7.‘.Z (1) )).

Hence, the posterior component availability vectors are independent given D'
and the posterior component unavailability vectors are independent given D).

Now specialize I = [t,t] and assume that the component states X7,..., X,
are independent given Py. Since in this case p, is a function of Py, the dis-
tribution, 7(p,(Py)|D"), can then be arrived at. Based on prior knowledge on
the system level this may be adjusted to the prior distribution of the system
reliability vector, (p¢(P¢)|D1). Note that before the experiments are carried
through D;j is binomially distributed with parameters K and pgﬁ. Including
the data Dé, we end up with the posterior distribution of the system reliability
vector, 7T<p¢(P¢)‘D1,Dé)), forj=1,..., M.

When considering the case I = [t,t], we can instead of P, as well consider
the parameter matrix R4 and assume that the components have independent
prior vectors r;,7 = 1,...,n, each having a Dirichlet distribution being the nat-
ural conjugate prior. Furthermore, we assume that given Ry, D;,...,D,, are
independent. Note that before the experiments are carried through D; is multi-
nomially distributed with parameters K; and r;. Hence, the posterior marginal
distribution of r; given the data D;, m;(r;|D;), is Dirichlet. Furthermore, we
have

m(Ry|D) = Hm ri|D;).

Hence, life can be made easy at the component level. Assume that the compo-
nent states X1,..., X, are independent given Ry. The distribution,

m(rys(Ry)| D), is tried to be arrived at. If this is successful, based on prior knowl-
edge on the system level, it is adjusted to mo(r4(Rg)|D). This may be possible
for simple systems. Note that before the experiments are carried through, Dy is
multinomially distributed with parameters K and r4. Hence, if mo(r4(Ry)|D),
as in a dream, ended up as a Dirichlet distribution, the posterior distribution,
m(ry(Ry)| D, Dy), also would be a Dirichlet distribution. Do not forget this
was a dream, also based on independent components given R,! So life will at
least not be easy at the system level even when I = [t, t].

For an arbitrary I p((l5 is not a function of just pY ), and q(l) not a function

of just Q((;). Hence, the approach above for the case I = [t,t] can not be
extended.

In Section 2 we discuss two different approaches to the computation of pos-
terior moments for component availabilities and unavailabilities, the first one
generalizing an approach given in (Mastran and Singpurwalla 1978). In Section
3 we start out by describing our uncertainty on the component availabilities
and unavailabilities to the various levels in a fixed time interval, based on both
prior information and data on the components, by the moments up till order
m of their marginal distributions. From these moments analytic bounds on the
corresponding moments of the system availabilities and unavailabilities to the
various levels in a fixed time interval are arrived at. Applying these bounds
and prior system information we may then fit prior distributions of the system
availabilities and unavailabilities to the various levels in a fixed time interval.
These can in turn be updated by relevant data on the system. This generalizes
results given in (Natvig and Eide 1987) considering a binary monotone system of



binary components at a fixed point of time. In Section 4 we present a straight-
forward simulation technique for obtaining bounds that improve the analytic
bounds. Considering a simple network system, we show that the former bounds
are slightly better than the latter.

2. Moments for posterior component availabili-
ties and unavailabilities

Based on the experiences of the previous section we reduce our ambitions.
We start by specifying marginal moments E{(p j(I)) } and E{(qg(l))s} for s =
1,....m+K;,j=1,...,M of m;(p ())andﬂ'( ())1_1 ,n. We will first il-
lustrate how these can be updated to give posterior moments E{(p‘z(l))s\Dilj(I)}
and F{(q] I)) |D2J I)} for s =1,...,m,j = 1,...,M by using Lemma 1 in
(Mastran and Singpurwalla 1978) Note that we loose information by condi-
tioning on Dilj(l) instead of Di(l) and D?j(l) instead of D?(l). However, such
improved conditioning does not work with this approach. We have

. < 13 (1) : . pliD) i 1
E{(p]") |0}y o / N R R R AL i
_pli)

byl & (K — DD NGNS N0
/O<pl> S C) 0@y (D)l D

r
r=0

Hence,

Sy P () Doy
KifDilj(” L _plim J(I)\ptD 4, :
DD (- [CR VL X (A '

E{(pJ(I))é|D1J(I)} —

A similar expression is valid for E{( j(I))s|D2j(I)} The advantage of using

this lemma is that it is applicable for general prior distributions m;(p! (T )) and

Wz(qi( ). A serious drawback is, however, that to arrive at E{(p g(l )* \Dilj(l)}

and E{(qg(l))ﬂDizj(I)} fors=1,...,m,j=1,..., M one must specify marginal
moments up till order m 4+ K; of the corresponding prior distributions m; (pg(l))
and m;(g; i )) This may be completely unrealistic unless K; is small.
A more realistic alternative is given in the following. Assume that the com-
. . I . .
ponents have independent prior parameter vectors ;" ’,7 = 1,...,n, each having
a Dirichlet distribution being the natural conjugate prior. Note that before the

() i multinomially distributed with param-

experiments are carried through D,
eters K; and 'r'( ) Hence, the posterior marginal distribution of TEI)

data DgI), 7TZ( r; |DZ(-I))7 is Dirichlet. We now have

given the

1 oI 1I 01
P = Z’"() it _ ZD() @)

Hence, the posterior marginal distribution of p{a) given the data Dilj(l) is beta.

Accordingly, we loose no information by conditioning on Di1 IM instead of Dg 0,



We now assume that the prior distribution m; (p‘z (I)) is beta with parameters
al" and b/, 1t then follows that m;(p)"| D7) is beta with parameters

oD 4 pY D and 5D 4 K, — DYD . We have

104 104
B Dy plity _ [ i (ol + 6" + K;)
{71y by ) T L@ 15(D)
0 U + DN + K, — DFWY)

G(I)\a? @D 4Dl g G\ D 4k, — DY D 1 5 (1)
(p; )% ‘ (I—p; )" : dp;

B F(azm + bgm + Ki)F(ag(I) + Dilj(l) + )
L@ + DIl + 51D 4 K, + 5)
/1 I + 61" 4 K, + 5)
o (" + D7 +re!” + K, - DY)
(pg‘(l))a{“MD}j“Msﬂ(1 _ pZ(I))bf(”+KifD}j(”—1dpz(I)

Pl + 6/ + K)r(al” + DY 1 s)

1@+ D@D 45D 4 K, 4s)]
the integral being equal to 1 since we are integrating up a beta density with
parameters af(I) + Dl-lj(l) + s and bZ(I) + K; — Dl-lj(l). A similar expression is

valid for E{(q/")*| D"}

3. Bounds for moments for system availabilities
and unavailabilities

From the marginal moments E{(pf(I))S|DiM(I)} and E{(qf(l))s|Di2£(I)}, we de-
rive lower bounds on the marginal moments F {(pé(l) )5 DY} and upper bounds
on the marginal moments E{(pfz)(l))s\DQ(I)} fors=1,....m, £=1,....M,j =
1,..., M. Similarly, we derive lower bounds on the marginal moments
E{(qé(l))ﬂDQ(I)} and upper bounds on the marginal moments
E{(qu(l))ﬂDl(l)}. Note that we now do not necessarily need the marginal
performance processes of the components to be independent in I. From these
bounds and prior knowledge on the system level we may fit (pg)) and Wo(qgf)).
This may finally be updated to give W(p;I)|D;(I)) and ﬂ(qéf”Di(l)).

What we will concentrate on is how to establish the bounds on the marginal
moments of system availabilities and unavailabilities from the marginal moments
of component availabilities and unavailabilities. To simplify notation we drop
the reference to the data (DI(I),DQ(I)) from experiments on the component
level.

Let us just for a while return to the case I = [t,t] and assume that
the component states Xi,...,X,, are independent given Ry. Then we get

PRy = 3 1l6(w) > ][
€T =1

Hence, since we assume that the components have independent prior vectors r;
for i = 1,...,n, generalizing a result in (Natvig and Eide 1987), we get



E{pj(Ry)} = Y _1lé(x) = j] [ [ E{r{*} = vj(B{R}),

r i=1

where

E{R¢} = {E{Tg}}L:_IOﬂM

Accordingly, one can arrive at an exact expression for E{p;(ng)} for not too
large systems. The point is, however, that there seems to be no easy way to
extend the approach above to give exact expressions for higher order moments
of pfb(R¢). Hence, even when I = [t,t] and component states are independent

given Ry, one needs bounds on higher order moments of pé(R(b).
We need the following theorem proved in (Natvig and Eide 1987).

Theorem 1. IfYi,...,Y, are associated random variables such that 0 <Y; <
1,i=1,...,n, then fora >0

n n

B(([v)) = [T BL0°) Q)

i=1

n

([ vy = B0 -[Ja-vop < [[ Bk (@

i=1

In the special case of independent random variables Y1 and Yo with 0 < Y; <
1,79 =1,2, we have

2 2
E{(J Y%} = [] B{(™)*}. (5)

i=1 i=1
Proof:  For the case Y7,...,Y,, binary and o = 1, Equations (3) and (4) are
proved in Theorem 3.1, page 32 of (Barlow and Proschan 1975). The proof,
however, also works when 0 < Y; < 1,7 = 1,...,n. Using this fact and that
non-decreasing functions of associated random variables are associated we get

n n n

E{([Tv)*} = B{JTv)*} = T B{ (¥},
i=1

i=1 i=1

and Equation (3) is proved. Equation (4) is proved in the same way. Finally,
Equation (5) follows since

2 2 2
(JTvo? = Y7 + 207 - ) (5 - Y2) = [[ Y7
3 =1

i=1 i=1

and that Y7 and Y5 are assumed to be independent.
Equation (5) reveals the unpleasant fact that a symmetry in Equations (3)
and (4) seems only possible for « = 1, when Y7,...,Y,, are not binary.



In the following, considering an MMS (C, ¢), for j € {1,..., M} let yl,C =
Wl ylp), B =1,.. n¢ be its minimal path vectors to level j and z, =
z',...,z' , k=1,...,m’ be its minimal cut vectors to level j an

1 7o), k=1 b 1 level d

C(yl) k=1,...,n} and D)(2]),k =1,...,m},

the corresponding minimal path and cut sets to level j.
The three following theorems are taken from (Natvig 2011).

Theorem 2. Let (C,¢) be an MMS and let for j=1,....M

55(1)(P((;))— max H py”‘

1<k<n 'LEC'J )

Z‘j(f) (I) ma. Zflﬁ‘l(”.

SR = e, 14
eDJ(z)

If the joint performance process of the system‘s components is associated in I,
or the marginal performance processes of the components are independent in I,
then

ﬁg(l)(P;I)) < p j(I) < telf_lgf]) [1 . Ed)‘j([t»t])(Qgt»t]))] <1-— Zq;j(l)(ng)) (6)

I I I S(I i([t, G(I) i (T
£¢J( )(Q;)) ( ) < telE(fI) [1 . g(g([t t})(Pé&([t t]))] <1 _g(g( )(be( )). (7)

Theorem 3. Let (C,¢) be an MMS and let for j=1,....M

m

g**] (I) P(I) H H zk+1(1)

k=1iepi (21)

[k*] I) H H qz”“(l

k=1ecy(yi)

NS

If the marginal performance processes of the components are independent in I,
then

sk g (1 I j(1 . 7 ([t, s T (1 I
g(ﬁ J( )(P;)) < pé( ) < telg(fl) [1 _€¢> J([t t])(Qgt t]))] <1-— £¢ 3 ( )(ng)) (8)

x5 (1 I **7([¢t, s x% 7 (1 I
£¢ J( )(Q((]5 )) ( ) < telf_l(fl) [1 . éqb J([t,t])(P((Jb[t t]))] <1-— €¢ 3 ( )(be))' (9)

Theorem 4. Let (C,¢) be an MMS with modular decomposition given by Def-
inition 8 and let for j=1,..., M

B (P(I)) — max [max[ﬁ‘k(l)(P(I)),6**k(1)(P(I))]]

¢ J<k<M
R*i(I) () _ k(1) (D) **k(I) (I)
B¢> (Q¢ )= 1r£lggj[max[ (Q ).t (Q¢ )]

Introduce the following v x M module availability and unavailability matrices

{pxk)}k - ={d (10)
M S
and correspondingly define the following r x M matrices B*(I)(P(I ), B (Q(I)).

10



Assume the marginal performance processes of the components to be independent
in the time interval I. Then for j=1,..., M

B;J’(I)(BZ([)(P(I))) < B*j(l)(P(f)) <p55(1)

. *]( ([t,t]) s*j (1) (I)
< dof [1- Y@y <1-BY" @Y
53 (1) /(D) AT
<1-BY"B;" @) (11)

(1 %] j
J(I)( ( )(QE;&I))) < Bwj(l)(QSZJI)) < q(JZ)(I)
< inf [1 —sz([t’t])(Pgt’t]))] <1-— B;‘}J(I)(Pg))
x5 (1 *(I I
<1-B0B"(P))). (12)

We are now ready to establish the bounds for the moments of system avail-
abilities and unavailabilities. Introduce the m x n x M arrays of component
availability and unavailability moments

B{(PYY™ = {E{@!")}} ., . (13)
S

(@)™ = {E{@ ")} (14)
}'::11",".’.7M

Theorem 5. Let (C,¢) be an MMS. Assume that respectively the component
availability vectors pz(-l)i = 1,...,n and the component unavailability vectors

q, 't =1,...,n are independent. Let

G(Im I I (v
GO EPD)) = max [ E{@M)™)
1<k<n? X .
=T ieci(yl)

u M ELQ)™) = min_i(v:b)(_l),.

1<k<m?, 7=
1) yr
[T et
ZEDJ (=3, )
m m 2D A1)\ m
SOmEQ) ) = max [T (@)™

1 E(P) = min S (7)1
I By

i€Cy (Y1)
If the joint performance process of the system‘s components is associated in I,
or the marginal performance processes of the components are independent in I,

then form=1,2,...

O EPY)™) < Bl

11



E{@)")"y < uELQY)™)) (15)

O (@)™ < E{<q¢ Jymy
E{(¢)\")my < a,” O™ E(PL)m). (16)

Proof:  From Equation (6) we have

B 2 B max [ @Oy 2 B [T 0O

1<k< n
i€Cy(yl) i€Cy (Y1)
LD ym j
= I E*"), 1<k<n),
i€CL(Yh)

having used the independence of the component availability vectors. Since the
inequality holds for all 1 < k < né, the lower bound of Equation (15) follows.
Similarly from Equation (6)

Bl < B{( min [1— [ ¢*H)m

1<k<m? Bt
4 i€D}(23,)

< min B{(1- J] 4*7)my
’LED‘](Z)

20 A1)\
H (¢ [ ])) }

I
E
=
51
iIngE
/\
\/

1<k<m zEDJ(Z{C)
— min Z( )1)T I[1 Ei (D
1<k<m/, ieDi (2)

having used the independence of the component unavailability vectors. Hence,
the upper bound of Equation (15) is proved. The bounds of Equation (16) follow
completely similarly from Equation (7).

Note that respectively pj([tl’t1 and pj( [t2t2)) and q
dependent for t; € 7(I), t2 € 7(I), t1 # ta. Hence

J([t1,81]) J([t2,t2])

and g; are

E(p]|D'D) # E(p!|D")
E(q]|D*") # E(q]| D?).

This means that we cannot apply the best upper bounds in Equations (6) and

(7).

Theorem 6. Let (C,¢) be an MMS. Assume that respectively the component

availability vectors pz(-l)i = 1,...,n and the component unavailability vectors
D= independent. Let
q, i =1,...,n are independent. Le
mi mog
g**](l)m B P(I) B
(E{( > ()¢
k=1r=o
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11 Z(Z)(—l)wupffk“mf}

i€ D} (z3) °=°

| " ,
urj(l)l(E{(Q((;))l}) _ H (1— E{q?ik([l])})
k=1ieci(yl)
| " m
L@ =TI (M) v
k=1r=o0

I 3 () et

IECJ y])s o
_ oxxg (1 I 27 +1([1
a, ey =11 II 0-Ew "),

If the marginal performance processes of the components are independent in I,
then form=1,2,...

O E(PP)™) < B{wL)m) (17)
B!y <ul 7N E(QI)Y (18)
M EHQY)™Y) < B{(g))™) (19)
B{g"} <a, O E{(PY)Y). (20)

Proof:  From Equation (8) we have

B{(p)} }>E{H L[ pHOymy
k=lieDi(z

",
H 1k+1(1))m}
k=1 ( i)

having applied Equation (3). The random variables

27, 41(1) . j
H D; , k—l,...,md)7
i€D}(2])

are associated since independent random variables and non-decreasing functions
of associated random variables are asssociated, having used the independence
of the component availability vectors. Continuing the derivation we get

e (M)er T3 ()eved O

k=1 =0 iED7 (zJ)S o

13



HEC)r 1 £

zEDJ (Z]

again having applied the independence of the component availability vectors.
Hence, Equation (17) follows. Similarly from Equation (8)

J(I)}<E{H H ym(”))}

k=liecd (yl)
i
J (I
I - ey,
k=licCi(yl)

having used Equation (4), noting that the random variables

H (1- qu“'([l])), kE=1,... ,néﬂ
i€Cl(YL)
are associated by the same argument as above, and the independence of the
component unavailability vectors. Hence, Equation (18) is proved. The bounds
of Equations (19) and (20) follow completely similarly from Equation (9).
Due to the lack of symmetry in Theorem 1, we have not been able to obtain
corresponding upper bounds for E{(pfb(l)) } and E{(q (I)) b,m=2,3,...in

this theorem. As for Theorem 5 we cannot apply the best upper bounds in
Equations (8) and (9).

Corollary 7. Make the same assumptions as in Theorem 6 and let

Ly (E{(PG)™)
= max[¢] ™ (B{(Pyy), €7 O (ELPD)™ )]

U/ N ENQY))

= minfu] VN (B{LQ)), uy TP E(QY))]
L™ (B}

= max[?, " D(B(Q)™), BT ™ (E{(QL))

. _ 9(I I _xxqg (I I
= min[a,” N (E{(PY)Y), 4y DN ELPT)Y)).
Then form=1,2,...

Ly (e < B ")} (21)
B{p, "} < U N E(QY)')) (22)
DM EHQY)™Y) < E{(g))m) (23)
B{g\"y < U ONE{(PY)'Y). (24)

14



Corollary 8. Make the same assumptions as in Theorem 6 and let

BYOME{PL)") = max (L (B{(P))" D)

C N E(@Q)') = min (UM (B{(Q) D)

DM ELQY)™) }ggﬂ.[ SO (@)™
B OMELQL)™) = max (L (B{QL)™ )
O ELPI) ) = Srr,ggaM[v*’“”l(E{(P“))l})]

DB = min [y (B{(P)" ).

Then form=1,2,...
Ly (E{(P)Y) < B E(PD)M) < B{pL)mY (25)
BV} < o M E(@QD)) < Uy MM E(QD))) (26)

E{p")"} < DZDE(QY)™) < uw VM E(Q)™)  (27)

L™ ey < B (E(@Y)my) < B{(dV)"y  (28)
B{q,"y < 07N E{(PI"Y) < U7 NE(PY)Y) (20)
E{(g)"ymy < DO (E{(PY)™Y) < af D E(PD)™)). (30)

It is important to note that the bounds for E{(pé(l))} and E{(qé)u))} given
in this section equal the bounds in Section 3.2 of (Natvig 2011) by replacing
P(I) by E{(P ) } and Q¢I) by E{( ) }. However, this is not true for
hlgher order momentb

4. A simulation approach and a case study

An objection against the bounds in Theorems 5 and 6 and Corollaries 7 and 8 is
that they are based on knowing all minimal path and cut vectors of the system.
It is natural to try to both improve the bounds and reduce the computational
complexity by introducing modular decompositions.

Looking at the bounds for E{(pfb(l))m} and E{(qu(l))m} form=2,3,...,1it
seems that only the lower bounds of Theorem 5 are of the form that fits into the
machinery of Section 3.3 of (Natvig 2011). We now get the following theorem

Theorem 9. Let (C,¢) be an MMS with modular decomposition given by Defi-
nition 3. Make the same assumptions as in Theorem 6. Then for j=1,..., M
m=1,2,...

3
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Dy =070, 0 (E(PTYmy) < B{pl)my (31

OEQ))M) =@ Q)M < Bl )"y (32

Proof:  Equation (31) follows from the lower bound of Equation (15) and
from Equation (3.45) of (Natvig 2011), by in the last expression replacing P((;)

by E{(P((;))m}. Note that in this case the latter array given by Equation (13)
can be replaced by an n x M matrix by fixing s at m. Hence, an n x M matrix
is replaced by an n x M matrix. Equation (32) follows by a duality argument.

Hence, our analytical bounds are not improved by using a modular decom-
position. On the other hand the computational complexity is reduced since we
have to find minimal path and cut vectors only for each module and for the
organizing structure.

All analytical bounds on the marginal moments E{ ( I))m|D1 } and

E{( é(l))m|D2(I Yform=1,...,5=1,..., M given in Sectlon 2 can be im-
proved by straightforward simulation techniques. Let us illustrate this on the
lower bounds in Equation (15). As in the proof of Theorem 5, with full notation,
we have from Equation (6)

B D'y 2 B max [ @ODO) (3)
ST ieci i)
For i =1,...,n we simulate from the posterior marginal distribution of 'I"EI)

given the data DEI), 7T1'(7'Z(»I)|D§I)), assumed being Dirichlet. We then calculate

pj(l) from Equation (2) for i = 1,...,n,j = 1,...,M. For each round of

n simulations the quantity max Hze(ﬂ (y,)(p ““m)m is calculated, and the
1<k<n,
right hand side of Equation (33) is estimated by the average of the simulated
quantities. Theoretically, as seen from the proof, this improves the lower bound
of Equation (15) of Theorem 5. Similarly, we obtain a simulated lower bound
which improves the lower bound of Equation (17) of Theorem 6. In practice,
the analytic bounds may be marginally better due to simulation uncertainty.
This simulation technique can also be applied to arrive at improved bounds
using modular decompositions. From Theorem 4 we for instance get the follow-
ing inequalities as starting points for the simulations.

Corollary 10. Let (C, ¢) be an MMS with modular decomposition given by Def-
inition 8. Assume the marginal performance processes of the components to be
independent in the time interval I. Then for j=1,..., M

B{(B;" B (P)" D'} < B{(p))"|D'")
E{(p})"|D* D} < B{(1 - BV (B, Q)" D>} (34)
E{(B (B, (@) |D* D} < B{(¢))"D* "}
BE{(g})"|D'""} < B{(1 - BV (B, (P{))))" | D'}, (35)
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Figure 1 A simple network.

To illustrate the theory consider the simple network system depicted in Fig-
ure 1. Here module 1 is the parallel system of the components a; and b; and
module 2 the parallel system of the components as and bs. We assume that the
set of states of the ith component is given by S; = {0,3},¢ = 1,2,3,4, i.e. we
have a binary description at the component level. Let for each module the state
be 0 if neither of the components work, 1 if one component works and 3 if two
components work. The states of the system are given in Table 1.

Table 1 States of the simple network system of Figure 1.

310 2 3
Module2 1|0 1 2
0/0 0 O
0 1 3
Module 1

Note for instance that the state 1 is critical both for each module and the system
as a whole in the sense that the failing of a component leads to the 0 state.

The minimal path and cut vectors for the system of Figure 1 are given in
respectively Tables 2 and 3.

Table 2 Minimal path vectors for the system of Figure 1.
Level Component 1 Component 2 Component 3 Component 4
0 3 0 3

W N NN DN =
WWWWwoOwwo
WWWwoO wo o w
WWOoOWWwow
WO WWWo wo

Table 3. Minimal cut vectors for the system of Figure 1.
Level Component 1 Component 2 Component 3 Component 4
1,2 0 0 3 3

LW W WM NN N
WWWDWwoow
W WO WO O Www
WO WWwWwo woo
O W WWwoOwo wo
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Following the argument leading to Equation (2) we assume that the posterior

marginal distribution of pg (1) given the data Dilj (1) is beta with parameters

aE{pZ(I)} and a(l — E{pz(l)}). Hence,

Var{p/"} = E{p]"1 1 - B!V} /(e + 1),

and the second order moment is given by

E{(p]'")?} = Bl + E{p] "V a) /(e + 1)

E {pg(l)} is chosen to be equal to the value of p?(l) calculated by a standard de-
terministic analysis as given in (Natvig 2011). In these calculations the marginal
performance processes of the two modules are assumed independent in the time
interval I and also that the two components of each module fail and are re-
paired/replaced independently of each other. All components have the same
instantaneous failure rate A = 0.001 and repair/replacement rate p = 0.01.

In Table 4 the analytical lower bounds from Corollary 8,
B;J(I)m(E{(P;I))m}), for E{(pi)(l))m} for m = 1,2 and the corresponding sim-
ulated lower bounds, both not using and using modular decompositions, are
calculated for the time interval I equal to [100, 110], [100, 200], [1000, 1100], the
parameter « equal to 1, 10, 1000 and for system level j equal to 1, 2, 3. Look-
ing at the lower bounds for E{(p;)u))} there are just minor differences between
the analytical and the simulated bounds that are not based on modular decom-
positions except for @« = 1,7 = 2 and the two longest intervals [100,200] and
[1000, 1100], where the improvements are quite small. Correspondingly, there
are just minor improvements of the simulated bounds that are based on modular
decompositions compared to the ones that are not except for o = 10,1000, j = 2
and the two longest intervals [100, 200] and [1000, 1100], where the improvements
are quite small. Furthermore, the analytical bounds do not not depend on the
« parameter which is natural since E{p] (1)} is independent of this parameter.
That these lower bounds are decreasing in the length of the interval I and the
system state j is just a reflection of the fact that these properties hold for
E{w\ ")}, |

Turning to the lower bounds for E{(pfb(l))z} there are again just minor dif-
ferences between the analytical and the simulated bounds that are not based on
modular decompositions again except for & = 1,j = 2 and the two longest inter-
vals [100,200] and [1000, 1100], where the improvements are quite small. Cor-
respondingly, there are just minor improvements of the simulated bounds that
are based on modular decompositions compared to the ones that are not except
for @ = 10,1000, 7 = 2 and the two longest intervals [100,200] and [1000, 1100],
where the improvements are quite small. Furthermore, these bounds are de-
creasing in the o parameter which is natural since E{(p] (1))2} is decreasing in
this parameter. That these lower bounds are decreasing in the length of the
interval I and the system state j is just a reflection of the fact that these prop-

erties also hold for E{(pé(l))Q}. It should also be noted that combining the
lower bounds for E{(pé(”)} and E{(pé(l))Q} does not lead to a lower bound

for Var{(p;)(l))}. However, for the analytical lower bounds it is revealing that
this leads to positive variances. For the corresponding simulated lower bounds
this is obviously the case. Finally, it should be remarked that in contrast to
the analytical bounds, the simulated bounds are improved by using modular
decompositions.
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For computer code used in this section we refer to
http://folk.uio.no/trondr /system/.
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Table 4. Lower bounds of the simple network system of Figure 1.

Analytical Sim. minus m.d.  Sim. plus m.d.

I « J  lL.m. 2. m. 1. m. 2. m. 1. m. 2. m.
[100, 110] 1 1 0.9902 0.9833 0.9902 0.9833 0.9902 0.9833
[100, 110] 1 2 09710 0.9507 0.9726 0.9546 0.9730 0.9551
[100,110] 1 3 0.7481 0.6487 0.7481 0.6487 0.7481 0.6487
[100,110] 10 1 0.9902 0.9807 0.9902 0.9807 0.9902 0.9807
[100, 110] 10 2 09710 0.9433 09713 0.9446 0.9724 0.9465
[100, 110] 10 3 0.7481 0.5751 0.7481 0.5752 0.7481 0.5752
[100,110] 1000 1 0.9902 0.9805 0.9902 0.9805 0.9902 0.9805
[100, 110] 1000 2 0.9710 0.9428 0.9710 0.9428 0.9722 0.9451
[100, 110] 1000 3 0.7481 0.5598 0.7481 0.5598 0.7481 05598
[100, 200] 1 1 0.9555 0.9263 0.9555 0.9262 0.9555 0.9262
[100, 200] 1 2 0.8723 0.7947 0.8857 0.8226 0.8884 0.8256
[100, 200] 1 3 0.5219 0.3821 0.5217 0.3819 0.5217 0.3819
[100, 200] 10 1 0.9555 0.9142 0.9555 0.9142 0.9555 0.9142
[100, 200] 10 2 0.8723 0.7641 0.8751 0.7731 0.8834 0.7865
[100, 200] 10 3 0.5219 0.2903 0.5219 0.2903  0.5219 0.2903
[100, 200] 1000 1 0.9555 0.9130 0.9555 0.9130 0.9555 0.9130
[100, 200] 1000 2 0.8723 0.7610 0.8723 0.7611 0.8819 0.7778
[100, 200] 1000 3 0.5219 0.2726 0.5219 0.2726  0.5219 0.2726
[1000, 1100] 1 1 09380 0.8986 0.9381 0.8987 0.9381 0.8987
[1000, 1100] 1 2 0.8254 0.7256 0.8460 0.7663 0.8500 0.7705
[1000, 1100] 1 3 0.4578 0.3157 0.4580 0.3159 0.4580 0.3159
[1000, 1100] 10 1 0.9380 0.8818 0.9380 0.8818 0.9380 0.8818
[1000, 1100] 10 2 0.8254 0.6857 0.8296 0.6987 0.8422 0.7178
[1000, 1100] 10 3 0.4578 0.2265 0.4578 0.2266  0.4578 0.2266
[1000,1100] 1000 1 0.9380 0.8800 0.9380 0.8799 0.9380 0.8799
[1000,1100] 1000 2 0.8254 0.6813 0.8254 0.6815 0.8400 0.7057
[1000,1100] 1000 3 0.4578 0.2098 0.4578 0.2098 0.4578 0.2098
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