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Abstract

The aim of this thesis has been to optimise the beamformers when
studying infrasound, more precisely, microbaroms. Microbaroms are
infrasound generated by standing ocean waves in marine storms. Processing
these signals can be challenging compared to processing a transient signal.
The beamformers we consider is Capon’s method and delay-and-sum. After
building a framework of how to process longer streams on infrasound and
predicting the direction-of-arrival of microbaroms, we considered a stream
of infrasound recorded from an infrasound array, IS37 at Bardufoss. This
stream is complex and has multiple acoustic signals in the overlapping
frequency band. We find that Capon’s method was sensitive to present
incoherent noise and struggles more to produce good estimates under such
conditions. Therefore, the method benefits from using longer window lengths,
as the variance is reduced. The delay-and-sum beamformer was more robust
and handled the incoherent noise much better. Due to the robustness, we
found that we can use shorter window lengths to reduce the amount of
noise in the plots and the processing time. Finally, we found that Capon’s
method was more sensitive to noise than the delay-and-sum beamformer
and that the resolution of the delay-and-sum beamformer was higher than
using Capon’s method.
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CHAPTER 1

Introduction

1.1 Problem statement and objectives

Mainstream infrasound data processing recipes and frameworks were typically
developed for explosion monitoring purposes, in particular in the context of
monitoring compliance with the Comprehensive Nuclear-Test-Ban Treaty (Mialle
et al., 2019; Marcillo et al., 2019). This treaty bans nuclear test explosions and is
monitored by an international network of sensors that include infrasound arrays to
detect atmospheric explosions (for example, Dahlman et al., 2011; Marty, 2019).

However, quasicontinuous low-frequency microbarom infrasound signals, a
source of noise in explosion monitoring, differ greatly in signature and nature from
transient explosion infrasound. Microbaroms are infrasound generated by nonlinear
interactions between counterpropagating ocean swell, and there is potential in
exploiting these signals to probe the dynamics of the middle atmosphere (Donn
and Rind, 1971; Garcés et al., 2004; Le Pichon, Ceranna et al., 2006; Fricke et al.,
2014; Smets and Evers, 2014; Smets, Assink, Le Pichon et al., 2016; Vorobeva
et al., 2021), where otherwise probing technologies are sparse.

In this study, we seek to explore various approaches to adjust the infrasound
array signal processing to provide an array signal processing output that is
appropriate for monitoring the direction-of-arrival of microbarom infrasound.

We aim to compare a range of array signal processing recipes with the goal of
providing a robust estimate for the direction-of-arrival of the dominating incoming
microbarom wavefront. All recipes rely on estimating the stacked signal power as
a function of the direction-of-arrival. The direction where this stacked power is
maximised is considered the dominating wavefront direction-of-arrival.

A key processing setup parameter for which an objective is to assess the effect is
the processing time-window length. Moreover, comparisons are made between the
use of Capon’s method and conventional delay-and-sum beamforming to estimate
the beamformer output power.

The aim of learning more about appropriate processing recipes in a wider context
and building an intuitive understanding of the nature of transient infrasound signals,
in contrast to longer-duration signals, was also investigated as part of the project.
This involved a smaller study to replicate the results of Lyons et al. (2020), which
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1. Introduction

is a peer-reviewed research paper that considers open data from infrasound arrays
in Alaska related to shorter-duration signals from an underwater volcano.

We used real infrasound recordings from the IS37 10-element array station in
Bardufoss, Norway (Schweitzer, Köhler and Christensen, 2021) as a microbarom
analysis test case and data for several months in 2016 are processed using different
signal processing approaches. An important aspect is that the recordings, also after
filtering in the lower-frequency bands of microbaroms, contain the quasi-continuous
microbarom pressure signatures, in combination with many much stronger but
transient signals from other sources (including explosions, airports, industry, traffic,
etc.), but also additional noise of various kinds (for example, river-related sounds,
local turbulence, small-scale and large-scale winds). Ideally, the processing shall
be robust enough to not be significantly influenced by other sources, but still be
sensitive to variations in the microbarom wavefield signature at the station.

Ultimately, the ambition of the international infrasound research community
is to develop operational systems that can use microbarom signals to probe the
upper stratosphere and to assimilate that information into atmospheric models
to enhance long-term numerical weather prediction. This will require stable and
accurate array signal processing pipelines adapted to assess the global microbarom
soundscape. Ideally, the current work can provide results that facilitate further
research towards microbarom infrasound data assimilation and numerical weather
prediction enhancement.

1.2 Key results

Based on components provided by the ObsPy (Krischer et al., 2015) and University
of Alaska Geophysics Tools (UAF Geophysics team, 2023) Python repositories, we
build a framework and pipeline to process longer streams of infrasound with the
intention of robustly estimating the direction-of-arrival of microbaroms.

Microbarom-related results are based on processing recipes applied to several
months of data recorded on the IS37 infrasound array at Bardufoss.

The findings are based on in-depth elaborations on the computation of power
maps and extracting direction-of-arrival time series and evaluating various aspects
and the robustness of the output.

For the characterisation of the direction-of-arrival of the dominating microbarom
wavefront for stations like IS37, we suggest that:

• For this kind of quasi-stationary microbarom signals, Capon’s method was
more sensitive to noise. Still, longer processing time-window lengths can be
beneficial, as the variance is reduced.

• The delay-and-sum beamformer was more robust and handled the noisy
situation better, as is also expected. Due to its robustness, we can use
shorter window lengths while maintaining acceptable stability in the results
and a faster processing time.

14



1.3. Thesis outline

We note that for most of the analysed time, there is one single spatial region,
albeit often large in extent, of microbaroms that is dominating the wavefield and
that the need for separating tightly spaced simultaneous directions-of-arrival is
somewhat limited.

1.3 Thesis outline

Chapter 1 – Introduction The study and the structure of the thesis is presented.

Chapter 2 – Theory We start out by constructing a short overview of recent
works. This is intended to give a perspective of how this study can guide
towards tuning an array signal processing recipe (a beamformer) to a specific
dataset. We focus on atmospheric infrasound array data, and more precisely
a specific type of infrasound, microbaroms, that is continuously generated by
ocean swell. A key aspect is to determine the direction-of-arrival using array
signal processing methods. From this overview, we establish a foundation
of relevant literature for this study, including the establishment of theory
applied in future studies.

Chapter 3 – Methods We start out by going through how the data were collected
and how the data were pre-processed. From there we go into what kind of
processing we used and then how the processed data are displayed. In the
final section of this chapter, we investigate how to review the displayed data.
This includes objectives such as resolution, sensitivity, and robustness.

Chapter 4 – Results The results are presented on the basis of applying the
implemented methods to the data. This is done in two parts. In the first
part, the estimations of the backazimuth direction-of-arrival are displayed. In
the second part, we look more in detail at the beamformer output power maps
implemented in the slowness space, which are key components in estimating
the backazimuth. For each of the parts, we study how changing processing
lengths affects the result. We visualise the key results and comment on the
framework defined in the Methods chapter.

Chapter 5 – Discussion In this chapter, we discuss the results presented in
the previous chapter. For example, how does the beamformer with a given
window length perform for explaining how the path of a microbaroms changes
over time.

Chapter 6 – Conclusions and further work Here, we present conclusions and
recommendations in the context of the two analysed beamformers, in
particular efficient beamforming of microbarom datasets at the IS37 array at
Bardufoss. In addition, suggestions for future work to improve the results
are discussed.
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1. Introduction

1.4 Own contributions
In this study, we have intensively studied the ObsPy Python library and applied it
to process infrasound array recordings and study the infrasound soundscape, with
a focus on analysing microbaroms. The framework has been adapted and fitted to
load, compute, and plot infrasound signal processing output in various aspects.

A focus has been on studying the effect of varying window lengths for Capon’s
method and the delay-and-sum method when computing microbarom power maps
as a function of horizontal slowness.

We have also developed our own frameworks for plotting the signal processing
output in slowness space, as well as for visualising the backazimuth direction of
the dominating microbarom peak as a function of time.
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CHAPTER 2

Theory

In this study, we consider acoustic waves. These are elastic waves, which means
that the waves temporarily move air particles locally. The acoustic (or sound)
waves we are considering propagate at around 334 m/s at 15 degrees Celsius when
on the Earth’s surface.

In order to determine the direction of the source we need an array of multiple
sensors. The framework for signal processing of such multi-sensor array data is
called beamforming, or sometimes also array signal processing. Beamformers are
specific algorithms that are applied in the array signal processing.

2.1 Acoustic waves

As a wave passes a position, the particles oscillate around their resting points as
they are compressed or rarefied (Rayleigh, 1896; Pierce, 2019). The energy of a
sound wave can be divided into two components, potential energy and kinetic
energy. In this context, the potential energy is energy related to air compression,
and the kinetic energy is energy coming from the air particles’ movements and
the air’s rarefying. (See, e.g. Evers and Haak, 2010, for an infrasound-focused
background account of acoustic theory.)

The sound frequency is defined by the number of oscillations per second. The
wavelength is the distance between two zero crossings. The relation between
frequency (f), wavelength (λ) and speed of sound (c) is given by

c = λ f. (2.1)

The power spectral density shows how the signal power varies with its frequency.
This is computed using a Fourier transform.

The sound intensity is the acoustic power and directivity per unit area.
The intensity of a signal decreases with distance and is at the highest in the

near-field. Considering the energy of the sound wave, the kinetic energy dominates
in the near-field but is in equilibrium in the far-field.
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2. Theory

2.2 Infrasound

2.2.1 Definition and sources

We consider infrasound to be within 3.3 mHz to 20 Hz, where the lower limit
is what fits within the atmosphere of the Earth. The upper boundary is not
audible for humans. Infrasound is generalised into two groups, transient signals
and continuous signals. Transient signals are finite in length and short in duration,
while idealised continuous signals are infinite and defined for the whole duration.
In addition to the two, we find some combinations of them as well.

Typical sources of infrasound are standing ocean waves, which is a near
continuous hum. They are in the open sea and interact with coastlines. The source
in the ocean can be associated with marine storms, giving us quasi stationary and
transitory waves. Transient sources of infrasound have also been detected from
severe weather, earthquakes, meteor strikes, and volcanic eruptions. From here,
the infrasound can radiate from sources under water, and sometimes from both
water and air (Brachet et al., 2010).

In Figure 2.1, we can see two plots, both based on a stream of infrasound, from
the OKIF array station, an infrasound array 60 km from Bogoslof Island. The
upper plot is a pressure plot of one channel from the stream. At around 22h25 to
22h30, we can see an increase in intensity. This change in intensity is a transient
infrasound signal that originates from an eruption of Bogoslif Island, an island
with a large submarine stratovolcano, which rises around 1800 m from the seafloor
to 100 m above sea level (Miller et al., 1998).

In the lower plot in Figure 2.1, we can see a spectogram, found using the
same channel data as in the upper plot. In the spectogram, we can see when
the transient signal arrives at the array and also at what frequency range. In
addition to this, we can see some higher intensity for lower frequencies around 0.1
to 0.2 Hz. This is due to the constant background of the microbarom wavefield
and potentially also from other infrasonic noise contributions. The intensity is
higher at lower frequencies, because low frequency waves have low attenuation.
The intensity in this plot is the square root of the spectrum.

In Figure 2.2, we can see a plot similar to that in Figure 2.1, but the power
spectral density in desibel. Note that the range of the colourbar is wide, and hence
more colour contrast in the plot could be achieved by reducing this range.

2.2.2 Infrasound waveguides and the atmosperic structure

In this study, we seek to estimate the direction-of-arrival of microbaroms. For
the infrasound station in Bardufoss, northern Norway, where we record the data,
these wavefields are in wintertime mostly dominated by microbaroms with origin
in the North Atlantic. Along the path from the source regions to the ground-based
receiver station, these waves propagate predominantly through a waveguide, which
has its upper limit in the stratosphere.
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Figure 2.1: OKIF station data display for 5. of January. Top panel: a plot of
an unfiltered channel (AV.OKIF.01.HDF) trace. Bottom panel: A spectogram of
an unfiltered channel with 0 to 1.4 Hz displayed. Intensity of the spectogram is
shown as the square root of the spectogram values.

The stratosphere is at 15 to 50 km altitude (see Figure 2.3). A field of relevance
for this study is Sudden Stratospheric Warmings (Baldwin, Ayarzagüena et al.,
2021), or SSWs. During such events, the polar eastward jet is slowed down, and its
polar cap average zonal wind is reversed from eastward to westward. Furthermore,
the temperature in the upper stratosphere can increase by up to 50 degrees. We
usually get a downward coupling a few weeks later on the earth surface (in northern
Europa) (Butchart, 2022). With the implications of longer periods of dry cold
weather (Baldwin and Dunkerton, 2001; Baldwin, Ayarzagüena et al., 2021; Butler
et al., 2017).

With the stratospheric winds in mind, we include some illustrations of this in
three different time periods of interest, which have different stratospheric vortexes.
The first period of interest is on 8 January 2016, shown in Figure 2.5, we can observe
that the stratospheric vortex is in a normal state. Concerning the microbaroms
of interest, propagating from the North Atlantic Ocean, these signals will get a
tailwind.

The second time period of interest, on 3 February 2016, illustrated in Figure 2.6
the stratospheric vortex also has a strong stratospheric vortex, but the direction
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Figure 2.2: Same as in Figure 2.1, the intensity is shown in dB. Colourbar
indicates the specific dB levels at a given colour in the spectogram.

of the wind has changed. Subsequently, the North Atlantic microbaroms that
propagate towards the IS37 station location in Bardufoss will have a headwind in
the stratosphere (consequences illustrated in Figure 2.4).

Considering the third time period of interest, on 6 March 2016, as illustrated
in Figure 2.7, the stratospheric vortex has split into two. This happened during a
Sudden Stratospheric Warming (Manney and Lawrence, 2016). Looking at the
direction of the stratospheric winds, we can see that we get a headwind from the
North Atlantic microbarom hotspot to the IS37 station location, similar to in the
second period of interest.

In Figure 2.4, we can see an illustration of raytracing, found in Le Pichon,
Blanc and Hauchecorne (2009). The figure shows how the infrasound is affected
by the winds of the polar vortex. At this time, the polar vortex wind is directed
from east to west. In the figure, we can see that the rays on the left side of the
middle figure are lower than those on the right side. The rays on the right side
of the middle panel are higher, since the headwind pushes the rays upward. On
the left-hand side of the middle panel, we see the opposite. Most of the rays are
refracted back down to the ground due to the tailwind of the stratospheric polar
vortex.
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2.2. Infrasound

Figure 2.3: An illustration of the standard atmosphere, displaying the
stratosphere to be around 15 to 50 km altitude. Note the graph of the speed and
sound and temperature, dependent of the elevation. Image source: Wikipedia
page on the US standard atmosphere (2023).
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Figure 2.4: The figure illustrates raytracing during summer. The rays are shot
from the ground at an angle of 4 degrees, one west and one east, seen in the
middle panel. Left and right panel: Illustration of the effective velocities for the
various altitudes. Middle panel: Display of raytracing. This image is extracted
from Fig. 1.4 of Le Pichon, Blanc and Hauchecorne (2009).

2.2.3 Probing the stratosphere using infrasound
Long-range infrasound propagation is particularly sensitive to winds in the
stratosphere (Assink, 2013; Assink et al., 2019), which is an altitude regime
where there is a lack of continuous measurements, but which can be important for
longer-term weather prediction on the surface, especially in the winter (Tripathi
et al., 2016; Domeisen et al., 2020; Butchart, 2022; Kolstad et al., 2022, for example,
). Therefore, adequate processing and interpretation of infrasound datasets have
the potential to provide data that could improve stratospheric representation in
atmospheric models and thus enhance long-range numerical weather prediction
(Blanc et al., 2019; Lee et al., 2019). Infrasound wavefields from explosions are
typically less complex to exploit than microbarom infrasound and there are some
recent proof-of-concept papers that demonstrate the infrasound-based stratospheric
probing and data assimilation using data recorded at the IS37 station (Blixt et al.,
2019; Vera Rodriguez, Näsholm and Le Pichon, 2020; Amezcua, Näsholm et al.,
2020; Amezcua and Barton, 2021).

2.3 Microbaroms
Microbaroms were first introduced Benioff and Gutenberg (1939). They studied
atmospheric pressure waves over a temporal period between 3 − 8 seconds, with
an amplitude of 1 − 10 microbars. They observed that these pressure fluctuations
were closely related to microseism activity. Later, they found the relation between
microbaroms and marine storms, emphasising on the origin of ocean waves.
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Figure 2.5: An image of earth at 10 hectopascals, at 8 January 2016. This
image indicates the stratospheric winds, with the intensities of the winds shown
in the colour of the illustration. In this image, we can see that the wind current
has god a strong stratospheric vortex. Display generated using: Earth Nullschool
visualization of global weather conditions (2023).

Later, observations from Benioff and Gutenberg (1939) were confirmed in
multiple articles, and the definition became more specific. Microbaroms were
defined as an infrasonic signal of a five-second period and are generated by standing
sea waves in marine storms. They are in the low-level background in a frequency
from 0.02 to 10 Hz. (Brekhovskikh et al., 1973). By considering this, we get
wavelengths ranging from 0.15 km for the shorter ones up to 1.5 km for the longer
ones. Because microbaroms are low-frequency and the marine storm centre radiates
in all directions, microbaroms can be observed globally at infrasonic arrays during
all seasons, from sources potentially more than 1000 km from the array (Donn and
Posmentier, 1967).

There are studies that explain the diurnal and seasonal variations in the
intensity of microbaroms, in relation to the temperature and wind currents in the
lower 50 km layer of air. Also, there have been indications of seasonal variations
of microbaroms and microseisms, where both have a peak in intensity in the
winter. Furthermore, investigations have observed an increase in the intensity of
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Figure 2.6: Same as in Figure 2.5, but at 3 February 2016 (same time in the
Figures, 4.11 and 4.14). Note that the figure has a strong stratospheric vortex,
but the direction of the wind has changed. Display generated using: Earth
Nullschool visualization of global weather conditions (2023) .

microbarom detections at night (Daniels, 1952).
In 1966, Donn and Posmentier found that the spectral character of microbaroms

and microseisms is a function of a common generating mechanism, but the variations
in amplitude of the microbaroms also depend on the atmospheric conditions along
the path (Donn and Posmentier, 1967).

In the 1970s Rind and Donn studied the use of natural infrasound in order to
probe the upper atmosphere. They used ambient noise such as microbaroms as a
near continuously source to explore. For example, they studied the state of the
atmosphere by studying the change in amplitude of ambient noise observations.
By studying the typical amplitude variations, they could relate this to the viscous
dissipation associated with the reflexion height variation (Rind and Donn, 1975).
They also associated the link between unusual microbarom intensities to variations
in the stratosphere. By studying these variations, they related this to stratospheric
warmings (Rind and Donn, 1978).

Later studies have focused on the radiation, where (Waxler and Gilbert, 2006)
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Figure 2.7: Same as in Figure 2.5, but at 6 March 2016. In comparison to the
two other figures, we can see a change in wind, two centres in stead of one big,
meaning there is a stratospheric vortex split. This happened during a Sudden
Stratospheric Warming. Display using: Earth Nullschool visualization of global
weather conditions (2023).

compared the physical mechanisms and source strengths of radiation into the
atmosphere and ocean. Then in 2020 (De Carlo, Hupe et al., 2021) found that
microbaroms dominate the coherent infrasound ambient noise measured globally.
The monitored microbaroms were used to characterise source activity and probing
the properties of the propagating medium, such as the middle atmosphere.

Then, related to the motivation for this study, Smets, Assink and Evers
(2019) studied the effects of a stratospheric major warming on the propagation
of infrasound. For example, it has been shown that there can be summer-like
infrasound signatures in the middle of winter when there is a stratospheric Sudden
Stratospheric Warming event. See also Garcés et al. (2004), Le Pichon, Ceranna
et al. (2006), Fricke et al. (2014), Landès et al. (2014), De Carlo, Ardhuin and
Le Pichon (2020), Ouden et al. (2021), den Ouden, Assink, Smets and Evers (2022),
Smirnov et al. (2021) and Vorobeva et al. (2021) for comparably recent papers
related to microbarom wavefield characterisation and analyses.

The trends and topics in the more recent studies are the source of motivation
for this study. We aim to enhance the stratospheric probing of the atmosphere by
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Figure 2.8: Illustration of microbarom sources. The left plot views microbarom
sources in Pa2m2s−1 averaged over January 2016. The right views the same,
but is averaged over July 2016. This image is extracted from Fig. 1 of De Carlo,
Le Pichon et al. (2018)

optimising the aspects of adopting beamformers to make appropriate microbarom-
related processing of streams of array infrasound data.

2.4 Infrasound stations and sensor configuration
The current study focusses on data recorded at the IS37 infrasound station. This is
a 10-element ground-based array located in Bardufoss, Norway (69.07 N, 18.61 E),
and the station is sometimes also denoted I37NO Fyen, Roth and Larsen (2014).

This station is part of the International Monitoring System (IMS) of
the Preparatory Commission for the Comprehensive Nuclear-Test-Ban Treaty
Organization (CTBTO) (Christie and Campus, 2009; Brachet et al., 2010) Data
access can be granted to third parties and researchers through the Virtual Data
Exploitation Centre (vDEC) of the International Data Center1 (Preparatory
Commission for the Comprehensive Nuclear-Test-Ban Treaty Organization, The
Provisional Technical Secretariat, 2011).

In Figure 2.11 we have plotted the location of the IS37 array station on a map,
and the design of the array has been plotted in Figure 2.12

2.5 Filtering for microbaroms
Given that the interest of this study is infrasound, within the 0.1 to 0.5 Hz band.
Then we need to filter our dataset that contains frequencies from 0.01 to 20 Hz,

1Direct link: https://www.ctbto.org/specials/vdec/
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Figure 2.9: Plot of data with a highpass filter with corner frequency at 0.01 Hz
was applied. The upper plot shows the pressure plot in time. The lower panel
shows the spectrogram of the same trace.
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Figure 2.10: Plot of stream with highpass filter of 0.01 applied. The stream has
been beamformed towards −100 degrees and 340 m/s apparent velocity, which
is a known near continuous source of microbaroms. The upper plot shows the
pressure plot in time. The lower shows the spectrogram of the beamformed
data.
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Figure 2.12: The IS37 array map with red crosses indicating each sensor in
space. The figure shows the design of the infrasound array.
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with a sampling rate of 20 samples per second. We get the desired frequency
range by using a passband filter. The filter is implemented using preprocessing
techniques such as detrending and tapering. Preprocessing is necessary to avoid
artefacts in the stream of data after filtering.

First, we consider one trace of each station and start reviewing the data, before
we introduce techniques in order to investigate our data more specifically in spatial
coordinates.

Frequency Spectrums

Considering the dataset from the IS37 infrasound station, we need to assess the
incoming waves so that we can tell in simple terms how the stream is built up.
That is, of what frequency, intensity, duration and when are the incoming waves.
When studying strong transient waves, this usually shows up in a pressure plot of
the stream. By studying the fast Fourier transform (FFT) from the SciPy library
(Virtanen et al., 2020), we study the frequency spectrum of the magnitude of the
stream, dependent on frequency. The FFT algorithm implements the discrete
Fourier transform in a computationally efficient manner (see, for example, Rao
and Swamy, 2018, Chapter 4), defined to be

y[k] =
M−1∑
m=0

exp
(

−2πj
km

M

)
x[m], (2.2)

where y[k] is the intensity of a discrete frequency sample, where the sample is
given by k, x[m] is the stream and M length of the stream .

By considering the frequency spectrum, we can consider the entire length of a
stream in one plot. This plot makes an overview of the magnitude of the various
frequencies. Microbaroms are usually dominant over other sources at around 0.2
Hz. Providing an indication of whether there are microbaroms present.

In Figure 2.13, we have a frequency spectrum calculated using data from the
IS37 station array. The data have a duration of 1 hour from 20 January 18h10 to
19h10. The frequency spectrum displays the magnitude of each frequency ranging
from 0 to 10 Hz. It is clear that the most intense signal is around 0 to 1 Hz, so we
consider this in the Figures 2.14 and 2.15.

In Figure 2.14 we see that the dominant incoming signals are around 0.2 Hz.
Note that if we did not apply the highpass filter, then there would be a higher
peak in frequencies around 0 and 0.1 Hz.

Figures 2.14 and 2.15 should be considered in relation to each other. We are
considering the same dataset, from the IS37 array station, but in Figure 2.15, we
have used all channels in the array, directed towards -100 degrees with an apparent
velocity of 340 m/s using beamforming. We can note that the plots are similar,
but there is some suppression outside of the peak intensities around 0.2 Hz.

In spectograms, we can study the magnitude of different frequencies over time.
Such plots makes it easier to tell microbaroms apart from transient infrasound. It
can also give some idea if the microbaroms has deviated from their normal paths,
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Figure 2.13: IS37 station data, plot of frequency spectrum using Fast Fourier
Transform (FFT) considering an hour of channel data from 20 January 2017
from 18h10 to 19h10. In this plot a highpass filter of 0.1 Hz is applied. Note that
we consider frequencies from 0.1 to 10 Hz.
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Figure 2.14: Same as in Figure 2.13, but we are considering the FFT from 0.1
to 1 Hz.
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Figure 2.15: Same as in Figure 2.14, but we consider the entire stream of
the array data and steer it towards the microbaroms at −100 degrees with an
apparent velocity of 340 m/s.

although there are often other incoming microbaroms from other sources, hence
this is not an ideal indication. More importantly, the spectogram can view other
strong infrasound that could possibly affect our next processing steps. For example,
when we are computing power maps, how long window lengths are needed to make
the microbaroms the dominant source?

Considering spectrograms, as shown in Figure 2.10, we found that the signals
below 0.1 Hz are strong and would for the most part be the dominant incoming
signal over the microbarom signals. Therefore, filtering out these signals is necessary
when calculating the direction-of-arrival of the microbaroms. Compared to the
transient signal in Figure 2.2 from the Bogoslof volcano, the signal would be the
dominant signal in an unfiltered trace.

2.6 Beamformers

2.6.1 Array signal processing
Array signal processing involves a consolidated processing of time series recorded
on several sensors located at different locations in space (van Trees, 2004; Johnson
and Dudgeon, 1992; Krim and Viberg, 1996; Grythe, 2015). In other words, the
beamforming algorithms are applied to focus the array to a certain direction in
the far-field (or location in the near-field). The sensor signals are delayed and then
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summed (or stacked) to form a single trace that ideally probes waves impinging
the array from a single direction.

Arrays of sensors can be used to determine properties of propagating waves.
When using radars, arrays of sensors can be used to represent objects in spatial
coordinates. This can be beneficial, for example, in vehicles where there is no clear
vision, in lack of day light, or in bad weather.

Arrays of sensors are also used in seismic applications in order to determine
the vector velocity of propagating seismic waves and to understand whether
an incoming signal is from, for example, an earthquake or from an underground
explosion (Schweitzer, Fyen et al., 2012; Rost and Thomas, 2002; Rost and Thomas,
2009).

In this project, we are going to study data from an infrasound station using array
signal processing to detect certain incoming microbaroms that mainly originate from
the North Atlantic Ocean. Our object of study is to being able to separate these
waves from other infrasound (for example, due to explosions) and microbaroms
from other incoming directions and to provide reliable time series of direction-of-
arrival for the dominating microbarom wavefront. Our approach to this is to make
a 2D plot of incoming waves dependent of the incoming directions, velocity and
intensity. We better represent the incoming waves by increasing the signal-to-noise
ratio (SNR). A higher SNR is achieved by repetitively steering the array signal
beam in various directions, using a beamformer.

Beamformers are usually divided up into conventional and adaptive methods.
The conventional methods are beamformers, where the steering of the array is done
independently of the stream of data. While the adaptive methods are dependent
of the stream of data. The adaptive methods usually yield a higher resolution or
better sidelobe suppression, both resulting in a higher SNR.

2.6.2 Delay-and-sum (DAS) beamforming

The elaborations in the current section follow to a great extent the lines of Grythe
(2015). The first beamformer we will introduce is called delay-and-sum (DAS).
This beamformer is used to align the incoming data from each sensor (sensor trace)
and apply weights to each individual sensor, depending on the direction for which
the array is steered. The steering of the array is used to maximise the sensitivity
of the array in the desired direction.

The aligning of the traces is done by applying time delays or similarly using
phase shifts. The addition weights add gain or loss to each of the traces and will
result in gain or suppression of the sidelobes. Suppression of the sidelobes, usually
cause a wider main lobe, meaning worse resolution.

In this section, we introduce how time delays are added to each sensor. In our
array, we consider 10 sensors in space, x⃗m = [xm, ym, zm], where the data sampled
is ym(t) = f(x⃗m, t). We set the time delays to δm and the amplitude weights to
wm.

As described above, we introduce the delay-and-sum beamformer output:
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2.6. Beamformers

z(t) = 1
M

M−1∑
m=0

wmym(t − ∆m), (2.3)

where ∆m are applied time delays and wm are the sensor weights.
From here, we would like to use a set of time delays corresponding to different

directions in space and then calculate the beamformer for each individual direction.
Comparing the beamformer output power as a function of direction-of-arrival, we
can tell where the most significant source is coming from, or what the spatial
spectrum of the full wavefield is.

We can also interpolate the different numbers of output powers from all the
scanning points, assigning each point in space a colour corresponding value of
power, adding up to an acoustic image, called a power map. Defining each of the
points in space to be listening points, xs = [xs, ys, zs], and the set of delays, ∆m

needed to steer the beam towards a point in space is calculated as

∆m = |x⃗s − x⃗m|
c

=

√
(xs − xm)2 + (ys − ym)2 + (zs − zm)2

c
, (2.4)

where c is the speed of sound.
We can also scan for specific angles, instead of points in the plane. The

implementation with a delay applied for each of the sensor traces is as follows.

ym(t) = ej(ωj−k⃗·x⃗m), (2.5)

where ω = 2πf is and f is the frequency of the input signal. k⃗ is the wavenumber
vector or propagation vector, which gives the magnitude and direction-of-arrival
of the incident plane wave. We can write the beamformer in another way, in terms
of phase shifts:

z(t) = 1
M

M∑
m=1

wm · ym(t) · e−jω∆m . (2.6)

Then, by writing the phase delays in the received signal vector, Y =
ym(t) · e−jω∆m , we can write the beamformer in vector notation:

z = wHY, (2.7)

where Y is the vector of the received signal with the phase delays applied and wH

is the complex conjugate transpose of the weight vector.
Using the vector notation and assuming that the array is steered in the desired

direction, we can calculate the power of the output signal:

P (z) = E{|z|2} = wHRw, (2.8)

where R = E{YYH} is the correlation matrix of the incoming signal.
If we apply phase delays, e−jω∆m , to each of the sensors, we get a steering

vector, e. Applying the steering vector to the sensor data and then measuring the
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output power, we get the steered response. Meaning the measure of output power
of a scanning angle in the frequency domain. This measure is computed as follows:

z(t) = 1
M

M∑
m=1

wmeiω(t−∆−s0·rm). (2.9)

2.6.3 Power spectral density using delay-and-sum
After we have computed the beamformer for the array, we would like to find
the power for the signal, for the specific beamformed data, with a given steering
and gain. Further following (Grythe, 2015), we see that this is done by using a
correlation matrix of the beamformed signal and its steering vector, e.

Taking into account the beamformed data, Y, we find the correlation matrix
of the data, R = E{YYH}, where H denotes the complex conjugate transpose.
The steering vector e is the phase delays associated with each of the individual
sensors, e−jω∆m .

As the steering vector, e defined where the beam is steered, we denote the
output power in the frequency domain, the steered response. Taking the power
output in the frequency domain as a function of e, we get the power spectral
density, defined as

P (e) = eHRe. (2.10)

After one direction has been computed, the array can be steered in another
direction. Then the power can be calculated in the same manner. Iteratively, we
can do this to find a grid from 0 to 360, a power map that consists of the output
power dependent on the steering direction.

A power map can be displayed in the slowness space (introduced later in
Subsection 3.5.3), called a slowness plot. This will provide a representation of the
incoming wavefield, indicating the direction and velocity of a dominant signal/wave.

When computing a power map, we consider a certain time frame of the dataset.
Considering multiple such time frames, we can get an overview of the incoming
wavefields over time. For example, we can consider the backazimuth that is given
by the incoming direction of the dominant signal. This gives us an overview of
where the dominant signal comes from and when it deviates. If we consider shorter
time frames, transient signals could potentially become the dominant incoming
wave.

2.6.4 Capon’s method
The delay-and-sum beamformer is a method where the delay and weighting of
each sensor element are set based on a pre-set model. In infrasound processing,
typically all elements are given the same amplitude weight, and the time delays
are given by the assumption that there is a far-field plane wave impinging the
sensor array.
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On the contrary, in adaptive beamforming, the properties of the recorded data
are adaptively exploited to enhance the array signal processing. In this study we
apply the Capon’s method (also denoted the Minimum-Variance beamformer, or
the Minimum-Power beamformer) (Capon, 1969; van Trees, 2004). This is an
adaptive beamformer, which means that information from the incoming signal
is used when finding the appropriate delays and weights to each of the elements.
This information can be considered by evaluating the correlation matrix of a given
window length of the incoming stream (Krim and Viberg, 1996).

The reminder of the current section continues to follow to a great extent the
lines of Grythe (2015). The philosophy behind Capon’s method and its goal is
to solve a minimisation problem, that is, to minimise the power or variance of
the power output, P (z), subject to wHe = 1. The weights of the minimisation
problem are given as

w = R−1e
eR−1e

. (2.11)

Note that the weights depend on both the correlation matrix R and the steering
vector e. It follows that the optimal element weights are found for every direction
the array is steered towards.

By evaluating theoretical beampatterns, we see that, compared to delay-and-
sum, Capon’s method can minimise the possibility of distorted incoming signals
by signals arriving at incidence angles corresponding to the location of sidelobes of
the array. This is because the minimisation condition forces the beampattern to
have low energy at arriving angles corresponding to other sources while obtaining
maximum energy in our listening direction.

The power of Capon’s method can be computed as

P (e) = 1
eHR−1e

. (2.12)

Where R indicates the covariance matrix and its steering vector e.
From a theoretical point of view, Capon’s method has a higher resolution

than the delay-and-sum method. In this study we are going to study whether
this translates to infrasound, and more specifically near-continuous ocean waves
(microbaroms).

Diagonal loading with Capon’s method

There are several tweaks to Capon’s method that can have benefits under different
conditions. For example, we have IAS-Capon Gal et al. (2014), CLEAN den
Ouden, Assink, Smets, Shani-Kadmiel et al. (2020b) and diagonal loading of
Capon’s method Synnevag, Austeng and Holm (2007).

When using Capon’s method, we need an accurate correlation matrix. Using
Capon’s method can in practise lead to poor performance due to coherent noise.
The ideal scenario would be a wavefield with one strong signal and noise that is
incoherent.
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2. Theory

To compensate for the inaccuracy in the correlation matrix, the other coherent
signals need to be suppressed. Signals can be suppressed by adding spatially white
noise to the wavefield. This corresponds to adding a constant to the diagonal
elements in the correlation matrix, before adding the weights to the elements. This
step of adding the constant to the diagonal is called diagonal loading (Synnevag,
Austeng and Holm, 2007).

From this, the dilemma is the following. How much diagonal loading is needed?
We set ϵ as the amount needed for the diagonal loading. ϵ is found by setting a
predetermined constant value λ applied to the trace operator tr{·}:

ϵ = λ · tr{R̃(t)}I. (2.13)

Note that a well-chosen diagonal element, λ, is found by trial and error.
We apply the diagonal loading, first by multiplying the diagonal loading element,

λ, to the identity matrix, I, then add this to the correlation matrix. Together we
consider this to be R̃. From here we calculate the beamformer in the same way as
computing Capon’s method, by replazing R with R̃.

Our minimisation problem becomes

min ω̃HR̃ω̃, (2.14)

so that ω̃Hs = 1. (2.15)

s is considered to be the directed vector with a normalizing factor.
Using the Lagranges multiplier approach, we find the weighted vector ω̃ solution

ω̃ = R̃−1s
sHR̃−1s

. (2.16)

When more noise is added, meaning that the constant, λ, has a higher value,
then we get a higher constraint on the sidelobe levels in the direction of no
interfering signals. It can also be shown, see Synnevag, Austeng and Holm (2007,
Section 2C), that as the diagonal loading increases, the Capon beamformer solution
for the weights approaches a uniformly weighted case.

The method goes towards the delay-and-sum method with uniform shading.
This is because the correlation matrix is proportional to the identity matrix.
R(t) = σ2

nI, where σ2
n is the variance of the noise. From equation 2.16, this implies:

ω̃ = R̃−1s
sHR̃−1s

= (σ2
nI)−1s

sH(σ2
nI)−1s

= s
sHs

= 1
M

s. (2.17)

Considering the result, Capon’s method gives the same power estimates as the
delay-and-sum beamformer with uniform weights.
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2.7. Beamforming a transient signal in an ambient microbarom background

2.7 Beamforming example: a transient signal in
an ambient microbarom background

To demonstrate that a transient signal from an explosion can co-exist with the
ambient microbarom background, we look at a mining blast event from Aitik,
Gällivare, northern Sweden. The Aitik mine is an open-pit mine where there
regularly are explosions set off as part of the operation. For more information on
infrasound-based studies using these data, see Smets, Evers et al. (2015), Gibbons,
Kværna and Näsholm (2019) and Gibbons, Asming et al. (2015).

The event we look at here was characterised by the International Monitoring
Center of the CTBTO and the seismic and infrasound arrivals are available in its
Late Event (LEB) bulletin, see Table 2.1 for further info on this specific event.
(See, for example, the introduction in Le Bras et al., 2021, for an overivew of the
CTBT bulletin products and the methods applied to produce them.).

We note that the backazimuth direction at the IS37 station was found to be
148 degrees in this reviewed bulletin.

Figure 2.16 shows a stream from the IS37 array station in Bardufoss on 19
January 2016. The data were beamformed towards 148 degrees with an apparent
velocity of 340 m/s, a blast from the Aitik mine in northern Sweden. The figure
is a collection of two plots; the upper panel is a pressure plot of the beamformed
data. The lower panel is a spectogram from the same beamformed data, with the
intensities of the wavefield shown in decibels. Before beamforming, a highpass
filter of 0.5 Hz had been applied in order to cancel out strong microbaroms, and
even stronger infrasound noise below 0.1 Hz. In the spectogram, we can see the
transient signal from the defined highpass filter, up to around 8 Hz. In the pressure
plot, it is also easy to note when the transient signal arrives at the IS37 array.

Figure 2.17 shows the same stream of data from the IS37 array station. The
data have been beamformed in the same way as in 2.16, but the applied high pass
filter is set to 0.1 Hz. Therefore, we have included the microbaroms in the data.
Considering the figure, we can still see some signature in the pressure plot, but
it would be hard to define, without knowing the time of arrival. In terms of the
spectogram, it is still easy to define the incoming transient signal from the mines,
as it is the dominant signal in the range of 1 to 5 Hz.

To check the effect of beamforming, in Figure 2.18 chosen to steer the array
towards −100 degrees with a velocity of 340 m/s. Otherwise, the data displayed are
the same as in 2.17, with the same highpass filter and the same data stream from
the IS37 array station. Illustrating the effect of beamforming another direction,
we can see in the pressure plot that it is not possible to tell the transient signal
apart from the other microbarom signals. In the spectrogram, there is still some
signature of the transient signal, from around 1 to 4 Hz, but at a low intensity,
compared to the spectogram in 2.17. For later analysis, this gives an idea of how
the intensity of a transient signal is suppressed and its magnitude, compared to
the strong incoming microbaroms from the North Atlantic Ocean, at a normal
strong stratospheric vortex (see Figure 2.5).
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2. Theory

Table 2.1: The infrasound and seismic arrivals and event info of the Aitik mining
explosion on 19 January 2016 at 18h01, as provided in the IMS LEB bulletin
(see, for example, Willemann, 2009, for a reference on the data format used in
this bulletin).
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2.7. Beamforming a transient signal in an ambient microbarom background
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Figure 2.16: Data display of beamformed data, from the IS37 infrasound array
station in Bardufoss. The data we consider is from 19 January 2016 from 18h10
to 18h10, containing a transient signal from the Aitik mine in nothern Sweden.
The data has been beamformed towards the Aitik mine at 148 degrees at a
apparent velocity at 340 m/s. The upper panel shows a pressure plot of the
beamformed data, with a highpass filter at 0.5 Hz. The lower panel shows a
spectogram in desibel, of the same beamformed data.

39



2. Theory

0

1000

D
ig

ita
l C

ou
nt

s

18:15:0018:30:0018:45:0019:00:00
UTC time at 2016-01-19

2

4

6

8

10

Fr
eq

ue
nc

y 
(H

z)

dB

50

0

50

Figure 2.17: Same as in Figure 2.16, but filtering with 0.1 Hz, to illustrate how
strong the microbaroms are.

40



2.7. Beamforming a transient signal in an ambient microbarom background

1000
0

1000

D
ig

ita
l C

ou
nt

s

18:15:0018:30:0118:45:0219:00:03
UTC time at 2016-01-19

2

4

6

8

10

Fr
eq

ue
nc

y 
(H

z)

dB

50

0

50

Figure 2.18: Same as in Figure 2.16, but with beamforming towards −100 and
a apparent velocity of 340 m/s, that is towards the strong microbaroms from the
North Atlantic.
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CHAPTER 3

Methods

In this chapter, we go through how the data was collected and how the data
were pre-processed. We discuss how the data are displayed and also how the
displays are reviewed. In the end of the chapter, we go through a pre-project
for building intuition on infrasound properties. These results will also be of
relevance for comparing beamforming of transient signals(as in the trial project)
to near-continuous microbarom signals from the North Atlantic Ocean.

3.1 Data processing framework
In this study, the data processing takes advantage of the ObsPy framework. ObsPy
is open-source library in Python that contains a domain-specific time series analysis
toolkit (Krischer et al., 2015; The ObsPy Development Team, 2019).

In the context of the current project, ObsPy provides data structures and basic
modules to process time series recorded on a set of sensors. It was originally
developed for seismology applications, but it is also commonly used in the
international infrasound research community. It provides building blocks, for
example, temporal filtering, data input and output, data segment selection, that
can be combined and extended in the design of data processing pipelines. Several of
these modules provide wrapped interfaces to mainstream signal processing function
implementations from, for example, SciPy (Virtanen et al., 2020). ObsPy also
includes its own implementations of some basic array signal processing components,
for example, implementations of conventional delay-and-sum and adaptive Capon
beamforming recipes.

Using this library, we can streamline the processes of analysing the data, from
reading the streams and merging multiple streams together. From here we can
trim the data to a desired time frame for further processing. We can also apply
various pre-processing techniques, such as detrending and frequency filtering.

Using the tools available in ObsPy, we can customise the beamforming recipes, in
order to make systematic studies that optimise the characterisation of microbarom
infrasound wavefields.

There are several additional openly available seismic and infrasound data pro-
cessing packages that, based on the ObsPy infrastructure, provide supplementary
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3.2. Preparing the data

processing and visualisation modules. One such example is the University of Alaska
Fairbanks (UAF) UAF geotools Python library (UAF Geophysics team, 2023).
This includes additional data logistics modules, as well as some beamforming-
related code. In this project, we used the framework supplied and from there we
made our own framework, based in the UAF geotools. This library incorporates a
collection plotting tools to displaying data and processing outputs like, a trace,
backazimuth and autocorrelation.

As a project goal is to optimise beamformers with respect to microbarom
direction-of-arrival, key visualisation displays are array signal power maps as a
function of horizontal slowness (Sx, Sy). After finding the horizontal slowness
(which can be mapped into backazimuth and apparent velocity) of the peak power,
we study how this evolves as the signal time window is slid over the array data
time series.

3.2 Preparing the data
When reviewing the dataset, there were some bugs when reading the miniSEED.
The files were troubleshooted one-by-one, and when we found the corrupted bug.
From this we split the dataset into two, with the split defined by the bug (so
the bug is excluded from both data streams). We also had some artefacts when
plotting the power maps in the slowness space, where the estimated slowness of
the dominant source was found in the centre of the (Sx, Sy) grid, indicating an
infinite apparent velocity corresponding to a wavefront impinging from the vertical
direction.

The dataset is stored in a format called miniSEED, which is a format widely
adopted in the seismology and infrasound communities. miniSEED is a subset of
SEED, a standard that is used to store time-series data. Being a more restricted
file format, storing less metadata makes this a more compact file format (Ahern
et al., 2012). The format is also supported by ObsPy, which makes the pipeline
more streamlined, as there are functions for reading miniSEED-files in this library.

After the miniSEED files had been read, we could start processing the data
and retrieving relevant information about the infrasonic soundscape. Combined
with the information available from a station-specific metadata file (in stationXML
format; see, for example, Saurel et al. (2020) for an overview of the format), all
data and metadata information for further processing are available, including the
names of the traces, start and stop time of the stream, geographical location of
the array sensors, sampling frequencies, etc.

As the stream was long, it was provided in multiple files. These files could be
read one-by-one and later merged into a single Stream object in ObsPy. After
this, the position data for all traces were added to the miniSEED file. Using the
position date, we could create a function to calculate rij . A variable that stored all
the position data, which was put as a parameter when computing the power maps.

Before we started the computation of power maps, we needed to perform
some pre-processing to the stream. This procedure is explained in the following
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sub-chapter.

3.3 Pre-processing and temporal filtering

Before we start applying any beamforming to our stream of data, using detrending,
by implementing st.detrend, we are making sure that the data are demeaned.
Otherwise, we can end up with massive artefacts when filtering. Then we use
st.taper to specify the type of tapering that we are using to detrend, for example,
a Hann window. In addition, we can specify the maximum percentage of tapering
at the end. Finally, we apply a bandpass filter using st.filter, we are using this
to get the signal in the frequency ranges that is of our interest. As demonstrated
in, for example, De Carlo, Hupe et al. (2021), the microbarom wavefield peaks at
around 0.2Hz. Therefore, we study the data after filtering with a passband of 0.1 -
0.5 Hz. An illustration of the tapering in time is provided in Figure 3.1.
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Figure 3.1: Plot of the microbaroms at a normal state, without strong competing
transient signals. A heavy tapering is applied when filtering the channel data
trace, for a better illustration of how a tapering effects the wavefield. The colour-
bar on the right indicates the intensities as the square root of the spectogram.
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3.4. Processing the data

3.4 Processing the data
After we have pre-processed the data, we need to set parameters for the
beamformers. This includes parameters like window length, window fraction,
the slowness grid, the threshold for semblance, the lower and upper frequency of
the data, start and end time, whether to use prewhitening, and which coordinate
system to use.

The window length defines the window length for which each of the power
maps is computed. The window fraction gives the stride until the start of the next
process window, in relation to the window length. By defining a ratio between the
window length and their respective window fraction, we can set the length of each
step so that the number of the collection of the power maps corresponds to the
same time for a different computation using a different beamformer. We define
this as the starting point for each computation.

When we consider incoming waves, they are acoustic waves travelling in the air,
which means that they have a speed of around 340 m/s at ground level. Hence,
we construct a slowness grid where this would be the most natural focus. We
defined the grid to be plus minus 4 for both axes. We also display a circle with
the slowness corresponding to the local speed of sound.

After making multiple calculations using the Capon’s method without
prewhitening, we got some really noisy results. The prewhitening is a diagonal
loading applied to the correlation matrix. This corresponds to adding white noise
to our known signal, meaning that the Capon method resembles the delay-and-sum
beamformer a bit more. The idea is to reduce leakage of the most intense spectral
components that have been badly resolved. Hence we will get a more uniformly
distributed spectrum that approaches white noise. (Thomson and Emery, 2014).

In our study, we have split the project into phases. The first phase comprised
gathering the data and storing this in miniSEED files. We then made a function
for gathering the data in a more accessible way. From this we could get the
desired data with a defined start and stop time. The next step was to perform
computations, such as computing power maps of the stream. To make these
computations available in later stages, like plotting in slowness space, etc., we need
a way to store this. This is done by a store function, which allows us to save the
power maps in .npz files.

3.5 Reviewing the processed data

3.5.1 Backazimuth

Considering longer datasets of infrasound arrays, we can construct multiple power
maps in a time series. From this we can extract the dominant position of the power
maps iterative. This gives us the backazimuth given by the incoming direction
of the dominant signal. Considering backazimuth plots, we can display how the
dominant incoming signals in a wavefield change over time. For example, do we
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have one dominant infrasound source over time, or is the dominant part of the
wavefield mostly a collection of transient signals?

If we consider shorter window lengths when finding power maps, then there
is a greater possibility that a transient signal is the most dominant signal. Such
strong signals can, for example, be a signal from a volcanic eruption, like the signal
observed at the OKIF array station, which will be studied further in the Section
"Initial pre-project to build intuition on infrasound array data properties".

When we consider the backazimuth plots later, we need an idea of what makes
a good backazimuth estimate. For example, when we consider the OKIF array
station, we need to have backazimuth estimation that can pick up shorter duration
signals, like the transient signal from a vulcanic eruption. In contrast, when we
consider longer, near-coninious signals, such as the microbaroms that originate
from the North Atlantic Ocean, we would like a plot with low variance and with
window lengths sufficiently long, so that transient signals are filtered out (see the
plot of the explosions from the mine from Aitik in northern Sweden, 2.16). With
this sort of boundary for filtering out transient signals, we would still like to keep
the window lengths short to be able to pick up smaller changes between incoming
microbarom signals.

3.5.2 Median of backazimuth

When we compare the estimated backazimuth with the plots where we apply a
mean or median over a given window, we get a smoothing effect, which gives
less variation in the plot. However, by doing this, we might lose some resolution
in the temporal variations. Therefore, we apply a shorter sliding window when
calculating the mean and median of these estimates. When comparing the plot of
mean compared to median, the median statistic is known to be robust to outliers.
These outliers could potentially lead to a skew in the estimated direction.

First, we will display the backazimuth found from the data processing. To assess
the results, we want to evaluate the stability and robustness of the beamformer.
When we plot the standard deviation, we can get a view of how the backazimuth
varies in time to study the beamformer stability. The standard deviation plot also
shows when there are structural changes in the dominant incoming signal.

Hence, to evaluate the processing output, we have implemented statistics such
as mean, standard deviation, and median. Then we will evaluate whether one of
the approaches can be superior when considering the incoming direction-of-arrival.
We may implement these statistics on the data in several ways, but we have opted
to use a rolling window of 7 samples. In the time series, the distance from one
data point to another corresponds to 7 minutes and 30 seconds. Therefore, the
total time of a sliding 7-sample window is 52 minutes and 30 seconds. In Figure
3.4, we show a transient signal that originates from an eruption of the Bogoslof
volcano in Alaska for a duration of 5 minutes.

Using the rolling window, we keep a similar number of data points in the plots.
The length of the rolling window is 7, so we keep some variation in the plots,
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3.5. Reviewing the processed data

focussing more on cancelling out potential outliers. By outliers, we mean potential
noise from strong infrasound sources near the array that is not considered to be
microbaroms but more likely transient sources.

With the aim of cancelling out transient sources from our plots, we are going to
choose the most desired statistic for presenting the data. By plotting the standard
deviation, we get a view of the variation of the stream. It can potentially be a
good way to tell when the incoming direction of a dominant signal changes, but it
does not tell us anything about where this new source is coming from.

Considering plotting the mean of a 7 sample rolling window, it can most likely
be a good way to remove smaller local variations. However, if we have an incoming
transient signal from a different direction, this can have a greater impact. These
transient signal outliers could potentially skew the estimated direction. Since we
use overlapping window lengths, multiple estimations will be affected by the outlier,
and hence the estimated incoming direction will change. That is, the predictions
are not as precise.

To cancel out potential transient signals in the backazimuth display, we apply
the median. This will provide some smoothing of local variations and cancel out
shorter transient signals. If we consider the incoming transient signal from the
volcano eruption, this would be present in two windows at most, and would be
filtered out by the rolling median window of 7 samples.

3.5.3 Power maps plotted in slowness space
The power map plot displays the intensity of the dominant incoming wavefront
and its geometry, such as the direction and velocity of the incoming wave. When
we display the power maps, we plot them in terms of relative power in the slowness
space. Slowness is the reciprocal of velocity. The slowness space is defined by two
slowness components, Sx and Sy, one in each direction. From this we can build
the slowness grid. We start by defining Sx and Sy (see, for example Schweitzer,
Fyen et al., 2012);

Sx = sin(θ)
V

(3.1)

and

Sx = cos(θ)
V

, (3.2)

where V is a grid of different velocities.
From this we can define the slowness grid as:

S(x, y) =
√

S2
x + S2

y . (3.3)

We have made a figure that contains five subplots. The upper part is a 2-by-2
of square-shaped slowness plots, while the lower subplot is a backazimuth plot.
All the slowness plots have a label shown in the upper right corner indicating
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which beamformer is used and the window length applied. The slowness plots each
have their corresponding colour bar, placed to the right of the subplot. In the
backazimuth plot, the starting times of all the displayed power maps are indicated
in red, in the upper right part of the plot. The window length of the backazimuth
estimation is indicated with a transparent red box that hovers over the entire
length of the y-axis. The window length, along with the beamforming method, is
placed in the upper right of the backazimuth plot.

3.5.4 Initial pre-project to build intuition on infrasound array
data properties

In this section, we apply array signal processing in a small-scale experiment to
build intuition and understanding of the characteristics of atmospheric infrasound
signals recorded at array stations. Here, we are processing a stream with a duration
of 7 minutes consisting of four traces.

This is a dataset that contains a frequency of a range similar to our main data,
but for the current mini-study we have a known source. It is a stream from an
infrasound station called OKIF. This station is near an underwater volcano and
we reproduce the results of Lyons et al. (2020).

In Figure 3.2, we have an overview of the OKIF array station. On the lower
right, we can see the array design, showing the position of each of the station
elements. On the upper right, we have the array response function for the array,
showing the theoretical resolution. On the upper and lower left, we have the
estimated uncertainties of the backazimuth and apparent velocity, respectively.

In Figure 3.3, we can see a data display of the OKIF array station, calculated
using a library from the University of Alaska Geophysics Tools (UAF Geophysics
team, 2023) Python repositories. The display gives us a good overview of the stream
of data. This will later be used as inspiration when deciding which calculation and
techniques should be used on the IS37 array station data.

The upper panel of the data display shows a simple pressure plot of one channel.
The second panel is a plot of the median of the cross-correlation maxima for each
processed window. A good indication to know if the incoming stream is incoherent
and, if so, if the signal changes. The third plot is an estimate of the trace velocity
of the dominant incoming signal. This estimation can be used as another way
to characterise the incoming signals. The fourth plot shows an estimation of
backazimuth showing the direction-of-arrival. Such plots will be studied in more
detail later. In the bottom plot, we have an estimate of the uncertainty in the
measurements.

As both the source and station positions are known, it is easy to compute the
angle of the incoming wave field. Using these as known factors and by making
a cut-out of a stream where we know when the wave arrival was present in the
data, we can use this to study how beamformers perform when we estimate the
backazimuth. In 3.4 we have plotted a collection of plots from computations
using the delay-and-sum beamformer. Considering the slowness plots, we see that
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Figure 3.2: Collection plot of the design of OKIF array station using the UAF-
geotool package. This uses the framework of Szuberla and Olson (2004) to
estimate the uncertainty in backazimuth estimation (top left panel) and in the
apparent velocity estimation (bottom left panel). The top right shows the array
response function and the bottom right the array sensor relative locations.

the indicated intensities of the incoming sources are large, which means that the
resolution of the beamformer is low.

What makes this interesting is the comparison between the two lower subplots.
The lower subplot shows the preprocessed stream from the incoming signal from
the Bogoslof Volcano eruption. The incoming signal is a transient infrasound with
a duration of around 5 minutes. When estimating the backazimuth, it is quite
clear when the signal arrives. The backazimuth is close to constant under the same
duration as the incoming signal from the eruption is present.

Studying Figures 3.4 and 3.5, we can see higher intensities in the slowness plot
using the Capon’s method. We can also see that when using Capon’s method, the
main lobe in the plot is smaller, meaning the resolution is higher, compared to
using delay-and-sum.

Again, considering Figures 3.4 and 3.5, these plots are mainly how we will
consider the data from the IS37 array station at Bardufoss. That is, each plot of
the backazimuth and then of the power maps displayed in the slowness space.

The plots will mostly be considered by eye; for example, when we consider
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Figure 3.3: Data display of the OKIF array station for estimating direction-of-
arrival. Top panel: Pressure trace or the central array element, bandpass filtered
between 0.1 and 20 Hz. Second panel: average inter-element correlations for
each processing sliding window. Third panel: Trace velocity estimates. Fourth
panel: Backazimuth estimates. Bottom panel: an estimate of uncertainty in the
measurements (see Bishop, Fee and Szuberla, 2020).
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Figure 3.4: OKIF array station data display for 5 January 2005. Top panels:
Power in dB as a function of slowness estimated using delay-and-sum, with a
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Figure 3.5: Same as Figure 3.4, but estimated using Capon’s method.
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3.5. Reviewing the processed data

backazimuth plots, then we would mostly prefer a locally low variance, but it is
also essential that the estimations pick up changes in the incoming wavefield and
how fast these changes are noticed. The changes in backazimuth are compared
with the stratospheric winds similar to what we see in the images 2.5, 2.6 and
2.7. Also, as we know of the stronger microbarom sources and their location, we
have a few expected directions-of-arrivals. The strongest and therefore the most
commonly found dominant incoming signals are microbarom sources from the
North Atlantic Ocean, the Greenland Sea, and the Barents Sea Vorobeva et al.
(2021). Later, the backazimuth plots will also be evaluated in relation to the power
maps to consider whether the estimation of the apparent velocity makes sense.
Summarised, for the backazimuth plots, we would like as little local variance as
possible, but the ability to notice changes in the wavefield is essential.

After the backazimuth plots have been evaluated, we are going to display and
evaluate power maps in the slowness space. In all of the plots, we add a plot of
backazimuth in the bottom panel, as a reference to the power map calculations.
For each of the data displays of power maps, we have included the backazimuth
estimated with the same beamformer as the four power map plots, estimated with
what we found to be the ideal window length.
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CHAPTER 4

Results

In this chapter, we provide the results of our main study related to microbarom
wavefield characterisation, using the methods implemented and described in the
previous section. First, we describe and comment on the findings from estimating
the backazimuth direction-of-arrival. We do this by plotting and commenting
estimations of backazimuth and plotting the estimations as a function of time.

The focus is on assessing the effects of choice of beamformer and length of the
moving processing time window on the estimated backazimuth of the dominating
microbarom wavefront. We also study the beamformer algorithm and the window
length effects on the power maps, where the estimated beamformer output is
plotted as a function of horizontal slowness.

4.1 Backazimuth estimation

In this section, we evaluate the backazimuth estimations, a plot that indicates the
direction of arrival of the dominant incoming signal. Normal backazimuth plots
are reviewed first. Then in order to minimise the variance of the plot, we use a
rolling 7-sample median. The standard deviation plots of the backazimuth are also
reviewed.

Here, we give an overview of the displays presented in this section. First, we
show the two figures, 4.1 and 4.2, showing backazimuth estimates. The first is
a comparison plot of the two beamformers, both estimated by using a one-hour
window length. The second is a comparison plot of what we found to be the
ideal window length for the specific beamformer. That is 15 minutes for the
delay-and-sum beamformer and 8 hours for the Capon’s method. Looking at
Table 4.1, we can clearly see that the estimates using Capon’s beamformer would
benefit from a longer window length, while the delay-and-sum beamformer has a
reasonable low variance for the shortest window length compared to the results
found by the Capon’s beamformer.

For the other following estimations of backazimuth, a 7-sample rolling median
was used, in order to cancel out potential outliers and also for reducing the variance
in the plots.
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4.1. Backazimuth estimation

Table 4.1: From the IS37 array station from 28 January to 4 February 2016.
In this table, the averaged variance of the estimated backazimuth has been
computed for the two beamformers, with window lengths from 0.25 to 8 hours.
The calculations were performed using the SciPy method to calculate the
variance of the measurements made in degrees (scipy.stats.circvar) and
then to average the result over the number of samples.

Window — Variance [[◦]2] —
length Delay-and-sum Capon
0.25h 62.4 1119.5

1h 30.7 831.5
2h 22.1 710.9
4h 19.8 846.2
8h 17.6 458.8

In Figure 4.3 we compare the two beamformers (DAS and Capon’s method)
using a 7-sample rolling median of the backazimuth, using the same window
lengths(one hour), indicates that the Capon’s method results in more variation
when estimating backazimuth for finding direction-of-arrival. In Figure 4.4 we
have a similar plot similar to that of Figure 4.3, but we use window lengths of four
hours. The result is similar, that we get higher variation using Capon’s method. In
Figure 4.5, we display a comparison plot of different window lengths, 15 minutes
and 8 hours, both with the delay-and-sum beamformer. The results are similar,
but the computation with a shorter window length has more variation. The Figure
4.6, the plot similar to that of Figure 4.4, but using Capon’s method. The result is
the same, meaning that a shorter window gives a higher variation. The Figure 4.7,
is a comparison plot of the two beamformers, delay-and-sum with a processing
length of 15 minutes and Capon’s method with a processing length of 8 hours.
The Figure 4.8, is a plot demonstrating the importance of preprocessing before
beamforming.

We had access to 3 months of infrasound channel data recordings from the
IS37 station, starting from 1 January 2016. This time frame is of particular
interest because it comprised both an initial period of a strong stratospheric polar
vortex, but in early March there was a major final Sudden Stratospheric Warming
that disrupted the vortex structure (Manney and Lawrence, 2016). This means
that early in 2016, we expect strong ducting of microbaroms from the North
Atlantic source region to be recorded at IS37 at backazimuths towards the west.
However, from early March, we expect this duct to be disrupted by the change in
stratospheric circulation and instead observe microbarom wavefronts from other
directions.

When displaying segments of processing output and the associated backazimuth
estimation, we plot one week long time period of data. The first example segment is
between 28 January and 4 February 2016, where we mostly have a strong eastward
stratospheric wind that gives microbarom arrivals at IS37 approximately from
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the west. In early February, there is a brief period with dominant microbarom
wavefronts that arrive from the north. Considering this period of time, we can
study the processing output when the stratosphere is in a normal winter state, but
also see how the beamformer performs when another source direction dominates
the microbarom soundscape at IS37.

In practise, we apply the processing pipelines in chunks, one week at a time, to
the entire stream of available data. Both power maps and backazimuth estimations
were saved in separate folders and were hence accessible later for plotting and
further analysis. The output of the different options of the beamformers and
parameter settings was saved separately in an ordered folder structure. We coded a
generic plotting framework that allows one to visualise the backazimuth estimates
as a function of time.

Thereafter, we plotted the backazimuth rolling medians estimated using different
computation approaches and compared these.

4.1.1 Estimation plots of Backazimuth

In this section, we study how the results vary when we consider the two different
beamformers in the study: the delay-and-sum beamformer and Capon’s method. In
the following computations, we have used the same window length when comparing
the two methods. We perform the same comparison using two different window
lengths.

In the figures, 4.1 and 4.2, we display two plots for comparing the beamformers.
The first was at a one-hour window length, then at what we found to be the ideal
window length for the beamformer. The beamformer used and the window length
of the computation are specified in the upper right corner in the figures.

We can note that the variation is high in Figure 4.1, where Capon’s method
has been applied. In comparison, the variance for the delay-and-sum beamformer
is low. Also, both of the beamformers seem to roughly follow the same estimated
direction-of-arrival. In Figure 4.2, the results are as expected. We can see that the
variance of Capon’s method is much lower, and the predicted directions-of-arrivals
are better. For the delay-and-sum beamformer, there is more local variation,
compared to the one-hour window-length computation.

4.1.2 Beamformers comparison using the same sliding
window

In this section, we study how the results vary when we consider the two different
beamformers in the study: the delay-and-sum beamformer and Capon’s method. In
the following computations, we have used the same window length when comparing
the two methods. We perform the same comparison using two different window
lengths.

The output shown in Figure 4.3 was calculated with a window length of one
hour, while Figure 4.4 had a window length of four hours.
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Figure 4.1: I37S station data processing output, displaying the estimated
backazimuth from 28 January to 4 February 2016. Estimations of a microbarom
direction-of-arrival is shown as backazimuth estimations using the beamformers,
delay-and-sum (blue) and Capon’s method (red). For both beamformers, the
processing time window length is one hour.
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Figure 4.2: Same as in 4.1, displaying the estimated backazimuth from 28
January to 4 February 2016. Calculations made using the beamformers, delay-
and-sum (blue) and Capon’s method (red).
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Figure 4.3: I37S array station data processing output, displaying the estimated
backazimuth from 28 January to 4 February 2016. Estimations of a microbarom
direction-of-arrival is shown as the median of the backazimuth estimations using
the beamformers, delay-and-sum (blue) and Capon’s method (red). For both
beamformers, the processing time window length is one hour.

Looking at Figure 4.3, we note that the variation of the computation using
Capon’s method, represented with blue dots, is higher. We also see estimates of
some incoming signals from around zero degrees around 30 January and 1 February.
Comparing this to the delay-and-sum beamformer, displayed with red dots, we
find that these incoming signals are not picked up. However, both beamformers
picked up the new signal backazimuth structure at the end of the timeframe, which
appears on 3 February.

Further comparing the beamformers Figure 4.3, with the plots in Figure 4.4,
where the window length is four hours, we can see that the variance is lower.
Capon’s method appears more consistent in the computation with four hours than
with a one-hour window, but still contains the changes around 30 January and the
first of February that the delay-and-sum beamformer did not estimate. In these
figures, it seems that Capon’s method is more sensitive to picking up signals from
other directions.

With the insights from Figure 4.3 and Figure 4.4 in mind, we now investigate
how the estimates vary when we change the window length. Figure 4.5 shows
the plots from using delay-and-sum with a 15 minute and an 8-hour window, and
Figure 4.6 shows the estimated microbarom backazimuth from the Capon’s method
with the same window length.

In Figure 4.5, we see that the blue-dotted graph of the 8-hour window has
a low variance with almost no changes in the median but still indicates another
source at the end of the timeframe. The other plot, the blue dotted with a window
length of 15 minutes, shows slightly more variation, but does not deviate much
from the other plot.
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Figure 4.4: Same as in Figure 4.3, but with the backazimuth estimations made
using a window length of four hours.
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Figure 4.5: Same as in Figure 4.3, but both estimations have been made using
delay-and-sum, using a window length of 15 min (red) and 8 hours (blue).

In Figure 4.6, we see a pattern similar to that in Figure 4.5. The shorter
window length shows a higher variation in the plot, whereas the beamformer with
a longer window length seems more constant. Also, the possible alternate source
on the first of February is not present using the longer window length.

Figure 4.7 shows a comparison of how the median of the estimated backazimuth
compares using Capon’s method with a long window length and the delay-and-
sum beamformer using a short beamformer. We can see that the computation
using Capon’s method, illustrated by the red-dotted plot, still has more variation
and shows the alternate incoming source in 30 January. On the other hand, the
blue-dotted plot illustrating the computation using delay-and-sum shows that the
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Figure 4.6: Same as in Figure 4.3, but both estimations have been made using
Capon’s method, using a window length of 15 min (red) and 8 hours (blue).
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Figure 4.7: Same as in Figure 4.3, but one estimation is made using delay-and-
sum with a window length of 15 min (red), while the other is made using Capon’s
method with a window length of 8 hours (blue).

new dominant incoming source is more pronounced.

4.1.3 Demonstration of beamforming without prewhitening

In Figure 4.8, we see the difference between a computation using Capon’s method,
with and without the usage of prewhitening. The addition of prewhitening
corresponds to the addition of white noise on the correlation matrix, called diagonal
loading. The plot shows the improvement in performance using diagonal loading.
For later studies, it would be interesting to see how the performance compares to
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Figure 4.8: Same as in Figure 4.3, both estimations have been made using
Capon’s method with a window length of 8 hours, but one is estimated without
prewhitening (blue).

a heavier diagonal load. This is because the delay-and-sum beamformer seems to
perform better than Capon’s method with a light diagonal load.

4.2 Power maps in slowness space

In this section, we consider the power maps plotted in slowness space. First, we
give a general introduction to the type of figure that we use in our illustrations
(power map). We then proceed to describe the various figures before rounding off
with comparisons of the beamformers when choosing a fitting window length.

The intensity of the infrasound is displayed in colour, described by the colourbar
to the right of each plot. All plots contain a dotted black circle indicating the
speed of sound at 15 degrees Celsius, which is 334 m/s. This circle is a reference
for the slowness space plots. Sources that go towards the centre have a higher
velocity and go towards infinity. If something is outside the circle, it means that
the infrasound has a lower speed and decreases as we go towards the boundaries.

To compact the number of figures, we made an outline of four slowness plots
with different window lengths. Under the four slowness plots, we plot the estimation
of the backazimuth. We have not used the median in this section, as this would
delay not be a direct fit, in time, to the power maps plotted in slowness space.
This figure outlay gives a better overview, as we can compare how the slowness
maps look at a specified time, shown on the time series of the backazimuth plot.

To highlight more of the difference between the different plots, we have added
a flooring effect for the colours in the plots. By doing this, we might lose some
of the noise and other incoming sources of lower intensities, but this will make it
easier for us to compare the plots and evaluate its resolution.
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The intensity of the plot varies over time and certainly in the presence of
transient signals. To cancel out this variation, we created a new scale in decibels
for every image. We do this by finding the max decibel value in the image and set
this to be an upper bound. Subsequently, we set the lower bound of the image with
a flooring effect, i.e., setting the lower bound to be the upper bound in decibels
minus 5.

In Figure 4.9 we have plotted the power map from an instance where the
estimated backazimuth was constant. In the slowness space, we see a clear source
with a higher intensity in the lower right of the figure, around the dotted circle,
defined as the speed of sound. Also, the four plots in the slowness space are similar.

In Figure 4.10 we have plotted the power map of an instance where the
backazimuth plot had a high variance. Note that the delay-and-sum did not
estimate a dominant source from another incoming direction, even though the
intensity of the backazimuth plot at that time was weaker than that of the normal
state. Evaluating the four plots of power maps plotted in the slowness space, we
see a lot of variation. There do not appear to be clear similarities between the
plots and there do not appear to be any clear signs of a source, as in Figure 4.9.

Evaluating Figure 4.11, we have chosen another moment in the time series to
consider another plot in the slowness space. This moment has been chosen because
both the computation using the delay-and-sum and Capon’s method estimated
the backazimuth to have a dominant signal from another incoming direction; see
Figure 4.7. In this slowness plot, we can see that the upper right slowness plot,
with a window length of two hours, is of decent quality. The upper left is not as
good, and the two plots in the middle are mostly random noise.

In Figure 4.12, we see the plot in the slowness space, under a near constant
estimate of backazimuth. As the signal seems to be more constant, we have chosen
to plot the slowness from a window length of 15 minutes to two hours. In the
plots, we see a plot that has the same tendencies as the plot from 4.9, although
the contrast that highlights the source is much better. The power map in slowness
space computed using Capon’s method had a rounder appearance, while Figure 4.9
had a highlighted source that was narrower and followed the black dotted circle,
indicating the speed of sound. There are also signs of another secondary incoming
source to the left of the dominant source.

In Figure 4.13, we see a display of power maps in the slowness space. We see
similarities to the plot in Figure 4.12, but in this figure we see more noise because
the contrast is lower. Note that most of the other indicated noise is around the
same velocity as our dominant source of microbaroms.

In Figure 4.14, we show a power map in the slowness space, where the associated
backazimuth plot indicates that the dominant source is a microbarom wavefront
coming from another direction than usual for this time of year. In the slowness
plots, we can also observe multiple incoming infrasound sources. A collection of
sources comes from the middle left, corresponding to plus/minus 25 degrees. The
other collection in these plots comes from the southeast at around −100 degrees.

Analysing the slowness space plots of Figures 4.9, 4.10 and 4.11, we see a small
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4.2. Power maps in slowness space
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Figure 4.9: IS37 station data display from 7 January to 14 January 2016. Top
and middle panels: Power in dB as a function of slowness estimated using
capon’s method(indicated with "C" in the upper right of each plot, while the "h"
stands for the window length in hours), with a window length of 1 h (upper left), 2
h (upper right), 4 h (middle left) and 8 h (middle right) hours. The black circles
correspond to an apparent velocity of 340 m/s. Bottom panel: Backazimuth as a
function of time, with a transparent red box at 13h52 08 January indicating the
window length.
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Figure 4.10: Same as in Figure 4.9, but the window length has been set to
04h30 12 January 2016.
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4.2. Power maps in slowness space
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Figure 4.11: Same as in Figure 4.9, but the data display is from 28 January to 4
February and the window length has been set to 12h30 3 February 2016.
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Figure 4.12: Same as in Figure 4.9, but estimations has been made using the
delay-and-sum beamformer. The beamformer and window lengths are indicated
in the upper right corner of each slowness plot.
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4.2. Power maps in slowness space
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Figure 4.13: Same as in Figure 4.9, but estimations has been made using the
delay-and-sum beamformer. The window lengths are indicated in the upper right
corner of each slowness plot. Also the window length has been set to 04h30 12
January 2016.
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Figure 4.14: Same as in Figure 4.9, but estimations has been made using the
delay-and-sum beamformer. With the window lengths indicated in the upper
right corner of each slowness plot. Also the window length has been set to
12h30 3 February 2016.
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4.2. Power maps in slowness space

tendency of more noise and lower resolution in the plots of longer window lengths.
This is barely visible, but when considering the dominant source in Figure 4.11
and looking at the plots of a 15 minute window length and a 2 hour window length,
it is easier to separate the two sources placed west in the plot for the plot using a
15 minute window length.
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CHAPTER 5

Discussion

In this chapter, we consider the results of the Results chapter. Our main focus is
on characterising a wavefield and how to optimise the parameters for estimating
backazimuth and power maps viewed in slowness space. In addition, the study of
the beamformer algorithm and the effects of window length on power maps will be
discussed.

5.1 Comparing power maps from OKIF and IS37
Stream

Comparing the plots using the stream from the OKIF station and the IS37 station
shows that the results are different. den Ouden, Assink, Smets, Shani-Kadmiel
et al. (2020a) shows that the capability of detecting interfering signals comes down
to the resolution of the beamforming. The resolution is quantified by the array
response determined by the beamformer and the array outlay, which concludes that
if the resolution is low, then the dominant source masks out other subdominant
sources.

Considering Figure 3.4 using the delay-and-sum method on the OKIF dataset,
we see that the number of different values in the backazimuth plot is limited. We
also see large gaps between the angles. Considering the plot in slowness space,
we see that the size of the dominant source is so big that it masks out potential
other sources. Comparing this to the plots using the data from the IS37 station,
we see that the resolution is higher. This indicates the difference from using the
four-element array in the OKIF array to the IS37 array of 10 elements. This
corresponds well to (den Ouden, Assink, Smets, Shani-Kadmiel et al., 2020a), that
a short aperture provides a low resolution, while a longer aperture makes a higher
resolution.

When we consider the plots of power maps shown in the slowness space, there
are also differences in the results. Considering the power maps from the OKIF
array station, we can see that the resolution is significantly higher when using
Capon’s method. In contrast, for the IS37 array station, we see that the resolution
is higher when the delay-and-sum beamformer is used. Considering the intensities
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5.2. Backazimuth plots
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Figure 5.1: Plot of the standard deviation of the estimated backazimuth using
delay-and-sum. The red dots display the estimates using a window length of 15
minutes, while the blue are for a window length of 8 hours.

in the slowness plots, we can see that the intensity is higher in the data from the
OKIF array station. Hence, we suggest that the signal-to-noise ratio (SNR) is
higher for the transient signal in the OKIF data, and building on this, the Capon’s
method performs better under such conditions.

Calculations of the Capon’s method has been with the addition of prewhitening
(see the diagonal loading subsection). An alternate of the Capon’s method where
some diagonal loading is applied. Since our calculations using this modification
of Capon’s method perform worse when considering microbaroms, in a later
study we could try to add a heavier load of diagonal loading. Otherwise, the
CLEAN alteration of the Capon’s method could possibly yield better results, as it
performs better in the presence of multiple sources(see, den Ouden, Assink, Smets,
Shani-Kadmiel et al., 2020b).

5.2 Backazimuth plots
Starting with the delay-and-sum beamformer, we see that it is robust, as it gives
consistent estimates of the backazimuth. This is also confirmed when one looks at
the standard deviation of the backazimuth as estimated over a sliding window and
plotted in Figure 5.1. We see that the standard deviation is higher when we apply
a shorter window length, which indicates that this makes the beamformer more
sensitive and therefore also detects potential competing signals from shorter or
weaker sources, impinging from other directions.

When Capon’s method is applied, Figure 5.2 displays the standard deviation of
the backazimuth estimation evaluated over a sliding window. We can see similar
traits as in the standard deviation plot for delay-and-sum, with the variation being
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Figure 5.2: Same as Figure 5.1, but with the backazimuth estimated using
Capon’s method.

lower for longer window lengths. Comparing the two figures 5.1 and 5.2, we can
note that the variance of the computation using Capon’s method is significantly
higher compared to that for the delay-and-sum beamformer. This illustrates
that Capon’s method is more sensitive. We can observe that it estimates the
backazimuths corresponding to waves impinging a great variety of directions.

We tried to compensate for the sensitivity by changing the window length. For
the delay-and-sum beamformer, we used a window length of 15 minutes, while on
the Capon’s method, we used a window length of 8 hours (can be seen in 4.2). In
the figure, we can see that the variation between the two beamformers is more
similar, but the Capon’s method seems to be more sensitive to change in the
direction of the incoming waves.

To further reduce the local variation in the backazimuth plot, we investigated
the use of a rolling median of 7 samples, as seen in the figures of 4.3 – 4.7. This
leads to a beneficial averaging effect with the addition of cancelling out potential
outliers. The downside of the 7-sample rolling median is that some sensitivity is
lost.

5.3 Slowness-space power map displays

After we have studied the backazimuth estimates generated using various window
lengths for the two beamformers, we now investigate properties of the associated
power maps in slowness space. The backazimuth (and apparent velocity) of the
dominating wavefront is extracted by reading off these parameters from the point
in slowness space where the beamformer output power is maximised.

We have chosen three-time particular time instances of interest where the
impinging wavefields are of different character. The first chosen instance was on
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5.3. Slowness-space power map displays
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Figure 5.3: IS37 station data display from 7 January to 14 January 2016. Upper
left: Slowness space plots of power map computed with the delay-and-sum
beamformer using a window length of 0.25 hours.
Upper right: Slowness space plots of power map computed with the Capon’s
method using a window length of 8 hours.
Lower plot: Backazimuth computed with the delay-and-sum beamformer with a
window length of 0.25 hours.

8 January 2016, with the displayed results corresponding to a data window that
started at 13h52. The second timeframe of interest that is displayed is on 12
January 2016, with the data window starting at 04h30. The last timeframe of
interest is on 3 February 2016, with the data window starting at 12h30. For these
three time frames of interest, we have displayed the corresponding power maps in
the slowness space in Figures 5.3, 5.4 and 5.5. These time frames of interest were
also included in the earlier figures displaying power maps in slowness space.

The plots displayed comprise only a subset of the displays assessed and
considered in the processing time window analysis. From all window lengths
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Figure 5.4: Same as in Figure 5.3, but with the window length set to 12h30 at
04h30 12 February 2016.

tested out, we have picked out what appear to be beneficial choices of window
lengths, when studying the resulting backazimuth estimate patterns and variations.
Thus, we conclude that the delay-and-sum beamformer gives more reliable estimates
for a window length of 15 minutes. For the Capon’s method related window length,
we have assessed that a longer window length is beneficial in order to get a more
robust result. Hence, we find that, for processing this kind of data at this station,
the delay-and-sum estimation of the backazimuth appears to be the preferred
choice.

We are also interested in assessing how well a beamformer can detect abrupt
changes in the arriving microbarom signal structure, and whether it can handle a
case with two signals from different directions of arrival. First, we consider Capon’s
method with a window length of one up to 8 hours. In the upper right panel of
Figure 5.3, we can study a slowness plot that shows a single clear direction-of-
arrival. We can consider this to be an appropriate resolution for these kinds of
microbarom waves, since the “mainlobe blob” is distinct and clear. Moreover, the

74



5.3. Slowness-space power map displays
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Figure 5.5: Same as in Figure 5.3, but from 28 January to 4 February 2016.
With the window length set to 12h30 at 3 February 2016.

rest of the display does not indicate many traits of disturbing noise. In the upper
left panel of the same figure, we display the power maps resulting from applying
the delay-and-sum beamformer. This looks similar to the slowness plot using
Capon’s method, although the size of the incoming signal mainlobe blob has more
contrast relative to the background, and the lobe follows a circle indicated at the
horizontal slowness amplitude corresponding to the local speed of sound. There
are also some signs of another source impinging at the same time. We did not see
this pattern from the estimates using Capon’s method, plotted in the upper right
of the same figure.

Taking into account the second time period of interest, perform a similar
analysis. That is, we compare the two beamformers but now for the time frame on
12 January 2016. Using the Capon’s method, plotted in the upper right in Figure
5.4. Recall that in the lower plot of Figure 4.10, we can see the corresponding
estimated backazimuth time series. Therefore, we have selected an instance in
time where there was a lot of variation in the direction-of-arrival. Note that when
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5. Discussion

considering this time frame, and for outputs computed with the delay-and-sum
beamformer, we can study the lower plot of Figure 4.13. The direction-of-arrival
from the dominant signal does not vary, unlike the calculations using Capon’s
method for the same time period. To evaluate whether Capon’s method picks up
another source, we inspect a power map in slowness space corresponding to this
time period. This can potentially indicate whether there is a change in direction
of the most dominant signal or whether there are multiple competing incoming
waves.

After analysing the slowness plots in the upper left of Figure 5.4, we note that
the estimates seem noisy, without a strong indication of a dominant wavefront.
This plot certainly does not look like the previously displayed slowness plot in
the upper right panel of Figure 5.3, which has a distinct peak. More likely, for
this period there is a presence of incoherent noise, like transient infrasound or
prospectively local turbulence at the array station, that makes the Capon’s method
perform worse. Later studies could investigate local conditions using local weather
stations, etc.

Comparing the second time period of interest and the delay-and-sum
beamformer power map in slowness space, we interpret the following: We still find
the maximum in a similar area as in Figure 5.3(upper left), but we note that there
is another weak source that contributes with power on the left side of the slowness
plot. Considering the colour variations in the plot in the time series, which shows
the power peak in slowness of the incoming infrasound, the intensity is lower,
compared to the more common power within the plotted time period. This could
be an indication that Capon’s method performs worse when the infrasound source
is weaker, i.e. when the microbarom signal-to-noise ratio is lower.

Investigating the third time period of interest, we find a time instance
where both beamformers give a change in backazimuth. This time instance
was investigated in a similar way to the other two time frames of interest and is
shown in Figure 5.5. As presented in 4.2, the setting with the most decent output
quality for this case was with a window length of two hours. We can take into
account that the peak intensity of the power map was located inside the dotted
line (334 m/s apparent velocity). This indicates that the dominant incoming wave
has an apparent velocity considerably higher than in the normal state.

Examining the maximum power in slowness space, which can be read from the
dB-scale of the plots, we note that the one with a more distinguished peak and clear
output corresponds to a time period with a higher peak power. When comparing the
intensity of these slowness plots in Figure 5.3, which has a significantly more robust
output, we can see that those plots are much higher in power at the maximum.
Similarly, in Figure 4.10, the plots have low power and show a less distinctive
signature. Hence, a suggestion could be that Capon’s method performs better in
an environment where the dominant incoming signals are of high power since we
have a higher signal-to-noise ratio. Otherwise, various infrasound sources, such as
other strong microbaroms, will affect the beamforming output characteristics.

Considering the third time period of interest processed with the delay-and-sum
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5.4. Reflections on the processing stepsize

beamformer, displayed in the slowness space in the upper left panel of Figure 5.5,
we note that there are multiple sources resolved resolution. In these slowness plots,
we can see two or maybe even more than two groups of arrivals of similar intensity.
These are more straightforward to assess with a lower window length so that it
can be distinguished whether the source complex components are separated in
time or not.

Considering the collection of slowness plots, the results indicate that the
output of the delay-and-sum beamformer is more suited for microbarom wavefield
assessment. Also, we note that Capon’s method produces less stable output for
several of the investigated cases. It seems that the Capon’s method is too sensitive
to the various noise contributions on the IS37 array. These results are in line with
Capon (1969) where it is stated that the beamformer benefits from a low amount
of incoherent background noise.

5.4 Reflections on the processing stepsize
In these computations, we used window lengths that overlap from 50% up to 98.4%
for the longest window length. This means that when we compute power maps,
there are overlapping samples between the multiple calculations. When we doubled
the window length, we reduced the window fraction by half. By doing this, we
obtained a similar number of power maps when using a window length of 8 hours,
compared to the number of power maps we obtained when using a window length
of 15 minutes, and this can facilitate comparisons. The same goes for the number
of datapoints when we found the backazimuth with different window lengths.

A benefit of this is that when plotting the backazimuth, we had the same
number of datapoints, making it easier to plot two different plots in one figure.
Also, because we have a higher number of datapoints, we have plots that were more
straightforward to interpret with enough points to visually assess how the estimates
change over time. However, this naturally involved a higher computational burden
to produce these outputs compared to a more critically sampled case. This could
potentially be a trade-off factor when studying a long time period, as we did in
this study. For example, computing an out signal for one week with a window
length of 8 hours and a window fraction of 0.5/32 takes close to two hours to
process. This is a considerable amount of time, compared to the calculations on
the OKIF infrasound data with a stream of 20 minutes. In these computations,
we used around 10 seconds, in total, for all 4 window lengths ranging from 5 − 60
seconds.
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CHAPTER 6

Conclusions and further work

6.1 Conclusions

In this study, we have investigated different temporal window lengths and
beamforming techniques to estimate the direction-of-arrival of microbarom
infrasound wavefronts. We applied both Capon’s method and the delay-and-
sum beamformer. It should be noted that Capon’s method without prewhitening
performed poorly, and hence all computations using this method had a prewhitening
applied. This means that a diagonal loading has been applied to the correlation
matrix.

For the IS37 array station calculations using Capon’s method, with the
prewhitening applied, the results gave for the most parts worse resolution than
the delay-and-sum beamformer. This has been a surprising element in this study.
An additional further study of this would be interesting to investigate the local
conditions that affect the results. It would also be interesting to see how the
CLEAN beamformer (an alteration of Capon’s method) would perform, since it
performs better when multiple incoming sources are present (den Ouden, Assink,
Smets, Shani-Kadmiel et al., 2020b).

We evaluated the effect of various window lengths for each of the beamformers.
This was done via an evaluation of the resulting time development of the
dominating wavefront backazimuth direction-of-arrival estimation, extracted from
the maximum peak of the power map in slowness space as produced by the
beamformers, given a selected window length.

To build an intuition about properties of infrasound datasets and their
processing, we started out with a smaller project where we processed an infrasound
array data stream containing a transient signal from a volcano eruption. From this
we built a framework to process longer streams of infrasound data and predicted
the direction-of-arrival from microbaroms.

Subsequently, we considered a stream of several winter months of infrasound
recorded from an infrasound array, IS37 at Bardufoss, northern Norway. We
performed extensive experimentation with computations of power maps over
horizontal slowness grids, using varying window lengths both for the Capon and
delay-and-sum beamformers. Each processing setting results in a separate time
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6.2. Suggestions for further study

series of backazimuth towards the dominating microbarom wavefront.
Evaluating the visualisation of these results, we found that the Capon’s method

was sensitive to the present incoherent noise. Therefore, the method benefits
from using a longer window length as the variance is reduced. The delay-and-sum
beamformer was found to be more robust and handled incoherent noise much
better. Due to the robustness, we found that we can use shorter window lengths
while still maintaining a reliable backazimuth estimate. This approach is also less
computationally demanding and hence requires less processing time. Using shorter
window lengths also helps to pick up changes in signals faster, and there is also a
chance of noticing smaller changes in the incoming wavefield. Therefore, based
on the results from the IS37 array station, we suggest using the delay-and-sum
beamformer with a window length of 15 minutes.

6.2 Suggestions for further study
For future work, it would be interesting to see additional flavours of adaptive
beamformers implemented, in particular, if they can be further tuned to the
microbarom context. This could be, as an example, combined with the CLEAN
beamformer iterative processing (den Ouden, Assink, Smets, Shani-Kadmiel et
al., 2020b), which addresses the challenges of separating the directional peaks of
interfering signals, which are not necessarily distinguishable directly from the power
maps output using Capon’s method. The CLEAN beamformer is constructed to
iterative select the maximum of the f-k-spectra, and then remove a percentage of
the corresponding signal from the cross-spectral density matrix.

It would also be interesting to study post-processing filters for noise reduction,
to see how they could affect the plot of the power maps in slowness space.

Moreover, assessing the reliability of beamformers and processing settings for
microbaroms could be facilitated if it was combined with an appropriate modelling
of the microbarom soundscape. This can be done with the support of specialised
microbarom source and wave propagation modelling (see, for example, De Carlo,
Ardhuin and Le Pichon (2020), De Carlo, Hupe et al. (2021), Vorobeva et al. (2021)
and Ouden et al. (2021)). It is also worth underlining that a combination of the
output from microbarom wavefield modelling with processed infrasound array data
recordings will probably be key components in a prospective future assimilation to
enhance atmospheric models. Ideally, such frameworks would include an analysis
of datasets from global networks of infrasound stations and not single-station
assessments, as in the current study.
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