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Abstract

We adopt the phase-field crystal (PFC) approach to study nonequilibrium dynamics for
systems with broken translational and rotational symmetry, i.e., crystalline materials. The
focus is on understanding the fundamental defects of the crystalline lattice, i.e., dislocations,
in relation to their topological and kinematic properties, and how dislocations are coupled
with far-field elastic distortions. By restricting the diffusive PFC dynamics to mechanical
equilibrium, we study and characterize the nucleation of dislocations induced by external
stress. Extending this description to other crystal symmetries and higher dimensions,
we formulate a description of the configurational stress, which is valid in any Ginzburg-
Landau-type theory. This is further exploited in developing a hydrodynamic PFC theory
for polycrystalline systems with elastic interactions. Then, we characterize dislocation lines
in a 3D bcc crystal lattice, derive an explicit expression for the local dislocation velocity,
and show that the dislocations are driven by overdamped motion in response to the Peach-
Koehler force with an explicit expression for the mobility. Since the order parameter
describing the crystal phase is continuous and well-defined at the crystal defects, we can
define a non-singular theory of the defect density. This idea is generalized beyond the
crystalline symmetry, and a unified framework is presented to describe both local non-
linear excitations and topological defects, which is also applied to Bose-Einstein condensates,
and active nematic liquid crystals.
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Sammendrag

Vi anvender fase-feltkrystallen (PFC) for å studere ikke-likevektsdynamikk for systemer
med brutt translasjons- og rotasjonssymmetri, dvs. krystallinske materialer. Fokuset er på å
forstå de grunnleggende defektene i det krystallinske gitteret, dvs. dislokasjoner, i forhold
til deres topologiske og kinematiske egenskaper, og hvordan dislokasjoner er koblet med
elastiske fjernfelt. Ved å begrense den diffusive PFC-dynamikken til mekanisk likevekt, stud-
erer og karakteriserer vi kjernedannelsen av dislokasjoner indusert av ytre stress. Ved å utvide
denne beskrivelsen til andre krystallsymmetrier og høyere dimensjoner, formulerer vi en
beskrivelse av konfigurasjonssstresset, som er gyldig i enhver Ginzburg-Landau-teori. Dette
utnyttes videre for å utvikle en hydrodynamisk PFC-teori for polykrystallinske systemer med
elastiske vekselvirkninger. Deretter karakteriserer vi dislokasjonslinjer i et 3D kroppssentrert
krystallgitter, utleder et eksplisitt uttrykk for den lokale dislokasjonshastigheten, og viser at
dislokasjonene er drevet av overdempet bevegelse respons til Peach-Koehler-kraften med et
eksplisitt uttrykk for mobiliteten. Siden ordensparameteren som beskriver krystallfasen
er kontinuerlig og veldefinert ved krystalldefektene, kan vi definere en ikke-singulær teori
om defekttettheten. Denne idéen er generalisert utover den krystallinske symmetrien, og
et enhetlig rammeverk presenteres for å beskrive både lokale ikke-lineære eksitasjoner og
topologiske defekter, som også anvendes på Bose-Einstein-kondensater, og aktive nematiske
flytende krystaller.
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chapter 1

Introduction

“For the birth of something new, there has to be a happening. Newton
saw an apple fall; James Watt watched a kettle boil; Röntgen fogged some
photographic plates. And these people knew enough to translate ordinary
happenings into something new.

- Alexander Fleming [6]

I wonder how long Wilhelm Conrad Röntgen looked at the glow on his platinobarium
screen before, or if at all, he understood that he was about to catapult physics into its
most productive century to date [7]. The year was 1895, the world was recovering from
the Russian flu, and poor Röntgen was only trying to cover up his "Crookes tubes" with
black cardboard when said screen started glowing with a blue-grayish flavor. Something
had passed through the cardboard! Excited by his discovery, he plunged into a seven-week-
long study of the invisible, later to be named, x-rays. X-rays passed through some, but
not all, tissue. Like skin but not bone, for instance, which he used to produce one of
the first x-ray images — his wife’s hand with a ring. The discovery awarded Röntgen the
first-ever Nobel prize in physics, which he received in 1901. From there, it took only ten
years before Max von Laue made another Nobel-prize-inducing discovery, namely that
these were electromagnetic waves diffracting off certain solids. While the idea that crystals
were made up of a periodic arrangement of atoms had been around for some time, this
discovery was one of the final proofs needed to convince the scientific world [8]. This
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Figure 1.1: Hand mit Ringen, the first x-ray image. Taken by Wilhelm Conrad Röntgen in
1895 of his wife’s hand (public domain).

crucial knowledge could explain why solids have elastic properties and, combined with
the contemporary development of quantum mechanics, why some solids are excellent
conductors, and others are not.

The appearance of crystal structure in some solids is the emergence of order due to
a lowering of temperature. Like how water in a bottle goes from a liquid state, in which
molecules chaotically zoom about, to an orderly crystalline ice state, where the molecules
line up like soldiers in a military tattoo. From one’s first course in thermal physics, many are
left with the misconception that everything in the universe evolves towards more disorder.
While this is true globally, order may spontaneously arise in smaller subparts. How else
would something as unique as the Eiffel Tower, the Solar System, or even Life itself, emerge
in our corner of the universe? Or the water in the aforementioned bottle turn into ice? The
fundamental driving force behind this process can be understood from the definition of a
single, useful quantity, the so-called free energy F. In the same way that energy, and the
first law of thermodynamics, can explain how a roller coaster maintains its speed through
a loop, the free energy, and the second law of thermodynamics, can explain this bottled
water-ice transition. The exact form of Fvaries but may, in some situations, be written as

F=U − T S, (1.0.1)

where U is the internal energy, T the temperature and S the entropy — a measure of disor-
der. The second law of thermodynamics can be reformulated to state that Fmonotonically
decreases, i.e., the water molecules will organize themselves to minimize the free energy.
At high temperatures, because of the second term −T S , the molecules seek to make the
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Figure 1.2: One of the first diffraction patterns from x-ray scattering of ZnS, as reported in
the publication by Max von Laues group in 1912 [9] (public domain).

entropy large, preferring a state of much disorder, i.e., they will organize themselves in the
highly disordered gas state. As the temperature is reduced, the importance of −T S lessens,
and the balance between the two terms in the free energy changes. At a critical temperature,
the water will abruptly transition to a state where the molecules are much closer, creating
bonds to reach a configuration of much lower internal energy. The water has condensed
into a liquid state. The liquid still has a sizeable contribution to its entropy from the
disorderly way the molecules glide past one another in all directions. As the temperature
is further reduced, however, the contribution from −T S gets even smaller, and at a new
critical temperature, the balance of terms in Fshifts again. The water molecules suddenly
arrange themselves in an orderly, low entropy configuration, in which the internal energy
is even lower. The water has frozen into a solid state.

The unification of liquids and solids under the common umbrella of condensed matter,
began in the 1960s as solid-state scientists turned their attention to other, non-solid, states
[10]. Condensed matter physics, therefore, is arguably the biggest branch of physics since
it is the framework that unites specific physical theories across time and length scales. It
has dominated the scene since the beginning of the 20th century with the discoveries by
Röntgen and von Laue, and has since expanded to find strong cross-scale similarities and
emergent properties in many exciting materials by uniting previously disconnected fields,
such as metallurgy, elasticity, magnetism, and crystallography. The 1950s brought the full
use of topology into its arsenal, deriving intriguing properties of metals from their Fermi
surfaces’ topological structure. In addition, it was discovered that many materials contained
tiny defects which the topological constraints of the microscopic order could explain.
Given the name topological defects, these were shown to control many vital features across
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Figure 1.3: Polarizing microscope texture of a thin liquid crystalline film containing a pair
of point topological defects. Reprinted from the National Science Foundation Multimedia
gallery under a non-commercial license [11]. Copyright Oleg Lavrentovich, Liquid Crystal
Institute, Kent State University.

systems of interest, such as the plastic properties in materials, turbulence in Bose-Einstein
condensates, and optical properties of nematic liquid crystal films.

While quantum mechanics was used to determine the properties of small and idealized
cases, physicists and engineers also started to simulate material behavior on longer scales
with the enormous growth of computing power that evolved in the second half of the 20th
century. The method of simulating every atom individually, i.e., molecular dynamics, was
introduced in the 1950s, following the success of Monte Carlo simulations [12]. Although
the continuum theory of elasticity could reasonably explain materials under moderate load,
the exact nature of how materials yielded relied on the microscopic details of the interacting
constituents. Thus, the dream of bridging these microscopic theories with the macroscopic
theories of elasticity and phenomenological plasticity was born and later became known
as Multiscale Modelling of Materials (MMM) [13]. Such a bridging of models is crucial
to describe cross-scale phenomena, ranging from engineering materials with desirable
electronic properties to technological progress in construction, and earthquake prediction
through understanding the primary mechanism of sudden yields in the upper parts of the
Earth’s mantle. One of the new methods developed in the following decades was density
functional theory (DFT), a theory building on the pioneering work of Llewellyn Thomas
[14], and Enrico Fermi [15] in the late 1920s using functional theory on electron systems.
In the novel context, however, DFT was applied to the atomic density, effectively coarse-
graining out the thermal vibrations of the atoms, which, when coupled to a dynamical
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equation of motion derived from microscopic considerations, allowed the theory to reach
even longer time scales [16]. In the case of crystalline materials, however, DFT still needed
to resolve the material length scale of the atomic lattice. To further extend the models to
longer length scales, new theories were introduced that treated the crystalline defects, such
as grain boundaries, cracks, and dislocations, as the interacting "particles". One example is
the discrete dislocation dynamics (DDD) theory, introduced in the mid-1980s [17]. From
this picture of interacting defects, statistical mechanics methods have been used to try
and re-derive the effective theories of plasticity [18, 19]. It is in this hierarchical picture of
modeling approaches that the phase-field crystal (PFC) fits. Introduced in 2004, it was a
model resembling dynamical DFT but with some simplifying assumptions that allowed it
to reach longer time scales while preserving the essential features of elasticity and defect
interactions. As such, the model can be used to study the interactions of the defects from
an emergent point of view, and, due to the simplicity of the method, derive analytical
predictions for their motion. However, to achieve this goal, a good understanding of how
to relate the topology of the PFC and its dynamical evolution with that of the dislocations,
which are, in fact, topological defects of the crystal defect, is crucial. Some work in this
regard had recently been done [20, 21], but was limited to a single 2D crystal symmetry
with isotropic elasticity.

This thesis closes the gap between the PFC description of crystalline solids and con-
tinuum plasticity theory and shall serve as a travel guide through the fascinating world
of symmetry, topology, and crystal deformations. To start, in Chapter 2, we give a brief
introduction to non-equilibrium thermal physics and crystal structure. Therein, we will
see that as the uniform and symmetric state of the liquid condenses into a crystalline solid,
its symmetry is broken. Symmetry, topology, and topological defects will be expanded
upon in Chapter 3 before we look at elasticity theory in Chapter 4. Finally, we will arrive at
the concrete model for a crystalline lattice with the PFC, which is described in Chapter 5.
The theoretical advances made by the papers on which this thesis is based will be given in
Chapter 6.

Notation

While the notation varies between papers, we will stick to a few standard conventions
in this thesis. While index notation is precise, vector form notation is perceived as more
readable. Therefore, we will switch between tensors written in index notation and vector
form as appropriate (and sometimes give both).

ui (1.0.2)

represents the ith Cartesian coordinate of the vector u. Rank ≥ 2 tensors will not be
denoted in bold font but are typically given greek letters, such as α,σ,ϵ or ω. When
ordinary letters denote rank ≥ 2 tensors, they will be given in blackboard bold, e.g., u.
Repeated indices are summed over, e.g.,

ϵijaibj = ϵ11a1b1 + ϵ12a1b2 + ϵ21a2b1 + ϵ22a2b2. (1.0.3)
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The dot-product is a contraction over the last index, e.g.,

a ·b = aibi (∇ · σ)i = ∂jσij . (1.0.4)

Here, we also see the introduction of the gradient operator∇, whose component ∂i is the
partial derivative with respect to the ith Cartesian coordinate, i.e.,

∂i =
∂
∂ri

. (1.0.5)

The double-dot symbol denotes a contraction over the last two indices, e.g.,

α : α = αijαij (C : ε)ij = Cijklεkl . (1.0.6)

The imaginary unit will be denoted i to avoid confusion with the index i. Index sym-
metrization () and anti-symmetrization [] will be used throughout. They are defined for an
tensor A with two indices by

A(ij) =
1
2
(Aij +Aji) A[ij] =

1
2
(Aij −Aji). (1.0.7)

The Fourier transform of a function f will be denoted ff and is defined as

ff(k) =
∫

ddre−ik·rf (r), (1.0.8)

and the inverse is given by

f (r) =
1

(2π)d

∫
ddkeik·rff(k), (1.0.9)

where d is the spatial dimension.
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chapter 2

Condensed matter physics approach to solid crystals

“There are very few things that can be proved rigorously in condensed
matter physics.

- Anthony James Leggett [22]

The phase-field crystal is known in condensed matter physics as a mean-field model. It
describes the crystal phase through a one-body density function, which at equilibrium is a
minimizer of a phenomenological free energy functional, which is well-defined for slightly
out-of-equilibrium configurations. In this chapter, we will present some basic principles of
density functional theory, which can be used to calculate the properties of such one-body
densities. We will then see how the crystal structure is represented as periodic modulations
in this density field and why this produces the diffraction pattern we referenced in the
introduction. Finally, we will introduce a particular Ginzburg-Landau phenomenological
mean-field theory for the liquid-solid phase transition, which resembles very closely the
PFC model that will be presented in Chapter 5.

2.1 Statistical mechanics in out-of-equilibrium systems

Statistical mechanics provides an extensive framework for discussing the equilibrium prop-
erties of liquids and solids. In equilibrium, one defines a suitable free energy (in an appro-
priate ensemble) that depends on the extensive and intensive variables that are controlled.
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∆t ∼ ps

⟨ρ̂⟩f

Figure 2.1: Averaging a density operator ρ̂ over a short time gives a picture of the liquid as a
translational and rotationally invariant structure.

Other thermodynamic variables are defined as appropriate derivatives of this quantity. As
mentioned, the phase-field crystal model, introduced in Chapter 5, builds upon the notion
of a free energy defined both at, and away from, equilibrium. The principles of statistical
mechanics must thus be extended to out-of-equilibrium situations, which must be done
with care. In this section, we will follow Ref. [23] in deriving a consistent, classical frame-
work for non-equilibrium statistical mechanics of out-of-equilibrium liquids, providing a
theoretical basis for discussing the free energy in such configurations. The goal is to show
how one can consistently express a free energy Fin terms of a one-body density function
ρ of a single-component density, which can be thought of as a temporal average of the
density operator

ρ̂(r) =
N∑
n=1

δ(3)(r − rn), (2.1.1)

summing over all the N particles in the system located at {rn}. The idea is shown in Fig.
2.1, where the density operator ρ̂ is shown in the left-most panel as a still image of the
particle positions. Over a small time interval, the positions of the particles are "smeared out"
(right-most panel), which can be mathematically described by a phase space probability
function f

ρ = ⟨ρ̂⟩f = Trcl(f ρ̂), (2.1.2)

The one-body density

where Trcl is the classical phase space trace, integrating over all positions {rn} and momenta
{pn}, given by

Trcl =
∞∑

N=1

1
h3NN !

∫
ddr1...d

drN

∫
ddp1...d

dpN , (2.1.3)

where h is Planck’s contant. Whether such a picture of time averaging can be expressed
as a probability integral of canonical distributions in equilibrium is related to the ergodic
hypothesis [24]. It is an exciting question with interesting philosophical implications, but
not crucial for this thesis, so we shall assume such a picture and not discuss this point
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further. We consider a system of interacting particles in the grand canonical ensemble, i.e.,
at a given temperature T and chemical potential µ. Let f0 be the equilibrium probability
density, given as a function of the thermodynamic beta β, by

f0 = Ξ
−1 exp(−β(HN − µN )), (2.1.4)

where HN is the N -particle Hamiltonian

HN = K(p1, ...,pN ) +U (r1, ...,rN ) +
N∑
n=1

Vext(rn), (2.1.5)

where Vext is an external potential andΞ is the grand partition function

Ξ = Trcl exp(−β(HN − µN )), (2.1.6)

from which we defineΩ0 = −β−1 lnΞ, the grand potential. The kinetic and interaction
contributions to the Hamiltonian are given by

K =
N∑
n=1

p2
n

2m
, (2.1.7)

with each particle having mass m, and

U =
N∑

n>m=1

Vint(rn − rm), (2.1.8)

respectively, where Vint(rn − rm) is an interaction potential. The one-body density may be
derived fromΞby introducing a virtual shift in the chemical potentialµN →

∫
ddrµ(r)ρ̂(r)

using the standard derivative technique in thermodynamics [25]

ρ(r) = − δΩ0

δµ(r)
. (2.1.9)

In addition, the Ursell function Sρρ(r,r′), which expresses correlations in the deviation
∆ρ̂ = ρ̂− ρ from the equilibrium density ρ ≡ ⟨ρ̂⟩f0 , can be written as

Sρρ(r,r
′) = ⟨∆ρ̂(r)∆ρ̂(r′)⟩f0 = −β

−1 δ2Ω0

δµ(r)δµ(r′)
. (2.1.10)

The Ursell function

Now, we introduce the fundamental assumption in this approach to non-equilibrium
statistical mechanics, namely that the following functional may serve as an extension of
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the grand potential to out-of-equilibrium configurations, i.e., for an arbitrary phase space
probability density f ,

Ω[f ] = ⟨HN ⟩f − µ⟨N ⟩f − β−1Sf = Trcl
(
f (HN − µN + β−1 lnf )

)
, (2.1.11)

where
Sf = −Trcl(f lnf ) (2.1.12)

is the Shannon entropy of f . It can (easily) be shown that the equilibrium grand potential
Ω0 is found by inserting f0, Eq. (2.1.4), into Eq. (2.1.11). It can also (less easily) be shown
that for any other f ,Ω[f ] >Ω[f0] [23], which is crucial since the grand potential should
be at a minimum in equilibrium. Furthermore, for a given one-body density ρ, there exists a
unique (fictive) external potential V ′ext(r), so that ρ = Trclf

′ρ̂, where f ′ is the equilibrium
phase space density corresponding to V ′ext(r). In other words, given ρ, there exists a unique
f ′ that we may use to define an intrinsic free energy F[ρ], given by

F[ρ] = ⟨K⟩f ′ + ⟨U⟩f ′ − β−1Sf ′ = Trcl(f
′ (K +U + β−1 lnf ′)), (2.1.13)

and the generalized grand potential can be written as

Ω[ρ] = F[ρ] +
∫

ddrρVext − µ
∫

ddrρ. (2.1.14)

Note that while V ′ext is the fictive external potential used to construct F, Vext is the actual
external potential in consideration, and they coincide only in equilibrium. SinceΩ[ρ0] =
Ω0, we may take the functional derivative of Eq. (2.1.14) and find that, in equilibrium,

Vext + µin = µ, (2.1.15)

with the intrinsic chemical potential µin defined as

µin =
δF

δρ
. (2.1.16)

Given an expression for F, Eq. (2.1.15) can be used to find the equilibrium density. For
instance, using the intrinsic free energy of the ideal gas, Fid[ρ] = β−1

∫
ddrρ(ln(λ3ρ)−1)

with λ = (h2β/2mπ)1/2 and Vext = 0 results in

ρ(r) = ρ0 = λ
−3 exp(βµ), (2.1.17)

which is the uniform density field visualized in the right-most panel of Fig. 2.1. Given an
expression for the intrinsic free energy F, we may then calculate correlation functions,
stresses, and other out-of-equilibrium quantities using the same equations, e.g., the Ursell
function, Eq. (2.1.10), with Ω0 replaced by Ω. The resulting quantities, evaluated at
equilibrium, coincide with those from regular statistical mechanics.

The assumption that a generalized probability distribution away from equilibrium,
e.g., as in Eq. (2.1.11), may be used to calculate salient physical features is referred to as the
adiabatic approximation. It is formally only correct in the infinitely slow time limit but, in
practice, works well for many systems, even though exceptions exist [26, 27].
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Figure 2.2: Lowering the temperature may cause the uniform liquid state to condense into
a crystalline structure.

2.2 The structure of the crystalline solid

If we include interactions, the ground state is no longer guaranteed to be the uniform state
shown in Fig. 2.1. As we shall see, for the intrinsic free energy that will be introduced for
the PFC in chapter 5, the equilibrium state has a crystalline symmetry at low temperatures.
Figure 2.2 shows a schematic representation of this process. To emphasize that the equilib-
rium density now contains spatial modulations on the microscopic (atomic) scale, we will
denote it by ρ̃. The microscopically varying density ρ̃ corresponds to a thermally blurred
view of the particle positions, where a large spread corresponds to a high temperature with
large thermal fluctuations. We will, in this section, lay out the essential features of such a
periodic density field.

We limit our discussion to those systems where the resulting microscopic density ρ̃
will have the symmetry of a Bravais lattice, a crystal structure that looks the same from
any point. Panel (a) of Fig. 2.3 shows an example of the 2D square Bravais lattice, and
panel (b) gives an example of a non-Bravais lattice. A Bravais lattice B in 3 dimensions
is generated by infinitely many translations of a point by a set of 3 linearly independent
vectors a(1),a(2),a(3), called primitive lattice vectors. These vectors are not unique since
any three linearly independent lattice vectors will generate the lattice. The density ρ̃(r)
must be invariant under any such translation. Thus, if a is a lattice vector, then the density
ρ̃must satisfy the following property

ρ̃(r) = ρ̃(r +a). (2.2.1)

By Fourier transforming both sides, we get

ρ̃f(k) =
∫

ddre−ik·rρ̃(r +a)
(r′=r+a)

=
∫

ddr ′e−ik·(r
′−a)ρ̃(r′)

=
∫

ddr ′e−ik·r
′
eik·aρ̃(r′) = eik·a

∫
ddr ′e−ik·rρ(r′) = eik·aρ̃f(k), (2.2.2)

which shows that if ρ̃f(k) , 0, then k · a = 2πK for some integer K . Thus, we see that
the Fourier transform of ρ̃ can be non-zero only for a selected set of vectors R= {q} that
satisfy

q ·a = 2πK ∀a ∈B. (2.2.3)
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(a) (b)

Figure 2.3: (a) A 2D square Bravais lattice, and (b) a non-Bravais lattice that is not invariant
under the translation by arbitrary lattice vectors.

The set of vectors R satisfying Eq. (2.2.3) is called the reciprocal lattice and can be generated
from primitive reciprocal lattice vectors {b(m)}3m=1 that satisfy a(n) ·b(m) = 2πδmn. Figure
2.4 shows two examples of 2D Bravais lattices. In general, the crystalline state can be
described in terms of a microscopic density of the form

ρ̃ = ρ0 +
∑

q∈R/{0}
ηqe

iq·r, (2.2.4)

The crystal density

where ηq are amplitudes corresponding to Fourier modes with wave vector q. The "zeroth"
amplitude ρ0 has been excluded from the sum as is customary. Note that since ρ̃ is a real
density, we also require that ηq = η∗−q.

2.3 Crystal diffraction

It is instructive to see why the crystalline structure given by Eq. (2.2.4) produces the diffrac-
tion pattern alluded to in the introduction. Consider Fig. 2.5. The incoming particle is
described by its (unnormalized) momentum eigenstate ⟨r|p′⟩ = eip

′ ·r in position represen-
tation. By Fermi’s golden rule, the transition rate between the incoming state |p′⟩ and the
outgoing state |p⟩ is proportional to the matrix element of the interaction

⟨p|Û |p′⟩ =
∫

ddre−ip·r
 N∑
n=1

U (r − rn)

eip′ ·r, (2.3.1)

where U (r − rn) is the atomic potential of the particle located at rn. The differential
cross-section ξ, which determines the intensity of diffracted radiation per solid angle, scales
as

ξ ∼ |⟨p|Û |p′⟩|2. (2.3.2)
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Figure 2.4: Bravais lattices B and their reciprocal lattices R for square and triangular
symmetry. In each case, {a(n)}2n=1 are primitive lattice vectors and {b(n)}2n=1 primitive
reciprocal lattice vectors that satisfy a(n) ·b(m) = 2πδnm.

By introducing a change of coordinates for each term in the sum x = r − rn, we get

⟨p|Û |p′⟩ =
N∑
n=1

∫
ddxe−ip·(rn+x)Un(x)e

ip′ ·(rn+x) =
N∑
n=1

Uf(k)e
−ik·rn (2.3.3)

where k = p−p′ and

Uf(k) =
∫

ddxU (x)e−ik·x (2.3.4)

is the atomic form factor of the atomic potential — its Fourier transform. This gives

ξ ∼ |Uf(k)|2
∑
n,n′

e−ik·(rn−rn′ ). (2.3.5)

As discussed, the positions of the atoms in a solid, while centered at positions corresponding
to a crystal Bravais lattice, vary in time due to thermal fluctuations. The measured quantity
is the ensemble-averaged differential cross-section, i.e.,

⟨ξ⟩f0 ∼ |Uf(k)|2If(k), (2.3.6)

where If(k) is given by

If(k) =
〈∑
n,n′

e−ik·(rn−rn′ )
〉
f0

=
〈∫

ddrddr ′
N∑
n=1

δ(r − rn)
N∑

n′=1

δ(r′ − rn′ )e−ik·(r−r
′)
〉
f0

=
∫

ddrddr ′
〈
ρ̂(r)ρ̂(r′)

〉
f0
e−ik·(r−r

′). (2.3.7)
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Figure 2.5: Schematic representation of crystal diffraction. An incoming wave with wave
vector p′ and wavelength λ′ interacts with the potential in the crystalline structure and pro-
duces a diffraction pattern. The insets show isosurfaces of the phase of the wave functions.

By writing ρ̂ = ρ̃+∆ρ̂, we see that this can be expressed as

If(k) =
∫

ddrddr ′(ρ̃(r)ρ̃(r′) +
〈
∆ρ̂(r)∆ρ̂(r′)

〉
f0
)e−ik·(r−r

′) = |ρ̃f(k)|2 +V Sρρ
f
(k),

(2.3.8)
where we have used that

〈
ρ̃(r)∆ρ̂(r)

〉
f0
= ρ̃(r)

〈
∆ρ̂(r)

〉
f0
= 0, and

Sρρ
f
(k) =

1
V

∫
ddrddr ′

〈
∆ρ̂(r)∆ρ̂(r′)

〉
f0
e−ik·(r−r

′), (2.3.9)

where V is the domain volume, is the analog of a Fourier transform of Sρρ(r,r′). Experi-
mental data from scattering experiments are typically presented in terms of the structure
factor Sf , given by

Sf(k) =
1
V
If(k) =

1
V
|ρ̃f(k)|2 + Sρρ

f
(k). (2.3.10)

Determining the contribution to Sf from Sρρ
f

requires knowledge of the correlation
of fluctuations in the system, which a suitable statistical mechanics model can obtain.
However, if Sρρ(r,r′) is short range, then Sρρ

f
(k) becomes an intensive quantity. A short-

range Ursell function indicates a finite correlation length, whereas non-finite correlation
lengths are present under critical conditions, e.g., at phase transitions, where a single
fluctuation at a point may spread to the entire system. Experimentally, this corresponds
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Figure 2.6: (a) A periodic density ρ̃(r) with 2D square symmetry and (b) its Fourier trans-
form ρ̃f(k).

to the scattering amplitude of a beam going straight through the sample. However, for a
crystal, the Fourier transform of a crystalline structure, such as Eq. (2.2.4), is

ρ̃f(k) =
∫

ddre−ik·r

ρ0 +∑
q∈R

ηqe
iq·r

 =Nδk,0 +V
∑
q∈R

ηqδk,q, (2.3.11)

and so
|ρ̃f(k)|2 =N 2δk,0 +V 2

∑
q∈R
|ηq|2δk,q, (2.3.12)

which shows that the structure factor will receive extensive contributions, proportional to
|ηq|2, for wave number vectors k that lie on the reciprocal lattice of the crystal structure.
For instance, Fig. 2.6 shows a microscopically varying density ρ̃ with square symmetry
and its Fourier transform. We see that the Fourier transform has a contribution for k = 0
while decaying for larger values of k localized at the reciprocal lattice of the structure of ρ̃.
Generally, the sharper the peaks in ρ̃ are in real space, the more peaks are included in the
Fourier spectrum ρ̃f . Experimentally, the peaks in the Fourier spectrum of ρ̃ appear as the
diffraction pattern illustrated in Fig. 2.5.

2.4 Mean-field models

The amplitudes |ηq| go from being 0 in the disordered (liquid) phase to being non-zero
in the ordered (crystal) phase. Such parameters are called order parameters and are used
ubiquitously in condensed matter physics to describe phase transitions. Other order pa-
rameters could be the magnetization m in a ferromagnet that goes from 0 in the disordered,
non-magnetic phase, to ±1 in the ordered, magnetic phase. Mean-field models are ex-
tremely valuable mathematical tools to get the qualitative and, in some cases, quantitative
features of phase transitions. In its simplest form, a mean-field theory asserts that the order
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f

φ

Figure 2.7: The mean-field free energy, Eq. (2.4.1) for different values of Tc.

parameterφ is uniform in space. In such cases, sinceφ is small near the phase transition,
the free energy can be expanded in a (rescaled) power series

f =
1
2
rφ2 +

1
4
φ4. (2.4.1)

The parameter r = a(T − Tc), with T (Tc) being the (critical) temperature and a a fitting
parameter, is sometimes referred to as the quench depth, which controls the order-disorder
transition. Plotting f (φ) for different values of r gives Fig. 2.7. Differentiation yields the
equilibrium value ofφ0, which minimizes f , as

φ0 =
{

0 r > 0
(−r)1/2 r ≤ 0,

(2.4.2)

suggesting that the order parameter scales with temperature asφ0 ∼ (Tc − T )1/2, i.e., with
a critical exponent of 1/2, near the phase transition. This simple argument shows how
critical exponents may arise in systems at phase transitions. For real systems, however,
complete uniformity of the order parameter is too strong an assumption, and observed
critical exponents differ from the mean-field prediction of 1/2.

It is possible to extend the idea of mean-field theory to the solid-liquid transition. For
the ideal liquid, the only peak in its diffraction pattern given by the structure-factor Sf(k),
is for k = 0. After the liquid has condensed into a solid at subcritical temperature, extensive
contributions toSf(k) appear at values ofk that lie on the reciprocal lattice. Experimentally,
however, these peaks appear even before the solidification happens and serve as an indication
that the fluid is approaching the critical temperature. Molecular dynamics simulations
show that the ratio of Sfρρ(q0) to ρ0, where q0 is the wavenumber corresponding to the
crystal structure to form, at the phase transition is universally approximately 2.7. This
is known as the Hansen-Verlet criterion, which has been confirmed by experiments [25].
Since the non-zero value of this ratio does not come from the structure of the system in the
liquid state, it is clear that these are fluctuation contributions to Sf , i.e., the second term
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Sρρ
f

in Eq. (2.3.10). Following Ref. [28], a simple way to model the appearance of the peak
in Sρρ

f
is to postulate a functional form of this peak as

Sρρ
f
(k) =

T

r + c(k2 − q20)2
, (2.4.3)

where r , which is related to the temperature T , and c are fitting parameters. A free energy
that predicts Eq. (2.4.3) is [25]

F[ρ̃] =
∫

ddrδρ̃(r + c(∇2 + q20)
2)δρ̃−w

∫
ddrδρ̃3 +u

∫
ddrδρ̃4, (2.4.4)

where δρ̃ = ρ̃ − ρ0, which was used in Ref. [28] to study the liquid-solid transition.
Given Eq. (2.4.4), it is possible to predict which crystalline structure will form at the phase
transition since different lattices will give different values of the free energy. To determine
the ground state of the system, one must evaluate Eq. (2.4.4) for every possible reciprocal
lattice, minimize it with respect to the amplitudes ηq, compare the results against each
other, and find coexistence regions using Maxwell construction. This makes calculating
phase diagrams a challenging task, even though such efforts are routinely made in the PFC
literature [29]. For c≫ 1, however, wave vectors of length not equal toq0 are penalized, and
we can consider only the vectors in a given reciprocal lattice of size q0. This approximation
is called the one-mode approximation, and we will revisit it in the context of the PFC
in Chapter 5. The third-order term in the free energy will then give a non-zero negative
contribution to the free energy only if these vectors in reciprocal space arrange themselves
to form equilateral triangles. This severely limits the possible lattice structures that can
form. In fact, there are only three alternatives: the 2D hexagonal lattice, the 3D bcc lattice,
and the 3D edges of an icosahedron. It can be shown that the state with the lowest free
energy of these is that of the bcc lattice, where only the closest reciprocal lattice vectors are
included, for which

f =
1
24

rη20 −
1
36

wη30 +
1
18

uη40, (2.4.5)

where η0 is the equilibrium amplitude of the non-zero mode, which undergoes a phase
transition at

rc =
1
4
w2

3u
. (2.4.6)

The simple fact that the bcc lattice minimizes this free energy, arguably the most straightfor-
ward form one could postulate, prompted the authors of Ref. [28] to pose the question in
the title of their paper, namely "Should All Crystals Be bcc?" Experiments have shown that
a remarkable number of solids do, in fact, condense into bcc lattices. Eq. (2.4.4) resembles
very closely the PFC free energy that will be introduced in Chapter 5.

During the liquid-solid transition shown in Fig. 2.2, the system went from a state
which was symmetric under arbitrary rotations and translations to a less symmetric state,
where only a discrete set of translations and rotations left the system unchanged. This is an
example of spontaneous symmetry breaking. Symmetry, topology, and topological defects
are the contents of the next chapter.
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chapter 3

Symmetry, groups, and topology

“Nature seems to take advantage of the simple mathematical representa-
tions of the symmetry laws. When one pauses to consider the elegance and
the beautiful perfection of the mathematical reasoning involved and contrast
it with the complex and far-reaching physical consequences, a deep sense of
respect for the power of the symmetry laws never fails to develop.

-Chen Ning Yang [30]

As we saw in the previous chapter, the symmetric properties of the liquid were changed
as it condensed into a crystalline solid. It went from a highly symmetric and disordered
state to a less symmetric, ordered state. While symmetry and order are both words with
positive connotations, they are antonyms in the world of condensed matter physics. In this
chapter, we will detail the mathematics of symmetry, topology, and how topological defects
arise from the notion of broken continuous symmetries. We will present the mathematical
structure of symmetry through group theory and topology. As motivation, we will first
see how these tools are necessary through the example of an order-disorder transition in a
model that exhibits rotational symmetry in the disordered phase.
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∂M′
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Figure 3.1: Continuous symmetry breaking in the O(2)-symmetric TDGL model. Panel
(a) shows the initial isotropic stateΨ = 0 containing small fluctuations, which then (b)
evolves according to Eq. (3.1.2) with r < 0 until (c) |Ψ | has reached the equilibrium value
Ψ0. The colorbar indicates the direction ofΨ while the brightness gives the magnitude
|Ψ |, ranging from |Ψ | = 0 (black) to |Ψ | = Ψ0 (colored). The paths ∂Mand ∂M′ define
the charge of the topological defect (×).

3.1 The order-disorder transition

The O(2) symmetric time-dependent Ginzburg-Landau (TDGL) model is a mean-field
model that can be used to model, e.g., superfluid helium. The order parameter is a 2D
vector fieldΨ , whose free energy is given by

F[Ψ ] =
∫

ddr(∇Ψ )2 +
r
2
|Ψ |2 + 1

4
|Ψ |4, (3.1.1)

where (∇Ψ )2 = ∇Ψ : ∇Ψ , and the kinematics are given by

∂tΨ = − δF
δΨ

, (3.1.2)

which will lead to a minimization of the free energy. The exact form of Eq. (3.1.1) varies, but
this unscaled version captures the essential features of the model. This model is called O(2)
symmetric because a transformation ofΨ everywhere under an action of the group O(2),
which consists of rotations and mirror transformations, does not change the free energy.
From Sec. 2.4, we know that the disordered state solution for r > 0 is given by Ψ = 0,
which also exhibits this symmetry. We will discuss symmetries and group theory in more
detail in Sec. 3.2. Figure 3.1 shows an initial state ofΨ = 0 containing small fluctuations
and the subsequent evolution under Eq. (3.1.2) with r < 0, i.e., quenching the system. The
equilibrium value of |Ψ | spontaneously increases from 0 toΨ0 = (−r)1/2 to minimize F,
as argued in Sec. 2.4. In panel (c) of Fig. 3.1, we have shown the angle ofΨ as a colorbar
which wraps around at θ = π and θ = −π, the dotted line, emphasizing that these are the
same physical configuration.

While the exact configuration of the field after the quenching results from the fluctua-
tions in the initial conditions, at each point in space, the field is "forced" to take a directional

20



value to get a non-zero value of |Ψ |. The result is a physical state that, as opposed to the
fully symmetric disordered stateΨ = 0, is not O(2)-symmetric. This is called spontaneous
symmetry breaking and is a feature of many phase transitions, including the translational
and rotational symmetry breaking during the liquid-solid transition.

After quenching, we also see the emergence of some point-like features, e.g., the ×
marked in Fig. 3.1, around which the angle of Ψ changes by a circulation ±2π. These
are called topological defects and are typical hallmarks under symmetry-breaking phase
transitions — artifacts that a local continuous field perturbation cannot immediately undo.
To understand why, consider a topological defect with circulation 2π subjected to a local
perturbation and path ∂M drawn outside the latter so that on ∂M, Ψ is unchanged.
Thus, the circulation on ∂M is still 2π, which means that the topological defect must still
exist inside ∂M. At most, the local perturbation has moved the defect around. In O(n)
symmetry-breaking phase transitions, these defects are called vortices, a name borrowed
from fluid dynamics in which vortices are axes around which a fluid revolves.

While the field configuration in Fig. 3.1 contains many vortices, the lowest energy state
at r < 0 is the uniform state withΨ = Ψ0n for some arbitrary direction n. The ground-
state manifold is the space of all such equivalent ground states, which in this case is given
by all directions on a circle with radius Ψ0. This can easily be rescaled to the unit circle,
so the ground-state manifold R is homeomorphic to the unit circle R ≃ S1. Topological
defects are defined with respect to this ground state manifold. Intuitively, the charge of
the topological defect is given by whether the circulation around the defect amounts to
a change of 2π or −2π, which we call +1 and −1 defects, respectively. This definition is
more rigorous with homotopy theory, which we will introduce in Sec. 3.3. Notice that at
these topological defects, the angle ofΨ is undefined, meaning that |Ψ |must go to zero
for the field to be well-defined. This motivates a method devised by Halperin and Mazenko
to track and derive analytical properties of defects, which we will introduce in Sec. 3.4.

The interplay between the topological nature of the ground state manifold and the
physical dimension determines the defect’s structure. For instance, by quenching an initial
condition in the O(2)-symmetric TDGL model in three dimensions, we arrive at a config-
uration that looks like Fig. 3.2. As can be seen, the vortices have become line defects. In
Chapter 4, we will show how the fundamental defects of the crystal structure — disloca-
tions — are line defects due to a similar interplay between the ground state manifold and
the three physical dimensions.

3.2 Symmetry and group theory

A symmetry of a system is a transformation that leaves the system invariant and is best
described in the language of group theory. A group G= ({an},⋆) consists of elements
an together with a binary operation ⋆ that combines two of them, with the additional
requirements that

1. ⋆ is associative, i.e., a1 ⋆ (a2 ⋆ a3) = (a1 ⋆ a2) ⋆ a3,
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Figure 3.2: Snapshot of a quenched configuration in the O(2)-symmetric TDGL model in
three dimensions (see text). Note that the angle shown in the colorbar is the angle in the
topological space S1 and does not correspond to a direction in physical space. The zeros of
the field are shown as black lines.

2. there exists an identity element e ∈ G, such that for all an ∈ G, e ⋆ an = an ⋆ e = an,

3. for each an ∈ G, there exists an inverse a−1n , such that an ⋆ a−1n = e.

A simple example is (Z,+), i.e., the integers {an} →Z together with the binary operation
of addition ⋆ → +, where the identity element is zero e→ 0. In this case, each integer
n has its inverse (−n) since n+ (−n) = 0. A system having symmetry means that certain
actions taken upon it leave it unchanged, e.g., how a rotated sphere is indistinguishable
from its unrotated counterpart. These actions are the group elements in the symmetry
group of the system. The square, for instance, has four-fold rotational symmetry and four
mirror symmetries. Figure 3.3 shows the symmetry actions of the square and the result of
combining group elements in a table. This table represents the group in its totality, and
many essential characteristics are read directly from it. For instance, the table is symmetric
along the diagonal means the group operation is commutative, i.e., the group is Abelian.

Certain groups frequently reappear in physics and this thesis, so an explicit exposition
is useful. These groups may often be represented as topological spaces [31], and some
common examples are shown in Fig. 3.4. O(n) is the group of n×n real matrices M that
preserve the norm of n-dimensional real vectors v, namely

vTMTMv = vT v, (3.2.1)

meaning
MTM = 1. (3.2.2)
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Figure 3.3: The symmetry group of the square consisting of the identity "do-nothing" action
e, three rotational symmetry actions r1, r2, r3, and four mirror symmetriesm1,m2,m3,m4.
Combining two such actions amounts to a different action, as summarized in the table.

This impliesdet(M)2 = 1, which givesdetM = ±1. O(n) contains the actions of rotation
and mirroring of vectors, whereas the special group obtained by restricting detM = 1 is
called SO(n) and is the group of rotations. Visually, SO(2) is represented by the unit circle
since a rotation in two dimensions is given by an angle, while SO(3) can be visualized as the
ball of radius π where antipodal points are identified; this is because any rotation in three
dimensions is given by the axis around which the rotation takes place and the magnitude
of the rotation, and a rotation of π and −π being physically equivalent. U (n) is the group
of n×n complex matrices N that preserve the norm of n-dimensional complex vectorsψ
in the sense

ψ†N †Nψ = ψ†ψ, (3.2.3)

whereψ† is the conjugate transpose ofψ, meaning

N †N = 1, (3.2.4)

implying that |detN |2 = 1, which gives detN = eiθ for some angle θ. The special group
SU (n) is obtained by requiring detN = 1. U (1) is the set of complex numbers with unit
modulus, so U (1) ≃ SO(2), i.e., it is isomorphic with SO(2).

To showcase how the ground state manifold varies between systems, consider the
nematic crystal mentioned in the introduction. A nematic crystal consists of elongated
particles with head-tail symmetry, so the ground state manifold is a direction in space with
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U (1) ≃ SO(2) ≃ S1
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SO(3)D3
RP
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D2

Figure 3.4: Some of the most common topological spaces. S1 is the unit circle which is
homeomorphic to RP

1, the half-circle with base points identified. S2 is the (hollow) unit
sphere, while RP

2 is the half-sphere with antipodal points on the base circle identified.
D2 is the (filled) unit disk, which is homeomorphic to RP

2 when antipodal points are
identified. D3 is the (filled) unit ball, which is homeomorphic to SO(3) when antipodal
points are identified.

this specific symmetry, i.e., the space of lines going through the origin. In d dimensions,
this is the group RP

n, the real projective plane, with n = d − 1, and in particular, RP
1

may be visualized as a semi-circle in R
2 with (1,0) and (−1,0) identified as the same point.

We may imagine gluing this point to itself, effectively rendering RP
1 the same topological

space as S1, which is a correct assertion. Thus, the topological nature of a 2D nematic
crystal is topologically equivalent to that of a system with S1 as a ground state manifold.
However, in three dimensions, the ground state manifold of a nematic liquid crystal is
RP

2, which may be visualized as a half-sphere where antipodal points on the base circle
are identified. While RP

1 ≃ S1, RP
2 is fundamentally different from S2, since the base

circle cannot be "shrunk down" to a single point, the same way the antipodal point of RP
1

could.
On a particular topological space, we may construct what is called the homotopy group,

which will prove helpful in categorizing the topological defects that will be introduced in
the next section. Consider a topological space R, and a closed path ∂MR going through a
specific point P in this space; see Fig. 3.5. The space R might have a particular structure,
such as holes, which makes it impossible to continuously shrink ∂MR down to a point.
Loops originating from the same point P can be combined by the binary operation ⋆
by concatenating the end of one loop to the beginning of the other. We define two such
loops, both going through P , as homotopic if one can be continuously deformed into
another. This is an equivalency class, which we may denote by [∂MR]. For the case shown
in Fig. 3.5, we have [∂M(1)

R ] = [∂M(2)
R ], and [∂M(3)] = e, the identity element. The
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∂M
(1)
R

R (2D topological space)

∂M
(2)
R

∂M
(3)
R

∂M
(4)
R

P

Figure 3.5: A topological space R and a selection of closed loops ∂M(n) originating from
a common point P . ∂M(1)

R and ∂M
(2)
R are homotopic because one can be continuously

deformed the other, and both are represented by the group element [∂M(1)] ∈ π1(R). In
contrast, ∂M(3)

R can be shrunk down to the point P , so [∂M(3)
R ] = e, the identity element.

homotopy group of R, denoted π1(R), is defined by homotopically different loops. In
the case of the space R in Fig. 3.5, this group will be infinitely big because loops can be
wrapped around a hole arbitrarily many times. Of particular interest to this thesis is the
fact that π1(S1) = Z, since the homotopic difference between two closed loops in S1

is the number of times, positive or negative, they have looped around the circle. Other
topological spaces that will be relevant when discussing crystal structure are the toruses T2

and T3 in two and three dimensions, respectively. These are shown in Fig. 3.6, together
with loops from the homotopy group corresponding to different group elements. The
two-torus T2 can be visualized as a donut embedded in three dimensions. As a topological
space, it can be described as the product space T2 = S1 ×S1, and the homotopy group
is given by π1(T2) = Z

2 [31]. The three-torus can be visualized as a cube with periodic
boundary conditions, shown in the figure by closed paths that pass through the point P ,
exit one wall, and enter through the other. Like T2, it can be written as the product space
T3 = S1 ×S1 ×S1 and π1(T3) =Z

3.

The number 1 in "π1(R)" emphasizes that this is formally the first homotopy group of
R, which is made up of equivalence classes of loops. It is possible to generalize this notion
to higher order homotopy groups, consisting of closed surfaces, volumes etc.
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T2 = S1 ×S1
T3 = S1 ×S1 ×S1

P

P

Figure 3.6: The two-torus T2 and the three-torus T3. While T2 can be visualized as a
donut embedded in 3D space, the 3-torus is best shown as a cube with periodic boundary
conditions. These topological spaces can be written as product spaces of S1, as visualized
by the closed loops going through the point P .

3.3 Topological defects

In systems exhibiting spontaneous symmetry breaking, the ground state manifoldR changes
at the phase transition. In Sec. 3.1, R went from the single pointΨ = 0 in the disordered
phase to the unit circle in the ordered phase. We may construct a map from the real space
coordinates to R by normalizing the vector fieldΨ n =

1
|Ψ |Ψ ∈ S

1. Consider then one of
the topological defects in panel (c) of Fig. 3.1 and an oriented loop ∂Maround this defect,
which is mapped to an oriented loop ∂MR in R. Only at defects, where Ψ = 0, does
Ψ n become undefined. Therefore, deforming ∂M→ ∂M′ without crossing a different
topological defect, corresponds to a continuous deformation of ∂MR in R, which by
definition does not change the homotopy group element to which ∂MR belongs. Thus,
with each topological defect, we may associate a specific group element [∂MR] in π1(S1)
and a charge given by the isomorphism with Z. The singled-out defect marked with × in
Fig. 3.1 is a +1-defect.

As we alluded to previously, the interplay between the structure of the ground state
manifold and the physical dimensions determines the type of topological defects that arise.
From Fig. 3.1, we see that for d = 2 spatial dimensions and R = S1, the topological defects
are points with integer charge. In the case of R = S1 in three dimensions, the topological
defects are lines as shown in Fig. 3.2. The reason for this can be seen by considering the
map Ψ n : R3 → S1, which is shown in Fig. 3.7. We see that by enclosing the defect
lwith a path ∂M, we get the same topological invariant corresponding to the winding
number in S1, which means that there must be a point inside any 2D surface Mbounded
by ∂MwhereΨ n is undefined, i.e., where the topological defect is located. These points
on different surfaces make up the defect line which has an integer charge. A 3D nematic
liquid crystal does also have line defects, but since π1(RP

2) = Z2, these lines have no
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M

l

R = S1∂M

Ψ n

∂MR

Figure 3.7: A topological line defect l for a mapΨ n : R3→ S1. Its charge is found by
considering an enclosing loop ∂M that bounds a surface Mwhich lpierces. Ψ n maps
∂Mto ∂MR in R = S1. The charge of lis given by the homotopy group element to which
∂MR belongs, which in this case is given by the number of times ∂MR wraps around
S1. Note that reversing the direction of ∂M amounts to reversing the circulation in R.
Therefore, the topological charge associated with the topological defect line l is defined
with respect to a tangent vector t that indicates the desired orientation of ∂M.

direction and a charge of 1/2 or none at all [32].
The charge of the topological defects in S1 fields in two dimensions can be determined

by the integral

s =
1
2π

∮
∂M

dθ =
1
2π

∮
∂M

(∇θ) · dl, (3.3.1)

where dl is the line element along∂Mandθ is the angle ofΨ . It is important to remember
that θ should not be taken as the single-valued field, which we name θT , plotted in Fig. 3.2.
The gradient of θT would contain arbitrary delta functions over the phase-slip −π→ π,
which are not physical but result only from our choice of phase cut in extracting the
angle fromΨ . Instead, θ should be considered an element of S1 so that∇θ contains no
singularities. We will find a similar distinction between quantities known as the elastic
distortion uE and plastic distortion uP in the next chapter. Often, we are interested in a
description of the topological defect density, a density function ρtop such that

s =
∫
M

d2rρtop, (3.3.2)

where M is the area bounded by ∂M. However, going from Eq. (3.3.1) to an expression
for ρtop is not trivial. In the next section, we shall look at the Halperin-Mazenko method,
which uses the fact that the order parameter is zero at the topological defects to pinpoint
their location and find an expression for ρtop. In Paper V, we found a different method by
slightly redefining the topological charge s which results in a non-singular defect density.
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3.4 The Halperin-Mazenko method

In this section, we will present the method introduced by Halperin in Ref. [33] to track
topological defects in mean-field theories such as the one in Sec. 3.1. Mazenko extended the
method in Ref. [34] to include an explicit expression for the velocity of defects, which was
subsequently used to derive analytical results for the statistics of vortex velocities.

Consider first the 2D theory. The fundamental insight is to recognize that the defects
in the ordered phase are localized at positions {rα}where the order parameterΨ = 0. By
the transformation of the delta function, one may therefore write

|D |δ(2)(Ψ ) =
∑
α

δ(2)(r − rα), (3.4.1)

where δ(2)(Ψ ) = δ(Ψ1)δ(Ψ2) and D is the Jacobian determinant of the functionΨ , i.e.,

D =
∂(Ψ1,Ψ2)
∂(x,y)

= ∂xΨ1∂yΨ2 −∂xΨ2∂yΨ1 =
1
2
ϵijϵmn(∂iΨm)(∂jΨn), (3.4.2)

where ϵij is the Levi-Civita symbol. Furthermore, Halperin argued by considering an
explicit ansatz for the point defect, that the absolute value of |D | can be lifted from the
lhs. of Eq. (3.4.1), if the charge qα of the topological defect at rα is included in the sum,
yielding

ρtop =
∑
α

qαδ
(2)(r − rα) =Dδ(2)(Ψ ). (3.4.3)

Defect density (R = S1, d = 2)

Here, we have identified the lhs. as the topological defect density ρtop, the quantity that
satisfies Eq. (3.3.2). If the vector field Ψ evolves in time, the topological defects attain
individual velocities {vα}. By differentiating ρtop, through the use of vector identities,
Mazenko derived in Ref. [34] the following expression

∂tρtop +∇ · (δ(2)(Ψ )J ) = 0, (3.4.4)

where
Ji = −ϵijϵmn(∂tΨm)(∂jΨn). (3.4.5)

Since ρtop is a conserved quantity, by comparison with the standard continuity equation

∂tρtop +∇ ·
∑
α

qαvαδ
(2)(r − rα)

 = 0, (3.4.6)

Mazenko identified the vortex velocity as

vα =
J
D

∣∣∣∣∣
rα
. (3.4.7)
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The method was extended to R = S1 in three dimensions in Ref. [35]. In this case, the
charge density becomes a vector field ρtop which satisfies

s =
∫
M

ρtop · dS, (3.4.8)

where dS is a directed surface element of M, a 2D surface pierced by the topological defect
line. Using similar methods, Mazenko arrived at the following expression for the defect
density

ρtop =Dδ(2)(Ψ ), (3.4.9)

Defect density (R = S1, d = 3)

where
Di =

1
2
ϵijkϵmn(∂jΨm)(∂kΨn). (3.4.10)

The velocities of the defects were found to have a similar form, namely

v =
J ·D
|D|2

∣∣∣∣∣
r∈l

, (3.4.11)

evaluated on the defect line l, and J is given by

Jij = −ϵijkϵmn(∂tΨm)(∂kΨn). (3.4.12)

The framework has since been applied to a plethora of systems, including Bose-Einstein
condensates [36, 37, 38], active nematics in two- and three dimensions [39, 40, 32], solid
crystals in two dimensions [20] and in three dimensions in Paper III.
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chapter 4

Elasticity and plasticity

“Plasticity [...] means the possession of a structure weak enough to yield
to an influence, but strong enough not to yield all at once.

- William James [41]

The Egyptians and Romans were excellent builders, raising pyramids and theatres,
showing that they possessed an advanced, intuitive understanding of the properties of
material structures like beams, bricks, and columns. The first attempt at systematically
categorizing the properties of materials and how exactly their carrying capacities scale with
cross-sections and lengths may have been Leonardo Da Vinci’s comprehensive research
on the matter, even though this particular contribution of his to modern science is less
known. The modern treatment of elasticity dates back to the 18th century when prominent
physicists such as Bosevich, Poisson, Navier, and Cauchy in particular built on the theory
of mechanics put forward by Newton [42]. In this chapter, we introduce linear elasticity,
dislocations, and their contribution to the plastic response of single-crystals. We then extend
this approach to formulate generic properties for a hydrodynamic theory of deformed
crystals.
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(a) (b)

Figure 4.1: (a) An undistorted reference lattice that has been deformed by (b) a displacement
field u. The displacement field is given in units of the lattice constant a0.

4.1 Linear elasticity

An elastically distorted medium is described by a displacement field u, exemplified in Fig.
4.1. A uniform lattice translation does not induce strain energy or cause forces to arise in
the medium. Therefore, it is the gradient of the displacement field, the distortion

uij = ∂jui , (4.1.1)

The distortion

that is of most interest. The equilibrium state of an undistorted medium is then given by
u = 0 and letting Fel represent the elastic energy, we obtain, to lowest order,

Fel =
∫

ddr
1
2
Cijkluijukl , (4.1.2)

where Cijkl is the rank four elastic constant tensor. The distortion may be decomposed
into strains and rotations as described in the following; suppose that the displacement
field is given by an infinitesimal rigid body rotation δΩ, in which case u = δΩ× r, and
uij = ∂j(ϵiklδΩkrl) = −ϵkijδΩk . Contracting uij with ϵmij , we get

ϵmijuij = −δΩkϵkijϵmij = −2δΩm. (4.1.3)

Since ϵmij is antisymmetric, only the antisymmetric part ofu contributed to this calculation.
Thus, we define the antisymmetric part of the distortion as the rotation part

ωij = u[ij]. (4.1.4)

The rotation tensor

Being antisymmetric, it has only three independent components, making it helpful to
express in a vector form, as suggested by Eq. (4.1.3),
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Ωk = −
1
2
ϵkijωij , (4.1.5)

The rotation vector

which can also be inverted to
ωij = −ϵijkΩk . (4.1.6)

Rigid body rotations will not increase the elastic energy Fel, meaning Fel is only a function
of the symmetric part of the distortion, which, in linear elasticity, is called the strain tensor

εij = u(ij). (4.1.7)

The strain tensor

The strain tensor measures the changes in distances in the medium as it is deformed. This
can be seen by considering an infinitesimal displacement dr2, which under the deformation
u, changes to

dr′2 = (dr + du)2 = (dri +∂kuidrk)
2 = dr2 +2(∂kui)drkdri +O(u2). (4.1.8)

Only the symmetric part of the distortion ∂kui is involved in this calculation since it is
contracted with the symmetric drkdri . Having the elastic tensor be symmetric under the
interchange of indices i↔ j and k↔ l ensures that the elastic energy only depends on
the strain tensor. Furthermore, as Eq. (4.1.2) shows, C should also satisfy the symmetry
of interchanging both ij→ kl, and, on top of this, C should respect the symmetries of
the lattice. These symmetries severely restrict the number of independent components
in C, and for cubic symmetry, it can be written entirely in terms of three independent
parameters

Cijkl = λδijδkl +2µδk(iδj)l + γδijkl , (4.1.9)

The elastic constant tensor for cubic symmetry

where λ and µ are called Lamé parameters, and δijkl is a generalization of the Kronecker-
delta symbol, which is1 if all indices are equal and zero otherwise. γ is a parameter associated
with the anisotropy of the square lattice in two dimensions, and the cubic lattice in three,
which is zero in the case of isotropic elasticity. An important point to note is that since
γδijkl represents an anisotropic contribution to the stress, its expression in this form is
coordinate dependent. Thus, in Eq. (4.1.9), it is understood that the components Cijkl are
expressed in a Cartesian coordinate system along the principal axes of the cubic symmetry.
Being a well-defined tensor, it can be represented in a different coordinate system, in which
case Eq. (4.1.9) will look slightly different. With these symmetries, the elastic energy can
equally well be written in its more usual form
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Figure 4.2: 2D slices of the strain εij and rotationωij fields in a sample of tungsten measured
by high-resolution transmission Kikuchi diffraction. The rotation field indicates a different
orientation of the tungsten crystal in the upper left corner. Adapted and reprinted under
Creative Commons Attribution License from Ref. [43]. Copyright 2019 by the authors.

Fel =
∫

ddr
1
2
Cijklεijεkl . (4.1.10)

The elastic energy

Figure 4.2 shows the 9 independent components of the distortion tensor in a tungsten
sample.

While the elastic energy gives the energy of the distorted medium, it is the stress tensor σ
that describes the forces that arise inside the medium due to strains. σij is the ith component
of the force acting on a unit surface oriented along the jth direction. From the continuum
theory of elasticity, it is also a key property of σ that it is a symmetric tensor [44]. In linear
elasticity, the stress tensor scales linearly with the strain, which is a continuum elasticity
version of Hooke’s law

σij = Cijklεkl . (4.1.11)

Hooke’s law for the stress tensor
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Due to their symmetry, the stress and strain only contain six independent compo-
nents. Therefore, there is a standard convention of writing the relation between
these six independent components, given by

σxx
σyy
σzz
σyz
σxz
σxy


=



C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66





εxx
εyy
εzz
2εyz
2εxz
2εxy


(4.1.12)

Expressing the elastic constant tensor in this way is referred to as Voigt Notation, and
the factor of 2 in front of the off-diagonal parts of the strain tensor is conventional.
As mentioned, for a lattice with cubic, or 2D square, symmetry, there are only three
independent elastic constants, which are C11, C12 and C44. The other components
are given by Cmn = 0, except for C23 = C13 = C12, C33 = C22 = C11 and C66 =
C55 = C44. The transformation between the Lamé parameters and the elastic
constant tensor in Voigt notation is given by

C11 = λ+2µ+ γ C12 = λ C44 = µ. (4.1.13)

Consider now a small volume element in an elastic body located in the region (x,x+∆x)×
(y,y +∆y)× (z,z+∆z). Given the definition of the stress tensor as the force per unit area,
the x-component Fx∆V of the net force F∆V acting on the element is to first order given
by

Fx∆V = (σxx(x+∆x,y,z)− σxx(x,y,z))∆y∆z
+ (σxy(x,y +∆y,z)− σxy(x,y,z))∆x∆z+ (σxz(x,y,z+∆z)− σxz(x,y,z))∆x∆y.

(4.1.14)

Here, F is the force density, i.e., the force per unit volume in the elastic medium. Dividing
by the volume∆V = ∆x∆y∆z, taking the limit∆V → 0 and generalizing for Fy and Fz,
we get the definition of the force density

F = ∇ · σ (Fi = ∂jσij). (4.1.15)

The force density

If the elastic medium is at rest, the force density is zero, a condition commonly referred to
as mechanical equilibrium
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∇ · σ = 0. (4.1.16)

Mechanical equilibrium

It is crucial to note that stresses are also present in the absence of a crystalline structure,
e.g., in an isotropic liquid. In this case, if we ignore viscous contributions, the stress tensor
is simply a diagonal matrix

σij = pδij , (4.1.17)

where p is the pressure of the liquid. It is, therefore, essential to be precise when relating
the stress tensor to the strain and keep track of which independent variables are varied. We
will make this effort in Sec. 4.4.

Linear elasticity is a theory valid near the equilibrium state of zero strain, in which the
state of the crystal can be uniquely determined by the value of the deformation field, which
is thought of as "detached" from the physical coordinates. In reality, a displacement field
is properly defined as a deformation of a medium, in which case one must be careful in
choosing the coordinate system. Using the undeformed medium as the reference lattice
is called the Lagrangian representation, while using the deformed state as a reference is
called the Eulerian representation. The strain tensor, Eq. (4.1.7), will then have non-linear
contributions whose form depends on the chosen representation. In this thesis, we will limit
ourselves to linear elasticity and not delve further into this distinction and the consequences
of non-linearities.

4.2 Plasticity and the dislocation

Any real material only behaves as a perfectly elastic medium at low strains. At higher
strains or stresses, the linear relationship between stress and strain, Eq. (4.1.11) breaks down
as the material enters into a transient region of non-linear elasticity before transitioning
into plastic yield. Figure 4.3 shows the measured stress-strain from wet quartz during a
nanoindentation experiment. The dashed line in this figure depicts the linear stress relation,
valid for this material up to a certain strain level, after which the material yields and starts to
deform plastically. In the figure, the authors have not been able to identify a unique yield
point signaling the transition from elastic to plastic behavior. This demonstrates the more
general feature that plasticity is inherently an erratic and unpredictable process associated
with large spatiotemporal fluctuations in sample composition and geometry. This feature
is due to the stochastic nature of the mediators of plasticity, namely microstructures such
as grain boundaries, cracks, and dislocations. Plasticity theories attempt to find effective
models to predict the onset of yield and the mechanical properties of highly deformed media.
Different mechanisms are important under different circumstances, and in this thesis, we
are focusing on plastic deformation in single crystals, as described by the interaction of the
topological defects of the crystal symmetry: dislocations.

A dislocation is a line defect, and exists because at the atomic level, crystalline solids are
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Figure 4.3: Measured stress-strain relationship during a spherical nanoindentation test on
wet quartz (WQ). Yp1 and Yp2 refer to the two identified yield points. Reprinted under
Creative Commons Attribution License from Ref. [45]. Copyright 2022 by the authors.

made up of unit cells with some minimal length: the lattice constant a0. It is a connection
error, characterized by the tangent vector t to the line and its vector charge: the Burgers
vector b. This connection error becomes visible by tracing a path around the dislocation
along the crystal unit cells in a right-hand manner with respect to the tangent vector. By
"walking" a path consisting of equally many steps in each crystallographic direction in
this way, one does not end up at the starting point; see Fig. 4.4. The connection error
is then necessarily given by a lattice vector, the Burgers vector b. If the Burgers vector is
perpendicular to the tangent vector, it is called an edge dislocation which is shown in panel
(b). In two dimensions, the direction of the tangent vector is always taken to point out of
plane in the z-direction; therefore, all dislocations are edge dislocations, as shown in panel
(a). If the Burgers vector is parallel to the tangent vector, it is called a screw dislocation,
from how the medium screws around it in its direction. Note the physical nature of the
dislocation is invariant under t→−t and b→−b.

Under applied stress, the dislocations will move; see Fig. 4.5. The motion of the dislo-
cation results from effectively breaking and recombining adjacent atomic bonds, a process
sometimes compared to the movement of a caterpillar. Under a plastic deformation, the
solid dissipates energy due to the motion of dislocations, which may move by either glide
or climb motion. The difference between these two modes of dissipation is that while
glide motion happens in the slip plane, i.e., the plane spanned by b and t, and is not associ-
ated with any volumetric increase of the material, during climb motion, the dislocation
moves out of this slip plane. Due to the high residual pressure in most materials at low

37



(a)

b

(b) t

x

y

z
(c)

Figure 4.4: (a) The one-body density of a crystalline solid containing an edge dislocation in
a 2D square lattice (superimposed), (b) a 3D simple cubic lattice with an edge dislocation
(b ⊥ t), and (c) a 3D simple cubic lattice with a screw dislocation (b ∥ t). In all cases, a
circulation (green) that is right-handed with respect to the tangent vector t, i.e., following
a path around the dislocation, gives rise to a connection error: the Burgers vector b.

temperatures, the volumetric increase associated with climb motion makes it extremely
disfavorable, in addition to it requiring matter transport through, e.g., vacancy diffusion,
explaining why climb motion is often completely ignored in discrete models of dislocation
dynamics. In fact, one often describes dislocation dynamics in terms of slip systems, which
is a combination of a slip plane, with normal vector n, and Burgers vector b, and is often
denoted (n)[b]. For instance, in Fig. 4.4, the edge dislocation in panel (b) may slip in
the x-direction, defining the slip system (0,1,0)[1,0,0]. Figure 4.6 shows the dislocation
density in six different slip systems in a sample of olivine. In Paper I, we used the PFC
model to calculate the resolved shear stress (RSS) along the three available slip systems
in the triangular lattice and found that nucleation happened on the slip plane with the
maximal value of the RSS.

4.3 The properties of dislocations

To generalize the theory of elasticity to include dislocations, a natural starting point is the
displacement field. With the atomic resolution of the crystal lattice in mind, it is evident
that displacing a perfect lattice with a lattice vector will lead to no observable change. Thus,
the displacement field is only defined up to a lattice vector, and any attempt to show the
displacement field in the vicinity of a dislocation will necessarily require a phase cut to
get a single-valued field, over which the displacement field jumps a factor of b. This is
a situation identical to the challenge that arose trying to plot a single-valued version of
the vortex in Fig. 3.1, requiring a phase-slip which we removed by clever choice of color
scheme. To distinguish between this single-valued, plottable displacement field and the
actual displacement field, we will denote the former by uT ; see Fig. 4.7. By naively taking
the gradient uT , we obtain what is sometimes referred to as the total distortionuT

ij = ∂ju
T
i
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σ
(ext)
xy < 0

Figure 4.5: The motion of a dislocation along its slip plane, time going from left to right.
The external force per area is given by σ(ext)

xy < 0 on the volume element above the slip plane
and −σ(ext)

xy > 0 on the volume element under the slip plane, causing the motion of the
dislocation.

[47]. The singularity that uT contains along the slip surface is unphysical, as is shown by
the added crystal structure superimposed on Fig. 4.7. Being the gradient of a single-valued
field, integration of the total distortion yields∮

∂M
u
T · dl = 0, (4.3.1)

where ∂M is a loop enclosing the dislocation line oriented in a right-handed manner
with respect to t = ez. A common practice in dislocation theory is to decompose uT =
u
P +uE into a plastic distortionuP , that represents the unphysical phase-slip and an elastic

distortion uE , which measures the physical state of the elastic medium. This leads to∮
∂M

u
E · dl = −

∮
∂M

u
P · dl = −bj . (4.3.2)

The minus sign in this equation reflects our choice of convention in defining the Burgers
vector.

A more careful topological treatment admits that since the displacement field is only
defined up to a lattice vector, its actual value is more accurately described as a point in
the crystal unit cell with periodic boundary conditions, which is homeomorphic to the
3-torus T3, shown in Fig. 3.6. The distortion calculated from this field coincides with the
definition of the elastic distortion, which gives∮

∂M
du = −b. (4.3.3)

Burgers vector definition

From this point on, we will keep to the notion of the displacement field u ∈T3 and call
u ≡ uE the distortion, which gives
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Figure 4.6: 2D slices of the geometrically necessary dislocations, Eq. (4.3.7), in different slip
systems in a single crystal of olivine extracted by high-angular resolution electron backscatter
diffraction. Reprinted under Creative Commons Attribution License from Ref. [46].
Copyright 2022 by the authors.

∮
∂M

u · dl = −b. (4.3.4)

Burgers vector in terms of the distortion

Multiplying by −1 and using Stokes’ theorem, we can rewrite this as∮
M

(−∇×u) · dS = b, (4.3.5)

which defines the dislocation density tensor

α = −∇×u (αij = −ϵikl∂kujl). (4.3.6)

The dislocation density tensor

This tensor resolves the dislocation density on the atomic level, given an atomic resolution
of the distortion u. In experiments, however, only a lower-resolution distortion uLR is
available, as in Fig. 4.2, which typically is found by mapping the crystal orientation in
different parts of the crystal. In this case, the dislocation density will only show those
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(a) uT (b) uT
xy

(c) uE
xy (d) uP

xy

Figure 4.7: (a) (Single-valued) displacement field uT corresponding to a dislocation with
Burgers vector b = a0ex with the magnitude shown in units of a0, and the xy component
of (b) the total distortion uT , (c) the elastic distortion uE , and (d) the plastic distortion
u
P . The fields diverge at the dislocation core and at the slip surface so the colorbars have

been saturated. The tangent vector is pointing out-of-plane in the z-direction.

dislocations that are "necessary" for the sample geometry described by uLR, yielding a
quantity called the geometrically necessary dislocation (GND) density

αGND = −∇×uLR. (4.3.7)

Even with the definition of u as a field in T3, the distortion cannot be written as the
gradient of u everywhere. To see why, notice that if uij = ∂jui at some point r, then
αij(r) = −ϵikl∂k∂luj = 0. Thus, the definition ofu as the gradient of u is only valid away
from dislocations. In these dislocation-free regions, the distortion is fully determined by
the three independent components of u, which means that the components of u and, in
particular, ε are related. These relations are called "compatibility relations," and we say that
the strain ε is "compatible" if they hold. Incompatibility is related to the fact that the very
notion of a displacement field breaks down at the dislocation core. However, it is possible
to extract an average value of uLR in a subregion of a crystal by, for instance, looking at the
diffraction pattern of the subregion since this is related to the state of strain and rotation.
This may subsequently be used to constructαGND. For instance, the plot of the dislocation
density in Fig. 4.6 was found by measuring the state of rotation Ω, Eq. (4.1.5), in the
olivine relative to a reference point, which was subsequently used to calculate the rotation
tensorωLR. Then, αGND was calculated directly fromωLR, neglecting the contribution
to αGND from the undetermined strain εLR. Neglecting the strain in this case was justified
by estimating εLR to be 1% ofωLR [46]. This shows that, in some sense, the distortion
is a more fundamental quantity than the displacement field, and Eq. (4.3.4) holds even
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Figure 4.8: As (a) the dislocation line lmoves a distance δx, it spans a surface δS over
which a slip −b occurs, where b is the Burgers vector. Note that b is not necessarily aligned
with the coordinates. In the case of (b)-(c) climb motion, where n ·b , 0, the motion is
associated with a local increase in volume δV .

in places where there is a high density of dislocations, provided the rhs. be replaced by
the sum of the Burgers vectors in the region. The field theory treating the distortion as a
coarse-grained quantity directly is called field dislocation mechanics and will be presented
in Sec. 4.5.

To understand the forces that act on dislocations, consider a dislocation line lwith
Burgers vector b and tangent vector t at the point r′ ∈ l, given by

αij = bj

∫
l

dlδ(3)(r − r′)ti , (4.3.8)

The dislocation density for a dislocation line

that moves a distance δx. Without loss of generality, we may align our coordinates so that
δx is along the x-axis and t along the out-of-plane, negative y-axis; see Fig. 4.8. The motion
of the dislocation spans a certain area δS , which has a unit vector n perpendicular to δx
and t, shown along the z-axis in Fig. 4.8. δS may be thought of as a 2D infinitesimal
change in some 2D surface S bounded by the 1D line l. The motion of the dislocation
is associated with the slip of −b over the surface δS ; see Fig. 4.5. The displacement slip
during the motion of the dislocation is thus extended over the area δS and if σ(ext) is the
external stress acting on the dislocation, then the work done is given by

δW =
∫
l

σ
(ext)
ij nj(−bi)d(δS) = −

∫
l

dlσ
(ext)
ji biϵjkltkδxl =

∫
l

dlϵlkitk(σ
(ext)
ij bj)δxl

=
∫
l

dl(t × (σ(ext) ·b)) · δx, (4.3.9)

where we have utilized the fact that the surface elementnd(δS) can be written asdl(t×δx),
and the symmetry of the stress tensor, in going from the second to third equality, and
standard index manipulation in arriving at the final expression. This equation represents
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all the work that is done by the external force at the slip surface over which the dislocation
moves. This defines the Peach-Koehler force

FP K = t × (σ(ext) ·b), (4.3.10)

The Peach-Koehler (PK) force

which is the dissipated energy associated with a motion δx of the dislocation line. It takes
its name from its inception in the seminal paper by Milton O. Peach and James S. Koehler
[48]. Note that the stress in this derivation is the external stress acting on the dislocation,
and not the stress induced by the dislocation itself. Some of the work associated with
the PK force is due to the climb motion of the dislocation. In this case, where b ·n , 0,
there is a volumetric change δV = (t ×b) · δxdlassociated with the motion, as shown in
Fig.4.8(b-c). Since the external pressure is given by p = 1

d Tr(σ(ext)), we conclude that the
work done by the external force due to volumetric changes is given by

δW V =
∫
l

dl
1
d

Tr(σ(ext))(t ×b) · δx =
∫
l

dl(t × (1
d

Tr(σ(ext))1 ·b)) · δx, (4.3.11)

where 1ij = δij is the identity tensor. It was argued in Ref. [49] that this contribution to
the work done is more naturally thought of as the general work the external force does on
the elastic field and should be excluded from the stress appearing in the PK force, in which
case the deviatoric stress σ(ext)′ = σ(ext) − 1

d Tr(σ(ext))1 should replace σ(ext) in Eq. (4.3.10).
There are two interesting things to note about the sign of the PK force. Firstly, given that

the dislocation tangent vector and Burgers vector are defined only up to a common sign, the
PK force should be invariant under simultaneously changing b→−b and t→−t, which
is true. Secondly, and maybe more alarmingly, we stated that the Burgers vector is given
as the connection error after a circulation, as in Fig. 4.4, i.e., the lattice vector difference
between the ending point and the starting point. This, however, is only a convention, and
some sources use the opposite definition, where the Burgers vector indicates the lattice
displacement from the starting point of the circulation to the ending point. The same type
of dislocation, with the same tangent vector, would then be given the opposite Burgers
vector charge. Yet, this can not mean that the force on the dislocation changes direction. The
resolution to this seeming paradox is that in calculating the dissipated energy, we accounted
for a slip of −b during the dislocation motion, informed by Fig. 4.5. Given a different
convention for the Burgers vector sign, this slip would instead be b. The calculation would
yield the same expression of the PK force but with the opposite sign, which in much
of the literature is expressed as the cross-product in the inverse order. As a sanity check,
consider the dislocation in Fig. 4.5, which has b = a0ex, t = ez and only σ(ext)

xy = σ(ext)
yx as

components. Then FP K = a0ez × (σ(ext) · ex)) = a0σ
(ext)
yx ez × ey = −a0σ

(ext)
xy ex, and since

the applied stress σ(ext)
xy < 0, the PK force will move the dislocation to the right, as indicated

in the figure.

43



By multiplying Eq. (4.3.3) with a reciprocal lattice vector −q(n) of the corresponding
lattice, we find ∮

∂M
d(−u ·q(n)) = q(n) ·b. (4.3.12)

Since b is a lattice vector, we know from Sec. 2.2 that q(n) ·b = 2πsn, where sn is an integer.
This simple argument shows that the θn ≡ −q(n) ·u is a S1 field with corresponding vortex
defects. Since there are three independent reciprocal lattice vectors, we get a sense of how
defects in T3 are described in terms of defects of its factor topologies S1. In Paper IV, we
made this connection exact.

4.4 Hydrodynamics of crystals

The emergence of the displacement field degree of freedom when a liquid solidifies can
be seen as a breaking of the translational symmetry that exists in the liquid state. In the
following, we will present the hydrodynamic framework for a crystal, following Ref. [25].
We consider a small piece of the crystal with volume V , in which we can assume that local
processes are happening so fast that the system is in local thermodynamic equilibrium.
Hydrodynamics is a theory of long-wavelength disturbances, which are close to equilibrium.
While the microscopic density ρ̃ has modulations due to the arrangement of atoms, on a
larger scale, these are not visible, other than from the overall displacement field u. In this
section, we will introduce the notion of coarse-graining, in which a field goes from being
microscopically varying, which is often indicated with the overset symbol ∼, to slowly
varying. In the case of the microscopic density ρ̃→ ρ, this operation is given by

ρ = ⟨ρ̃⟩ ≡
∫

ddr ′K(r − r′)ρ̃(r′), (4.4.1)

Coarse-graining

where K(r′ − r) is a Gaussian kernel given by

K(r′ − r) = 1
(2πw2)d/2

exp
(
−(r − r

′)2

2w2

)
, (4.4.2)

where w ∼ V 1/d is the width over which this coarse-graining happens, and d is the spatial
dimension. We will refer to ρ as the coarse density and ρ̃ as the microscopic density.

Two very important properties of the coarse-graining operation is that it commutes
with differentiation and integration in the following senses:
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Differentiation: For any function f̃ , we have

⟨∇f̃ ⟩ =
∫

ddr ′K(r′ − r)∇′ f̃ (r′) = −
∫

ddr ′∇′(K(r′ − r))f̃ (r′)

=
∫

ddr ′∇(K(r′ − r))f̃ (r′) = ∇
∫

ddr ′K(r′ − r)f̃ (r′) = ∇⟨f̃ ⟩, (4.4.3)

where we have used integration by parts in going from the second to third equality
and that∇′K(r − r′) = −∇K(r − r′) in going from the third to the fourth. This
means that a global derivative can be pulled out of the coarse-graining operation.
Integration: For any function f̃ , we have∫

ddr⟨f̃ ⟩ =
∫

ddr

∫
ddr ′K(r − r′)f̃ (r′) =

∫
ddr ′ f̃ (r′)

∫
ddrK(r − r′)

=
∫

ddr ′ f̃ (r′) =
∫

ddrf̃ , (4.4.4)

since K(r − r′) is normalized. Thus, the integrand can always be coarse-grained
without changing the resulting integral. These properties are used throughout
Papers II and IV.

Changes in the local entropy density s = S/V are brought on by changes in the energy
density ϵ, the coarse density ρ, the momentum density g and the strain field ε through

T ds = dϵ − µcdρ− v · dg −h : dε, (4.4.5)

where µc is the coarse chemical potential, v is the velocity of the medium and

hij =
∂f

∂εij

)
T ,ρ,g

(4.4.6)

The strain conjugate (stress) at constant density

is the conjugate to the strain εij and f is the free energy density f = ϵ−T s. We can connect
h to the total stress tensor σ by performing a variational procedure, considering the work
done by a virtual displacement δx. The change in free energy within a volumeΩ is given
by the work done

δFΩ =
∫
∂Ω

dSjσijδxi −
∫
Ω

d3r∂jσijδxi . (4.4.7)

Under such a deformation, the volume element, coarse density, and strain transform to
first order in δx as

d3r→ (1 +∂kδxk)d
3r, (4.4.8)
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ρ→ (1−∂kδxk)ρ, (4.4.9)

εij → εij +∂(iδxj). (4.4.10)

As shown in Ref. [25], by varying the free energy FΩ =
∫
Ω
d3rf under these transforma-

tions, we recover Eq. (4.4.7) with the following expression for the stress tensor

σij =
(
f − ρ

∂f

∂ρ

∣∣∣∣∣
ε

)
δij +

∂f

∂εij

∣∣∣∣∣∣
ρ

. (4.4.11)

The stress tensor

We identify the latter part of this expression as h.
Given the expression for the force density, Eq. (4.1.15), we can write the equations of

motion for the displacement field in a perfectly elastic medium, namely Newton’s second
law

ρ∂2t ui = ∂jσij . (4.4.12)

For the isotropic case, we have

σij = (λδijδkl +2µδi(kδl)j)∂luk = λ∂kukδij + µ∂jui + µ∂iuj , (4.4.13)

so we get
ρ∂2t ui = (λ+ µ)∂i∂kuk + µ∂k∂kui . (4.4.14)

To analyze the motion, we Fourier transform in time and space

uf(k,ω) =
∫

ddr

∫ ∞
−∞

dtei(ωt−k·r)u(r, t), (4.4.15)

which results in
−ρω2uf i = −(λ+ µ)kikkufk − µk2uf i . (4.4.16)

We decompose this into independent components uf = uf

T +uf

L, namely the transversal,
uf

T ⊥ k, and longitudinal, uf

L ∥ k, component, which leads to

−ρω2(uf

T
i +uf

L
i ) = −(λ+ µ)kikkuf

L
k − µk

2(uf

T
i +uf

L
i ). (4.4.17)

This gives, for the transversal mode

ρω2
T uf

T
i = µk2uf

T
i , (4.4.18)

with dispersion relation

ρω2
T = µk2⇒ ωT = ±

√
µ

ρ
|k|, (4.4.19)
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and for the longitudinal mode

ρω2
Luf

L
i = (λ+ µ)kikkuf

L
k + µk

2uf

L
i , (4.4.20)

with dispersion relation

ρω2
L = (λ+2µ)k2⇒ ωL = ±

√
λ+2µ
ρ
|k|. (4.4.21)

The dispersion relations correspond to sound waves traveling without dissipation and
velocities given by

√
µ/ρ and

√
(λ+2µ)/ρ for transversal and longitudinal waves, respec-

tively. Dissipation can be added by including a solid viscosity tensor on the rhs. of Eq.
(4.4.12) [25]. These wave solutions correspond to peaks in the response function for u.
These peaks are called modes and describe how perturbations of the ground state spread in
the system. Each component ui has two modes, the positive and negative solution. Since
there are one longitudinal and two transversal components of u in three dimensions, we
end up with 6 modes in total. There are as many modes as independent hydrodynamic
variables in the system. From Eq. (4.4.5), we see that these are ϵ, ρ, {gi}3i=1 and {ui}3i=1.
Thus we expect eight modes, consisting of the six aforementioned modes associated with
sound waves, heat diffusion, and a vacancy diffusion mode, which is present since the coarse
density ρ and displacement field can evolve independently of each other. Consistent use of
coarse-graining to develop a hydrodynamic PFC theory was done in Paper IV.

4.5 Multiscale modeling of materials

While classical dislocation theory, as given in Ref. [47], is sufficient for small systems and
single dislocations, a multiscale approach to plasticity requires several methods operating
on different scales. If the spatiotemporal scale for the problem at hand is sufficiently small,
such as crack propagation problems and fast indentation experiments, it becomes feasible
to model each atom and its interactions explicitly, i.e., by molecular dynamics. At larger
spatiotemporal scales, other methods are available, such as dynamical DFT [16] or Monte
Carlo methods [50]. The PFC model, as will be introduced in Chapter 5, is an effective
field theory meant to operate at time scales longer than those accessible to dynamical DFT.

Since dislocations are the primary drivers of plastic deformation in single crystals, an
effort started in the 1980s to model dislocations as discrete identities interacting through
their induced elastic fields, an approach come to be known as discrete dislocation dynamics
(DDD) [17]. This approach uses continuum mechanics and dislocation theory to derive
laws of motion, nucleation criteria, and recombination rules for dislocation lines. It has
since become an essential tool for the simulation of plastic deformation on the mesoscale
(∼ µm) [13]. The lower length scale models serve as input to this effective theory, and in
particular, in Paper III, we used the PFC model to derive that the dislocations move in an
overdamped fashion subject to the PK force, Eq. (4.3.10), and found an explicit expression
for the mobility.
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As an alternative approach to resolving the individual dislocations, field dislocation
mechanics (FDM) aims to simulate the dislocation density α as a smooth coarse-grained
field [51]. In its complete form, the formalism allows the modeling of sizeable irreversible
material deformations, including both inertial and dissipative effects. The primary variable
of interest is thus not the "total" single-valued displacement field as in many of the traditional
treatments of plasticity, but the smooth and single-valued distortion u. Of particular
relevance to this thesis is the analysis of relating the dislocation density to the stress under
periodic boundary conditions. If the dislocation density tensor α is taken as in Eq. (4.3.6),
i.e., a source for the distortion u, it only defines u up to a gradient of a vector field. Thus,
another equation is required to fully determine u. In FDM, this additional information is
provided by the condition of mechanical equilibrium

∇ · (C : u) = 0. (4.5.1)

The general method of solving Eqs. (4.3.6) and (4.5.1) for u on a periodic medium is given
in Ref. [52] and numerical details are given in Appendix A.2.2. This method of finding the
equilibrium elastic fields provided the dislocation density tensor as a source, was used in
Paper III to verify the simulations in the PFC framework.
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chapter 5

The phase-field crystal

“[T]he PFC model [...] incorporates most of the essential physics re-
quired to handle freezing: it is atomistic, anisotropies and elasticity are auto-
matically there [...].

- Heike Emmerich et al. [53]

Having laid the framework for how crystalline symmetry, topology, and mean-field
models work together to describe the structure of ordered matter, we turn to the specific
model for crystal structure, which is the foundation of this thesis. The phase-field crystal
was introduced by Elder and Grant in Ref. [54] by coupling a free energy description of the
Rayleigh-Benard convection problem [55] with conserved dynamics. The phase-fieldψ was
introduced as the deviation from the average density. It was then argued that introducing a
factor similar to (q20 +∇2) is the simplest way to include the peaks in the structure factor at
q0 wavelengths associated with the emergence of periodic modulations. The proposed free
energy was given in dimensionless units as

F[ψ] =
∫

d2r
1
2
(L1ψ)

2 +
r
2
ψ2 +

1
4
ψ4, (5.0.1)

The PFC free energy
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Figure 5.1: Reprinted figure with permission from Ref. [54]. Copyright 2004 by the
American Physical Society.

where r is a parameter called the quenching depth, which controls the order-disorder
transition, and L1 = 1+∇2. The conserved dynamics were given by

∂tψ = ∇2δF
δψ

, (5.0.2)

The PFC evolution equation

which is a simplified version of the central equation from dynamical density functional the-
ory, with constant density-independent mobility approximation [16]. Given the conserved
dynamics, the average density

ψ0 =
1
V

∫
d2rψ, (5.0.3)

The PFC average density

where V is the simulation volume, also becomes a parameter, and the free energy for
different values of r and ψ0 are minimized by different lattice structures. The choice of
conservative dynamics is related to the notion that the PFC represents a one-body density.
By calculating the free energy associated with different symmetries near the critical point
and using Maxwell construction to find the regions of coexistence, Elder and Grant mapped
the phase diagram of the simplified model, which is shown in Fig. 5.1. It was shown that
elastic properties depend solely on the periodic nature of the density field, thus motivating
the introduction of such a simplified model. The model captured the essential features of
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the density modulations with only two free parameters, an approach that, in many ways,
echoes how the simple addition of two parameters to the ideal gas law, yielding the Van der
Waals equation, could single-handedly explain the gas-liquid transition using methods from
statistical mechanics [56]. While introduced on phenomenological grounds, it was later
shown that the model could be derived from the Smoluchowski equation via dynamical
DFT [57].

The computational advantage of the PFC model is two-fold. Firstly, by working directly
with the one-body density, thermal vibrations are effectively averaged out, allowing us to
reach diffusive time scales directly, a feature shared with dynamical DFT theory. Secondly,
in contrast to DFT, the interaction part of the free energy is written in terms of a local
gradient expansion, which allows for using powerful spectral methods to reach longer time
scales. In the years following its introduction, the model was put to use to study a multitude
of complex out-of-equilibrium processes for crystalline lattices in general (see Ref. [53]
for review) and mesoscale plasticity in particular. Examples of the latter include elasticity
theory [54, 58], dislocation dissociation [59], creep [60], boundary-driven grain migration
[61, 62, 63], dislocation dynamics [64, 65, 20] and dislocation nucleation [66, 1]. In this
chapter, we will discuss the interpretation of the PFC, how different symmetries arise, and
look at the time-scale problem for the relaxation of elastic waves.

5.1 Material properties and other symmetries

Following its inception, numerous extensions of the PFC were derived to accommodate
for other lattice symmetries and fit material properties. While the original unscaled version,
Eq. (5.0.1), contained two independent parameters r and ψ0, its scaled counterpart was
fitted to iron in Ref. [67] by comparing the PFC model to the Ginzburg-Landau theory
presented in Sec. 2.2 and comparing with molecular dynamics simulations. Several other
works have made similar efforts [68, 69, 70, 71].

While material fitting is a worthwhile endeavor to make quantitative predictions, the
primary focus of this thesis and the papers on which it is built is the symmetry of the ground
state. In terms of symmetry, the model was quickly extended to 3D materials with bcc [67]
and fcc structure [72] by adding more derivatives to the free energy, which favor second
mode peaks in the reciprocal lattice matching that of the target lattice. Other approaches
to creating different symmetries exist, such as adding exponential peaks in the reciprocal
space of the correlation function [69]. The systematic exploration of adding higher order
derivatives to the free energy, however, is called the multimode PFC model [73, 29] and is
the approach followed in this thesis. To promote, for instance, a square lattice, we include
the factor L2 in the derivative operator, giving

Fsq[ψ] =
∫

d2r
1
2
(L1L2ψ)

2 +
r
2
ψ2 +

1
4
ψ4, (5.1.1)

where LX = X +∇2. In Paper II, we exploited this point of view to construct and analyze
the elastic properties of PFC with free energies that produce different phases. In addition
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(a) (b)

(c) (d) (e)

Figure 5.2: Equilibrium statesψ corresponding to different crystalline symmetries at pa-
rameters (r,ψ0) producing a stable state. All fields are produced with r = −0.3 and
ψ0 = −0.3 (ψ0 = −0.325) for the 2D (3D) simulations. For the 3D fields, isosurfaces
are drawn at max[ψ]−min[ψ]

2 , where min[ψ] (max[ψ]) is the minimum (maximum) value
ofψ in the domain. Axes are in units of a0, the lattice constant, and the panels show (a)
triangular symmetry, (b) square symmetry, (c) bcc symmetry with (min[ψ],max[ψ]) =
(−0.6309,0.7445), (d) fcc symmetry with (min[ψ],max[ψ]) = (−0.7055,0.8025),
and (e) simple cubic symmetry with (min[ψ],max[ψ]) = (−0.5186,0.9684).

to the aforementioned triangular symmetry of Eq. (5.0.1) and Fsq, we have

Fbcc[ψ] =
∫

d3r
1
2
(L1ψ)

2 +
r
2
ψ2 +

1
4
ψ4, (5.1.2)

Ffcc[ψ] =
∫

d3r
1
2
(L1L4/3ψ)

2 +
r
2
ψ2 +

1
4
ψ4, (5.1.3)

and

Fsc[ψ] =
∫

d3r
1
2
(L1L2L3ψ)

2 +
r
2
ψ2 +

1
4
ψ4, (5.1.4)

producing, for certain parameter ranges (r,ψ0), stable bcc, fcc and simple cubic phases,
respectively. Whereas the first two were extensively studied in Refs. [67, 72], where phase
diagrams and stability conditions were derived, the last example has seen little exploration.
It was used in Paper II to study the elastic properties of the simple cubic phase. Fig. 5.2
shows the different symmetries considered in this thesis.
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5.2 The configurational stress

In Ref. [54], Elder and Grant considered the ground state and applied certain transforma-
tions given by bulk, shear, and deviatoric displacement fields u, expanding the free energy
in the resulting distortion. By comparing the expression with Eq. (4.1.10), they found the
elastic constants, matching those expected from the isotropic nature of triangular lattice
symmetry. Later, in Ref. [20], an expression for the stress tensor was derived from varying
the free energy with respect to coordinate distortions, finding elastic constants matching
those of Ref. [54]. In both these approaches, the stress was derived for the particular
example of the original PFC model, and the fact that a mass-conserving deformation must
also change the value of the density, to keep the total mass

∫
ddrψ constant, was neglected.

These issues were addressed in Paper II, where we introduced a general variational
procedure to determine the stress in any Ginzburg-Landau density field theory with an
arbitrary number of gradients. The stress tensor of the PFC model of Eq. (5.0.1) is given by

σij = ⟨(f̃ − µ̃cψ)⟩δij − 2⟨(L1ψ)∂ijψ⟩, (5.2.1)

The stress tensor in the 2D triangular PFC

where f̃ is the free energy density, the integrand of Eq. (5.0.1), and µ̃c = δF
δψ

. A significant
advantage compared to the stress derived in Ref. [54], is that the procedure is valid for any
out-of-equilibrium stateψ, including defected states, polycrystalline materials and other
symmetries, assuming that the adiabatic approximation mentioned in Sec. 2.1 holds. To
illustrate this point, in Fig. 5.3, we show the σxy component of the stress tensor for three
very different out-of-equilibrium configurations of the phase-field.

5.3 The few-mode approximation

As discussed, a perfectly symmetric lattice can be written in a Fourier series of the reciprocal
lattice, Eq. (2.2.4). In the case of the PFC, near the critical point r = 0, the equilibrium
states can be approximated by only a few reciprocal lattice vectors. The five different
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(a) (b) (c)

(d) (e) (f)

Figure 5.3: Different phase-field configurations and their corresponding stresses. (a) A dislo-
cation in the square PFC model, Eq. (5.1.1), with (r,ψ0) = (−0.3,−0.3), (b) an inclusion in
the triangular PFC model, Eq. (5.0.1), with (r,ψ0) = (−0.3,−0.3) (c) a dislocation dipole
in the stripe phase in the PFC model of Eq. (5.1.1) with (r,ψ0) = (−0.3,0). (d-f) Stresses
σxy , Eq. (6.2.6), for the configurations shown in (a-c), respectively.

symmetries shown in Fig. 5.2 have these sets of smallest reciprocal lattice vectors
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√
3/2,−1/2)

q(−1),q(−2),q(−3),

 R
(1)
sq =

{
q(1) = (1,0)
q(2) = (0,1)
q(−1),q(−2),

}

R
(1)
bcc =



q(1) = (0,1,1)/
√
2

q(2) = (1,0,1)/
√
2

q(3) = (1,1,0)/
√
2

q(4) = (0,−1,1)/
√
2

q(5) = (−1,0,1)/
√
2

q(6) = (−1,1,0)/
√
2

q(−1),q(−2),q(−3),
q(−4),q(−5),q(−6),


R

(1)
fcc =


q(1) = (−1,1,1)/

√
3

q(2) = (1,−1,1)/
√
3

q(3) = (1,1,−1)/
√
3

q(4) = (1,1,1)/
√
3

q(−1),q(−2),
q(−3),q(−4),

 R
(1)
sc =


q(1) = (1,0,0)
q(2) = (0,1,0)
q(3) = (0,0,1)
q(−1),q(−2),q(−3),


(5.3.1)

where q(−n) = −q(n); see Fig. 5.4. The one-mode approximation for the triangular PFC
states that the equilibrium state can be written as
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q(1)

q(2)q(3)

q(−1)

q(−2) q(−3)
Rtri Rsq

Rbcc Rfcc Rsc

Figure 5.4: Reciprocal lattices R of the Bravais lattices in Fig. 5.2, with the set of smallest
reciprocal lattice vectors R(1). The set R(1)

tri = {q(n)}±3n=±1, Eq. (5.3.1), of the six smallest
reciprocal lattice vectors of the triangular lattice has been indicated explicitly. For the 2D
square reciprocal lattice, we have also drawn the second modes R(2)

sq , Eq. (5.3.8).

ψeq = ψ0 +Atri

±3∑
n=±1

eiq
(n)·r. (5.3.2)

The one-mode approximation

As discussed,ψ0 is a simulation parameter, while Atri must be determined by inserting the
one-mode approximation into the free energy, Eq. (5.0.1), and minimizing with respect to
Atri. System states that are slightly distorted from equilibrium can be described by letting
these amplitudes become slowly varying fields, i.e.,ψ0→ ψ̄(r) and Atri→ ηn(r), so that

ψ = ψ̄+
±3∑

n=±1
ηne

iq(n)·r. (5.3.3)

The amplitude approximation

While both Eqs. (5.3.2) and (5.3.3) are referred to as the one-mode approximation in the
literature, we will refer to the second as the amplitude approximation.
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Sinceψ is real, η−n = η∗n and all amplitudes are thus not independent. In much of
the literature, the amplitude approximation is written as

ψ = ψ̄+
3∑

n=1

ηne
iq(n)·r + c.c. (5.3.4)

For some calculations, however, it is useful to keep the sum over all reciprocal lattice
vectors, which is why we have introduced the notation

±3∑
n=±1

ηne
iq(n)·r = η1e

iq(1)·r +η−1e
iq(−1)·r +η2e

iq(2)·r +η−2e
iq(−2)·r

+η3e
iq(3)·r +η−3e

iq(−3)·r. (5.3.5)

It is this notation that is used in Paper II when deriving the elastic constants for
the five different symmetries therein considered, where the sum is expressed as a
sum over elements in R

(1)
tri = {q(n)}±3n=±1. Thus, in the context of summing over N

reciprocal lattice vectors, these expressions are equivalent

±N/2∑
n=±1

fn ≡
∑

q(n)∈R(1)

fn, (5.3.6)

where fn is some function, which may depend on the reciprocal lattice vector q(n)
or amplitude ηn.

For the triangular lattice, and the bcc lattice in three dimensions, with the free energy of
Eq. (5.0.1), the one-mode approximation is excellent even at deeper quenches. For other
symmetries, however, an accurate description requires the inclusion of bigger reciprocal
lattice vectors. For example, the amplitude approximation of the square lattice reads

ψ = ψ̄+
±2∑

n=±1
ηne

iq(n)·r +
±2∑

n=±1
ηne

ip(n)·r, (5.3.7)

where q(n) ∈R(1)
sq and p(n) ∈R(2)

sq , where

R
(2)
sq =


p(1) = (1,−1)/

√
2

p(2) = (1,1)/
√
2

p(−1),p(−2),

 (5.3.8)

with p(−n) = −p(n), is shown in green in Fig. 5.4. In equilibrium, the amplitudes ηn
will take equilibrium values Asq and Bsq corresponding to the first and second modes,
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respectively. Similar to the 2D square lattice, the 3D fcc lattice also requires a second
mode in the amplitude approximation, whose lengths are

√
4/3, so this set is denoted

R
(4/3)
fcc . For the 3D simple cubic lattice produced by the free energy of Eq. (5.1.4), three

modes, R(1)
sc , R(2)

sc and R
(3)
sc are necessary to express the ground state accurately. The mode

approximations were used in Paper II to connect the stress tensor with the elastic constants
derived in Refs. [54, 20], with the recipocal lattice sets not given here found in the paper’s
appendix.

5.4 The amplitude formulation of the PFC model

The formulation of the phase-field in terms of slowly varying amplitudes allows for a shift of
perspective between a microscopic view, the evolution of the phase-field itself, and a coarse-
grained view where the evolution of the amplitudes is considered. This approach is called
the amplitude formulation of the PFC (APFC), and due to the amplitudes’ slowly varying
nature, one may operate with a lower resolution in the bulk, especially when combined
with methods like adaptive mesh refinement. This, in turn, allows to reach even longer
time scales than those already accessible to the PFC model itself. Additionally, many of
the analytical treatments of the PFC require closed expressions for the evolution of the
amplitudes, which the APFC provides. While the evolution equations for the amplitudes
can be derived in a formal and consistent way using a renormalization procedure [74, 75],
in this section, we will see a "quick-and-dirty" way to obtain the same equations of motion
from the phase-field evolution. For a more complete overview of the APFC framework, see
Ref. [76].

The amplitudes may be extracted from the PFC by means of demodulation, which is
the following operation

⟨ψe−iq
(n)·r⟩ = ψ̄⟨e−iq

(n)·r⟩+
±3∑

n′=±1
ηn′⟨ei(q

(n′ )−q(n))·r⟩ = ηn, (5.4.1)

where ⟨·⟩ is the coarse-graining of Eq. (4.4.1) with w = a0, the lattice constant. Here,
we have made use of the central assumption in the APFC framework, namely that the
amplitudes are slowly varying so that they may be taken out of the coarse-graining operation,
leaving ⟨ei(q(n

′ )−q(n))·r⟩ ≈ δn,n′ .
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ψ ψ̄ η1 η2 η3

Figure 5.5: Snapshots of the annihilation of a dislocation dipole (left: b = a0ex, right:
b = −a0ex) in the 2D triangular PFC model at (top row) t = 0 and (bottom row) t = 600.
Parameters used were (r,ψ0) = (−0.3,−0.3). The columns show the demodulated fields
ψ̄ and {ηn}3n=1, Eq. (5.4.1), where the complex fields are shown by their phase θn and
brightness corresponding to the magnitude |ηn|.

One of the main principles used in connecting the microscopic details of the PFC
with slowly varying quantities such as the amplitudes or the macroscopic stress, is
that of reciprocal lattice resonance. The main identity needed is that

⟨eiG·r⟩ ≈ δG,0, (5.4.2)

where G is a vector on the reciprocal lattice. If integrated over a unit cell, the integral
on the lhs. is zero unless G = 0, due to the periodic nature of eiG·r. For numerical
and some theoretical purposes, however, it is easier to work with the Gaussian kernel
given in Eq. (4.4.1). In this case, we have ⟨eiG·r⟩ = e−

1
2a

2
0G

2
. When G is a non-zero

reciprocal lattice vector, we have a0|G| ∼ 2π, which gives ⟨eiG·r⟩ ∼ e−2π
2
= 2.67×

10−9, which should be compared to ⟨eiG·r⟩ = 1 for G = 0. Sticking to an indexing
of reciprocal lattice vectors where q(−n) = −q(n), this gives ⟨ei(q(n

′ )−q(n))·r⟩ ≈ δn,n′ ,
as used in this thesis and several of the papers.

Figure 5.5 shows the annihilation of a dislocation dipole in the 2D triangular PFC model
together with the slowly varying average density ψ̄ = ⟨ψ⟩ and the amplitudes {ηn}3n=1.

To derive an analytic expression for the evolution of the amplitudes, we may insert the
amplitude approximation, Eq. (5.3.3), into the free energy, Eq. (5.0.1), and coarse-grain the
integrand, using that coarse-graining commutes with integration. To emphasize that the
result is now an approximation and depends on the ψ̄ and ηn, we write Fη and get
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Fη[ψ̄, {ηn}3n=1] =
∫

d2r
(1
2
(L1ψ̄)

2 +
r
2
ψ̄2 +

1
4
ψ̄4

+
3∑

n=1

|Gnηn|2 + (
r
2
+3ψ̄2)Φ + ψ̄(η1η2η3 +η

∗
1η
∗
2η
∗
3) +

3
2
Φ2 − 3

2

3∑
n=1

|ηn|4
 ,

(5.4.3)

The amplitude free energy

where Gn = ∇2 + 2iq(n) · ∇, and Φ = 2
∑3

n=1 |ηn|
2. To derive an equation of motion

for the amplitudes themselves, we may multiply the evolution equation, Eq. (5.0.2), with
e−iq

(n)·r and coarse-grain to get

∂tηn = ∂t⟨e−iq
(n)·rψ⟩ =

∫
d2r ′K(r − r′)e−iq

(n)·r′∇′2δF
δψ

(r′)

=
∫

d2r ′K(r − r′)∇′
q(n)
·
(
e−iq

(n)·r′∇′ δF
δψ

(r′)
)
= ∇2

q(n)

〈
e−iq

(n)·r δF

δψ

〉
, (5.4.4)

where∇′ is the gradient with respect to r′ ,∇q(n) = ∇+iq(n) and we have used that derivation
commutes with coarse-graining. We now need an expression for the coarse-grained quantity〈
e−iq

(n)·r δF
δψ

〉
. Reading from Eq. (5.3.3), we have

δψ(r′)
δηn(r)

= eiq
(n)·rδ(r′ − r), (5.4.5)

and the inverse of this derivative is found by considering

∫
d2r ′

(
δ(r′′ − r′)e−iq

(n)·r′
)
δψ(r′)
δηn(r)

=
∫

d2r ′
(
δ(r′′ − r′)e−iq

(n)·r′
)
eiq

(n)·rδ(r′ − r) = δ(r − r′′), (5.4.6)

which gives

δηn(r′′)
δψ(r′)

= e−iq
(n)·r′δ(r′′ − r′). (5.4.7)

ψ can be decomposed into the slowly varying field ψ̄ and {ηn}, and Fexpressed in these
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variables is Fη, so

δF

δψ(r)
=

∫
d2r ′

 δFη

δψ̄(r′)
δψ̄(r′)
δψ(r)

+
±3∑

n=±1

δFη

δηn(r′)
δηn(r′)
δψ(r)


=
δFη

δψ̄(r)
+
±3∑

n=±1

δFη

δηn(r)
e−iq

(n)·r (5.4.8)

which results in 〈
e−iq

(n)·r δF

δψ

〉
=
δFη

δη∗n
, (5.4.9)

and thus

∂tηn = ∇2q(n)
δFη

δη∗n
. (5.4.10)

A similar exercise with ψ̄ using q(n) = 0 gives the following evolution equation for the
slowly varying average density

∂tψ̄ = ∇2
δFη

δψ̄
. (5.4.11)

With an initial condition of ηn = 0, and given Eq. (5.4.3), this is simply the dynamical
equation of the PFC withψ→ ψ̄, leading to rapid variations in ψ̄ which is inconsistent
with the assumptions used to deriveFη in the first place. The resolution to this inconsistency
is to realize that if ηn is to be slowly varying, then the leading term on the rhs. of Eq. (5.4.10)
should be given by only the last term in∇q(n)2 = ∇2 +2iq(n) · ∇−q(n)2, thus yielding the
governing equations for the evolution of the amplitudes

∂tηn = −q(n)
2δFη

δη∗n
. (5.4.12)

The amplitude evolution equation

This, in turn, will lead to self-consistent equations of motion (no development of rapid
spatial variations in ηn) and has the added benefit of setting ∂tψ̄ = 0 (since q(0) = 0),
which is a typical approximation for APFC models. Amplitude formulations that include
variations in ψ̄ typically ignore the gradients in front of ψ̄ in Fη, and only then evolve it
according to Eq. (5.4.11), perhaps earning the nomenclature of "quick-and-dirty." For more
discussion on this point, see Ref. [77].
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5.5 Topological structures in the PFC model

Consider the equilibrium state in the one-mode approximation, for any lattice structure,
displaced by a displacement field u

ψeq(r −u) = ψ0 +η0
∑

q(n)∈R(1)

eiq
(n)·(r−u) = ψ0 +

∑
q(n)∈R(1)

(η0e
−iq(n)·u)eiq

(n)·r, (5.5.1)

where η0 is the equilibrium amplitude of the first mode. This is a state described by the
amplitude approximation, Eq. (5.3.3), with ηn = η0e−iq

(n)·u. Assuming that this holds in
general, we see that the phase arg(ηn) = −q(n) ·u of the amplitude contains information
about the displacement field of the PFC. Indeed, arg(ηn) is the S1 order parameter θn
defined in Sec. 4.3, associated with the broken translational symmetry of the crystal

θn = arg(ηn) = −q(n) ·u. (5.5.2)

The phase of the amplitudes

In Paper III, we showed that for the Bravais symmetries considered in this thesis, all of
the sets of primary reciprocal lattice vectors R(1), and the higher order modes, satisfy the
following identity

∑
q(n)∈R(1)

q
(n)
i q

(n)
j =

N
d
δij , (5.5.3)

Dyadic vector product identity for lattices with (≥ 4)-fold symmetry

where N is the number of reciprocal lattice vectors in R(1) and d is the dimension. While
versions of Eq. (5.5.3) with specific crystalline symmetries have been used in other works, to
our knowledge, the general form given above has not previously been utilized in the PFC
literature. Note also that if the reciprocal lattice vectors in the sum have a length q0 , 1,
then the rhs. of Eq. (5.5.3) should have an additional factor of q20. This identity can be used
to solve Eq. (5.5.2) for u, namely by dyadically multiplying with q(n) and summing over
the primary reciprocal lattice vectors to get

uT = − d
N

∑
q(n)∈R(1)

θnq
(n). (5.5.4)

The (total) displacement field extracted from PFC amplitudes

This equation defines a single-valued displacement field, which in the presence of a disloca-
tion requires a phase-slip across which the displacement field jumps the Burgers vector b,
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which is why we have denoted it the total displacement field, as in Sec. 4.2. Given Eq. (5.5.4),
this phase-slip coincides with the choice of phase-slip in extracting the phases θn from ηn.
However, the elastic distortion u, shown in Fig. 4.7 (c), does not contain such a phase-slip.
Indeed, it is possible to derive an expression for u, by noting that

∇ηn
ηn

=
1

|ηn|e−iq
(n)·u

(
(∇|ηn|)e−iq

(n)·u − i|ηn|e−iq
(n)·u∇(q(n) ·u)

)
, (5.5.5)

which we may multiply by i and take the imaginary part of to obtain

q
(n)
k ∂juk =ℑ

(
i
∂jηn
ηn

)
. (5.5.6)

Now, multyplying with q
(n)
i , summing over R(1) and using Eq. (5.5.3), we get

∂jui = uij =
d
N

∑
q(n)∈R(1)

ℑ
(
i
∂jηn
ηn

)
q
(n)
i . (5.5.7)

The distortion extracted from the PFC amplitudes

In the final expression, we are not required to extract a value for θn, so it will contain no
arbitrary phase-slips. In fact, Eqs. (5.5.4) and (5.5.7) were used to produce the plots in panels
(a) and (c) of Fig. 4.7, respectively.

θn is the direction of the vector fieldΨ = (ℜ(ηn),ℑ(ηn)). Thus, the dislocations
are located at the zeros of these amplitudes, as can be seen from the expression of the
distortion in Eq. (5.5.7), which is well-defined everywhere ηn , 0. The method of Halperin
and Mazenko, Sec. 3.4, can then be used with these amplitudes. In Paper III, we made this
connection explicit and derived an expression for the dislocation density tensor and the
velocity of dislocation lines. This allowed us to take an arbitrary phase-field configuration,
calculate the dislocation density and reconstruct the Burgers vector and tangent vector, as
illustrated in Fig. 5.6, and detailed in Appendix A.1.3.

The distortion given in Eq. (5.5.7) is defined everywhere as the gradient of a displacement
field, except where it is undefined, i.e., at ηn = 0, and u diverges. As discussed in Paper
III, the Halperin-Mazenko method employs precisely this fact to express the dislocation
density in terms of a delta function of the amplitudes. As a result, this will be infinitely
sharp. It is, however, questionable whether such a diverging distortion is reasonable since
even the notion of a displacement field loses its meaning as one gets close to the core.
From a physical point of view, the distortion diverging at the core leads to linear elasticity
predicting infinite core energy, which is usually regularized by introducing a cutoff length.
Additionally, the delta function is inconvenient from a numerical point of view, as it must
be regularized by an arbitrary length scale, as we will see in Eq. (6.3.7). In Paper V, we
proposed a generalization of the topological charge, Eq. (3.3.1), which allowed us to find a
non-singular expression for the dislocation density. As we will outline in Sec. 6.6, this can
also be used to derive a non-singular expression for the distortion.
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b
t

Figure 5.6: 2D slice of the simple cubic PFC, Eq. (5.1.4), with (r,ψ0) = (−0.3,−0.325),
containing a dislocation loop in the xy-plane with Burgers vector b = (1,0,0). The
dislocation content, i.e., the Burgers vector b and tangent vector t, was reproduced using
Eq. (6.3.6). For details, see Appendix A.1.

5.6 The time scale problem

In Ref. [20], the motion of a dislocation in the PFC was considered. By using the APFC
equations of motion, Skaugen et al. were able to derive a closed-form expression for the
velocity of a dislocation under the influence of the Peach-Koehler force. Given two disloca-
tions in a medium, we know that the elastic field set up by one will cause the other to move
towards it and annihilate. The natural question, then, is which elastic field exactly does one
dislocation feel from the other? In Ref. [20], the elastic fields predicted from continuum
elasticity were used. However, when directly comparing the velocity predicted by this
method with the numerically obtained velocity, the authors found a mismatch. While the
topological nature of the defect puts some restrictions on the stress field produced by a
dislocation, in continuum elasticity, there is the added condition of mechanical equilibrium.
The PFC evolution, Eq. (5.0.2), is not guaranteed to ensure mechanical equilibrium, and
this was singled out as the leading cause of the discrepancy.

Instead of elastic waves traveling through the PFC, relieving build-up stress as expected
for a strained crystal, the phase-field slowly diffuses the elastic strains. The origin of this
feature is that the PFC evolution equation only contains one independent variable, the
phase-field; its time derivative is given as a first-order differential equation in terms of itself,
which does not make it possible to have an independent momentum mode of transport. To
quantify this behavior and understand how it is different from proper solid behavior, we
look at the dispersion relation for elastic waves. As we saw in Sec. 4.4, the expected behavior
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of crystals is a dispersion relation that scales with the wave number in the long wavelength
limit. However, a linear stability analysis with the PFC dynamics reveals that the dispersion
relation is far from wave-like. Consider a perturbation of the equilibrium state given by a
displacement field u. The distorted triangular PFC, in the one-mode approximation, is
given by

ψ = ψeq(r −u) = ψ0 +Atri

±3∑
n=±1

eiq
(n)·(r−u), (5.6.1)

effectively setting the amplitudes ηn = Atrie
−iq(n)·u. In the long wavelength limit, the

approximations resulting in Eq. (5.4.12) are certainly valid, meaning that we can insert this
amplitude ansatz and linearize in u. The result is derived in Ref. [78] and gives

∂tu = ∇2u+2∇(∇ ·u). (5.6.2)

Already here, we see how different this equation is from the supposed second-order dif-
ferential equation assumed to govern elastic waves, Eq. (4.4.14). By finding the dispersion
relations using the same procedure as in Sec. 4.4, we get

ωT = −i|k|2, (5.6.3)

and
ωL = −3i|k|2, (5.6.4)

for transversal and longitudinal waves, respectively. The purely imaginary nature of these
dispersion relations means that the elastic distortions decay to equilibrium in an over-
damped manner, clearly in contrast to the elastic behavior expected from solids given by
sound modes, Eqs. (4.4.19) and (4.4.21).

In the literature, there have been two main ways of addressing this issue. One approach
has been to explicitly set elastic excitations to zero. This was done for the APFC model
in Ref. [79] and for the 2D triangular PFC model in Ref. [21]. In Ref. [79], the elastic
excitations were set to zero by identifying the elastic excitations to be carried by the phase
of the amplitudes, Eq. (5.5.2), and separating the equations of motion by letting this part
equilibrate between each time step iteration of the APFC. For the 2D PFC model in Ref.
[21], the elastic problem was examined by finding the equilibrium stress and then setting
the PFC stress to this value by use of Airy stress functions. The Airy stress formalism is a
useful method for solving the elastic problem in two dimensions. In Paper III, we proposed
a different formalism, valid for any 3D cubic crystal structure.

The other way to address the problem of elastic waves in the PFC model has been
to explicitly reintroduce the second time scale. The first attempt at this was to couple
the PFC to second-order time derivatives as proposed in Ref. [80]. While this provided
the propagation of some sound modes, it gives the wrong dispersion relation in the long
wavelength limit [78]. In Ref. [81], the APFC framework, which naturally introduces a
separation of length scales through the amplitudes, was used to add a hydrodynamic velocity
field. Still, this approach is limited to single-crystal states in the amplitude approximation.
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In Paper IV, we introduced a complete hydrodynamic framework for the full PFC model
to address this issue.
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chapter 6

Papers summary and outlook

“We have the duty of formulating, of summarising, and of communicat-
ing our conclusions, in intelligible form, in recognition of the right of other
free minds to utilize them in making their own decisions.

- Ronald Fisher [82]

In this chapter, we will look at the 5 papers on which this thesis is built, summarize the
most important points and present an outlook for future research.

6.1 Paper I: Dislocation nucleation in the phase-field crystal model

Vidar Skogvoll, Audun Skaugen, Luiza Angheluta, and Jorge Viñals.
Physical Review B, 103(1):014107, January 2021.

The nucleation of defects in crystals is important to study many phenomena, includ-
ing fragmentation, deformation processes, and crack propagation. One mechanism of
nucleation is that dislocations form from a defect already present in the crystal, such as an
inclusion or obstacle. A different source of nucleation is what is known as a Frank-Read
source, in which the nucleation process happens from already existing dislocation lines.
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However, under large stresses, the crystal may spontaneously nucleate defects in an oth-
erwise perfect crystal, known as homogeneous nuclation. As mentioned, coarse-grained
theories like DDD require rules for nucleation and recombination of dislocations. Thus, the
search for reliable criteria of nucleation has been extensive in the literature [83, 84, 85, 86],
which has later been compared with simulations from molecular dynamics under various
conditions [87, 88, 89]. However, due to the complicated nature of this process, success
has been limited. In this paper, we employed the model in Ref. [21] to study homogeneous
nucleation of dislocations by coupling the PFC to an external stress, like an indentation, to
shed light on the nucleation criteria that govern large plastic behavior.

In order to facilitate nucleation, we required a mechanism to impose external stress. To
do so, we adapted the method introduced in Ref. [21] for evolving the PFC at mechanical
equilibrium. This model was based on supplying the standard PFC evolution equation,
Eq. (5.0.2), with an advectionψ→ ψ′ = ψ(r−uδ) at every time step to ensure mechanical
equilibrium. To find uδ, it was exploited that the configurational stress hψ could be
calculated from the PFC itself [20]. Then, hψ was compared to a target stress h(ME) in
mechanical equilibrium, and the necessary displacement uδ needed to advect the PFC
so that hψ′ = h

(ME) was found. h(ME) can be found (in two dimensions) by h(ME)
ij =

ϵikϵjl∂k∂lχ, where χ is the Airy stress function, which satisfies

1−κ
µ
∇4χ = η33, (6.1.1)

where
κ =

λ

dλ+2µ
. (6.1.2)

d is the dimension, and η33 is the out-of-plane component of the incompatibility tensor
[47], given by

ηij = ϵilmϵjpk∂l∂pε
ψ

mk . (6.1.3)

Note that this incompatibility field shares its symbol with the amplitudes in the phase-field
expansion, but the incompatibility field is only discussed in this section of the thesis, so
no confusion should arise. To find the source for the Airy stress function, Ref. [21] took
advantage of the fact that the configurational stress hψij could be derived directly from the
PFC, and assumed isotropic elasticity everywhere, so that

h
ψ

ij = λε
ψ

kkδij +2µεψij , (6.1.4)

where εψ is the (out-of-equilibrium) strain state in the PFC, which could be inverted to get

ε
ψ

ij =
1
2µ

(
h
ψ

ij −κδijh
ψ

kk

)
. (6.1.5)

After solving Eq. (6.1.1) for χ, the necessary compatible displacement uδ to make hψ =
h

(ME) was calculated. To study the nucleation of defects, we accounted for external stresses
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h
(ext) by shifting the target stress by h(ME)→ h

(ME) −h(ext). Then, by imposing a local
indentation external stress profile, we observed the nucleation of a dislocation dipole above
a critical value. We also discovered that by calculating the resolved shear stress in the crystal
onto different slip planes, we were able to predict what type of dislocation would nucleate
and further derived a theoretical prediction for how large this threshold should be, which
was verified by simulations. The incompatibility field, Eq. (6.1.3), proved not only to be a
well-suited order parameter for the process of nucleation but was also shown to identify
the location and character of dislocations in three dimensions. This was illustrated in the
paper by simulations of both edge and mixed-type dislocations in the 3D bcc PFC model.

6.2 Paper II: Stress in ordered systems: Ginzburg-Landau type density
field theory

Vidar Skogvoll, Audun Skaugen, and Luiza Angheluta.
Physical Review B, 103(22):224107, June 2021.

As was observed in both the time scale problem and also in the case of nucleation,
the coarse-grained configurational stress in the PFC seemed to be the deciding factor. In
Ref. [20], the stress tensor was derived by treating the phase-field ψ as a scalar field and
performing a variation of the coordinate system. This, however, neglected the fact that
the phase-field is meant to represent a one-body density. In this paper, we introduced the
general variational procedure outlined below and derived a method to find the stress tensor
for any Ginzburg-Landau theory. Note that in this paper, we worked with the divergence
of the stress tensor in the other convention than that of this thesis, i.e., (∇ · σ)j = ∂iσij . In
this section, we have therefore translated the pertinent results to match the convention used
in this thesis. This is only crucial for the discussion about the symmetry of the microscopic
stress tensor.

Writing the continuity equation in a discretized way, using that the velocity field v = δx
δt

for some infinitesimal displacement δx over an infinitesimal time δt, we have

δψ

δt
+∇ ·

(
ψ
δx
δt

)
= 0. (6.2.1)

Thus, we can consider a virtual displacement δx to affect the phase-field to linear order by

δψ = −∇ · (ψδx). (6.2.2)

Defining the chemical potential as the driving force of phase-field dissipation, i.e., µ̃c =
δF/δψ, we may vary the free energy as

δF=
∫

ddr
δF

δψ
δψ = −

∫
ddrµ̃c∇ · (ψδx). (6.2.3)
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Using that µ̃c can be written in terms of partial derivatives of the free energy, and repeated
integration by parts, we were able to rewrite this variational in the form

δF=
∫

ddrσ̃ : (∇δx), (6.2.4)

which gave a closed form for the microscopic configurational stress tensor

σ̃ij =
δF

(∂jδxi)
= (f̃ − µ̃cψ)δij + h̃ij , (6.2.5)

The microscopic stress tensor

with an explicit (and complicated) expression for h̃. The fact that the variation of Fcould
be expressed as a variation in∇δx is a consequence of the translational invariance of the
free energy. The reason for naming σ̃ the microscopic stress tensor is that in the presence of
microscopic variations in the density fieldψ, it naturally features variations in the stress on
this microscopic level too. To connect the microscopic stress tensor to the macroscopic
stress used in continuum mechanics, we used the coarse-graining operation of Eq. (4.4.1)
with w = a0, defining the macroscopic stress as

σ = ⟨σ̃⟩. (6.2.6)

The stress tensor

By this coarse-graining operation, we were also able to connect this expression of the
macroscopic stress tensor to the one used in hydrodynamics, Eq. (4.4.11). This allowed us
to find a closed-form expression forh, the conjugate to the strain ε at constant density. The
interpretation of the PFC becomes especially important in discussing its elastic properties.
This is also of importance in the expression of the stress tensor, as can be seen from the
following argument; in some of the PFC literature, the PFC is interpreted as the relative
density deviation, i.e., the real one-body-density ρ̃ is expressed in terms ofψ as

ρ̃ = (1+ψ)ρ0. (6.2.7)

Here, however, it should be ρ̃ that varies under a displacement field according to Eq. (6.2.2),
and notψ itself, giving

ρ0δψ = −ρ0∇((1 +ψ)δx), (6.2.8)

which gives

δF= −
∫

ddrµ̃c∇ · ((1 +ψ)δx) = −
∫

ddrµ̃c∇ · δx −
∫

ddrµ̃c∇ · (ψδx). (6.2.9)

The second part of this variation will give the same stress tensor as in Eq. (6.2.5), but the first
part will also give a contribution, resulting in the following expression for the microscopic
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stress tensor
(f̃ − µ̃c(1 +ψ))δij + h̃ij . (6.2.10)

Thus, the nature of the isotropic part of the stress depends on the exact connection between
the phase-field and the one-body density. The part h of the stress, which is conjugate to
the strain, however, seems to be independent of these details, which is why in much of our
work, we have takenh as the stress tensor and left the question of the isotropic contribution
for future work.

Another problem we addressed in the paper was the symmetry of the stress tensor. In
the variational procedure in Ref. [20], the result was a non-symmetric expression for the
stress tensor, namely

h̃ij = −(L1ψ)∂ijψ+ (∂iψ)∂jL1ψ, (6.2.11)

which is also the expression one gets from Eq. (9) in Paper II without further modifications.
The stress tensor of continuum mechanics, however, is related to the coarse-grained stress
σ = ⟨σ̃⟩. In the paper, we showed that upon coarse-graining, the gradient terms are small
compared to non-gradient terms, which allows us to effectively "move" derivatives under
the coarse-graining operation, similar to integration by parts and ignoring boundary terms.
This point was made explicitly in the paper, but we will give an intuitive explanation here;
compare a function g with a function that can be written as a gradient ∂if . If none of the
functions g or f tends towards infinity, in the limit of larger and larger coarse-graining,
⟨g⟩ → g0, where g0 = 1

V

∫
ddrg , the average value of g . ∂if on the other hand, tends

towards ⟨∂if ⟩ = ∂i⟨f ⟩ → ∂i
1
V

∫
ddrf = 0. This explains why, even though the derived

stress was non-symmetric on the microscopic level it became symmetric upon coarse-
graining. It turns out that the notion of a microscopic stress is hard to define uniquely.
Indeed, the derivation in the paper only determines the stress tensor up to a divergence-free
contribution. Under the divergence operator, we have the following identity,

∂j
(
A∂ijB

)
= ∂j

(
δij∂m(A∂mB)−∂iA∂jB

)
, (6.2.12)

Identity for symmetrizing the microscopic stress tensor

which can be shown by expanding both sides, and effectively tells us that we may move
the independent index i under the divergence if we compensate by adding a term that is
symmetric in i↔ j . Thus, an equivalent expression for the microscopic h is

h̃ij = −δij∂m((L1ψ)∂mψ) + 2(∂(iψ)∂j)L1ψ, (6.2.13)

which is symmetric in the indices i↔ j . The difficulty in defining a unique microscopic
stress echoes echoes the discussion of the uniqueness of the stress brought forth in Ref.
[90]; in that work, the authors fought with the same problem of uniquely determining an
expression for the microscopic stress tensor in a more general statistical mechanics context.
They found six conditions for the uniqueness of the microscopic stress, one of which was
the symmetry of the stress, which suggests that using the identity of Eq. (6.2.12) is necessary
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for a well-defined microscopic stress tensor. A similar conclusion was reached in a paper
using molecular dynamics simulations, which showed that the symmetry of the stress tensor
is intimately linked with the continuum assumption[91].

To connect the descriptions derived for the PFC with continuum elasticity, we calcu-
lated the elastic constants predicted for the different lattices. For the triangular symmetry,
we considered the PFC in its ground state deformed by a displacement field u, Eq. (5.6.1).
Focusing on the elastic constants corresponding to strains at constant average density, we
inserted this expression into the expression for hij and discarded non-linear terms in u and
higher-order gradients. In these calculations, we made repeated use of the approximation
that the distortion u = ∇u is slowly varying and can be pulled out of the coarse-graining
operation. What is left are quantities of the type ⟨eiG·r⟩, where G is a lattice vector on the
reciprocal lattice. Using the principle of reciprocal lattice resonance, as discussed in Sec.
5.4, we arrived in the paper’s appendix at the following expression for h

hij = 4A2
tri∂kul

±3∑
n=±1

q
(n)
i q

(n)
j q

(n)
k q

(n)
l . (6.2.14)

This tetratic product sum is a particular type of vector product sum made from the col-
lection of reciprocal vectors R(1)

tri ≡ {q(n)}±3±1 called a 4th order moment tensor. Due to
its limited number of components, this sum can be evaluated explicitly. However, it was
shown in Ref. [92] that for a collection of vectors such as R(1)

tri , that has a 6-fold rotational
symmetry, its 4th-order moment tensor is necessarily isotropic. This means that it can be
written in terms of the only three rank four isotropic tensors δijδkl , δikδjl , and δilδjk , and
a comparison of terms reveals that

±3∑
n=±1

q
(n)
i q

(n)
j q

(n)
k q

(n)
l =

3
4
(δijδkl +2δk(iδj)l), (6.2.15)

which led directly to the expression of hij as

hij =
(
λδijδkl +2µδk(iδj)l

)
∂kul , (6.2.16)

with λ = µ = 3A2
tri. This is a curious mathematical relation displaying how the isotropic

elastic property of the triangular lattice is related to the symmetries of the reciprocal crystal
lattice. In the case of the square PFC, a similar calculation leads to tetratic product sums
in terms of both the sets R(1)

sq = {q(n)}±2±1 and R
(2)
sq = {p(n)}±2±1 with q(n) from Eq. (5.3.1)

and p(n) from Eq. (5.3.8). In this case, however, the lattice vector sets only have a four-fold
symmetry, which means that only 2nd order moment tensors are identically isotropic. This
leaves an additional contribution to the elastic constant tensor, namely δijkl , which is not
an isotropic tensor and is responsible for the anisotropic properties of the square lattice.
More details on these tetratic vector products are found in the paper’s appendix.
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6.3 Paper III: A phase field crystal theory of the kinematics of dislocation
lines

Vidar Skogvoll, Luiza Angheluta, Audun Skaugen, Marco Salvalaglio, and Jorge
Viñals.
Journal of the Mechanics and Physics of Solids, 166:104932, September 2022.

In this paper, we generalized the procedure of characterizing the topological content
of the PFC in three dimensions. We found a closed-form expression for the mobility of
the dislocations as discussed in Sec. 5.5. Additionally, as discussed in Sec. 5.6, ensuring
mechanical equilibrium in a 3D model is not straightforward, so we also introduced a
different scheme for finding the necessary displacement uδ needed to ensure mechanical
equilibrium, effectively extending the model of Ref. [21] to three dimensions.

As discussed in Sec. 4.3, θn ≡ −q(n) ·u is a S1 field with corresponding vortex defects.
In three dimensions, the defects in these fields are lines l, and to each corresponds then a
topological charge density ρ(n)top

ρ
(n)
top = sn

∫
l

dlδ(3)(r − r′)t, (6.3.1)

where t is the tangent vector to the line. To relate these vector defect densities to the defect
charge of the crystal, i.e., the dislocation density tensor, we multiply with ρ(n)top with q(n),
and used that 2πsn = b ·q(n), to get

ρ
(n)
topiqj = snq

(n)
j

∫
l

dlδ(3)(r − r′)ti =
1
2π

q
(n)
k q

(n)
j bk

∫
l

dlδ(3)(r − r′)ti

=
1
2π

q
(n)
k q

(n)
j αik . (6.3.2)

Consider now the reciprocal lattice to which q(n) belongs. As discussed in Sec. 5.5, we
derived in this paper the general expression of Eq. (5.5.3), which can be used to get∑

q(n)∈R(1)

ρ
(n)
topiq

(n)
j =

1
2π
αikq

(n)
k q

(n)
j = αij

N
2πd

, (6.3.3)

which gives

αij =
2πd
N

∑
q(n)∈R(1)

ρ
(n)
topiq

(n)
j . (6.3.4)

The dislocation density in terms of S1 defect densities
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This equation relates the dislocation density tensor in terms of the defect densities for the
S1 fields θn.

As mentioned in Sec. 5.5, by introducing the vector fieldΨ = (ℜ(ηn),ℑ(ηn)) we
could use the Halperin-Mazenko method, Sec. 3.4, to find an expression for ρ(n)top in terms
of ηn and thus, reconstruct the dislocation density from Eq. (6.3.4). We found

ρ
(n)
top =D(n)δ(2)(ηn), (6.3.5)

where δ(2)(ηn) = δ(2)(Ψ ) = δ(ℜ(ηn))δ(ℑ(ηn)), and D(n) as defined in Eq. (3.4.10).
Using these, we derived the following expression for the dislocation density in the PFC
model

αij =
2πd
N

N/2∑
n=±1

δ(2)(ηn)D
(n)
i q

(n)
j , (6.3.6)

The dislocation density in the PFC model

where the sum is over the N primary reciprocal lattice vectors in question. By using the
N = 12 primary reciprocal lattice vectors of the bcc lattice and d = 3, we get Eq. (12) of
the paper. The factor q0, which appears in the paper, is the length of the smallest reciprocal
lattice, which has in this thesis been set to q0 = 1. Notice that in this equation, we have the
delta function acting on the amplitudes ηn. In the computations, this was done using a
Gaussian approximation

δ(2)(ηn) ≈
1

2πw2 e
−|ηn|2/(2w2), (6.3.7)

with w = η0/10 where η0 is the equilibrium value of the amplitudes.
Furthermore, by taking the time derivative of this quantity, we expressed the velocity of

the dislocation lines directly in terms of the dynamics of the amplitudes, given by Eq. (5.4.12).
This was used in the paper to express the line velocity as a function of the applied stress
h
(ext) (denoted σ̃ in the paper) and was found in Eq. (32) of the paper to be

v =Mt · (h(ext) ·b), (6.3.8)

with an explicit expression for the mobility M given underneath Eq. (32) in the paper.
Thus, the velocity was found to be proportional to the Peach-Koehler force, Eq. (4.3.10),
with h(ext) as the external stress.

There is an interesting side note to the derivation of the dislocation velocity, namely
that it was was only possible because the evolution equations of the amplitudes "decouple"
at the dislocation core. We mean this in the following sense: the evolution of the amplitudes
ηn derived from Eq. (5.4.12) is given in a generic form by

∂tηn = −q(n)
2
G2
nηn + Pn({ηn}±6±1) (6.3.9)
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where Pn({ηn}±6±1) is a polynomial in all the amplitudes {ηn}±6±1. At the dislocation core,
the amplitude ηn itself goes to zero, so any term in Pn({ηn}±6±1) proportional to ηn will not
contribute. Not only this but also some of the other amplitudes go to zero at the dislocation
core, which means that also other terms in Pn({ηn}±6±1) will not contribute to the evolution
of the amplitude at the dislocation core. It was observed in Ref. [20] that for the subset of
amplitudes the go zero, i.e., those that contribute to the dislocation density tensor, for the
triangular lattice, all terms in Pn({ηn}) vanish, leaving a decoupled set of equations for the
amplitudes that contribute to the dislocation density tensor. In this paper, we learned that
this is no coincidence and is due to the resonance conditions on the reciprocal lattice vectors
that go into the polynomial terms in Pn({ηn}±6±1). From the procedure in deriving the free
energy, Eq. (5.4.3), using the resonance condition, it happens that every term in Pn({ηn}±6±1)
results from selecting amplitude indices H ⊂ {n′}±6n′=±1 corresponding to reciprocal lattice
vectors {q(n′)}n′∈H that together with q(n) give 0, i.e.,

q(n) +
∑
n′∈H

q(n
′) = 0. (6.3.10)

Contracting this equation by 1
2πb, we get

sn +
∑
n′∈H

sn′ = 0. (6.3.11)

If ηn is an amplitude that goes to zero at the dislocation core, then sn , 0, and it follows
that at least for one n′ ∈H , sn′ , 0 as well. This means that in every term in Pn({ηn}±6±1),
there is an amplitude that is zero at the dislocation core, and the amplitudes decouple, in the
general case. It is enticing to imagine how this mechanism may be generalized to amplitude
equations for any lattice symmetry. This indicates that there is a curious mathematical
relation between the resonances of reciprocal lattice vectors and the evolution equations of
the amplitudes near defects. It may thus be possible to generalize the equations of motion
of dislocations in periodic lattices beyond the single-mode approximations typically used
in PFC theories and make predictions on dislocation mobilities in the general case, which
would be a powerful theoretical result.

The model introduced in Ref. [21] and used with Paper I to study nucleation was based
on solving for the equilibrium stress tensor in two dimensions in isotropic elasticity. Going
to three dimensions and anisotropic elasticity, we generalized the method and developed
the following scheme to constrain the PFC to mechanical equilibrium. The goal, as in Ref.
[21], was to find a displacement field uδ that, when applied to the PFC, would make the
stress hψ as calculated by the PFC constrained to mechanical equilibrium. Supposing that
this is possible, we have

h
ψ + C : εδ = h

eq, (6.3.12)

where εδij = ∂(ju
δ
i). Taking the divergence and using that∇ ·heq = 0, we get

∇ · (C : εδ) = −∇ ·hψ, (6.3.13)
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which is a system of three third-order partial differential equations for the three unknown
components of uδ. This can be solved using the Green’s function in Fourier space for
anisotropic elasticity, given in Ref. [93], as shown in Appendix A.2.1.

6.4 Paper IV: Hydrodynamic phase field crystal approach to interfaces,
dislocations and multi-grain networks

Vidar Skogvoll, Marco Salvalaglio, and Luiza Angheluta.
Modelling and Simulation in Materials Science and Engineering, October 2022.

While the model introduced in Paper III was shown to produce stress fields that agreed
with the continuum elasticity theory, it is still a theory that approximates the overdamped
limit. In fast processes, however, such as crack propagation or dislocation nucleation, the
time scale associated with dislocation motion and elastic waves approach each other. Thus,
an explicit coupling of the mode of transport between the elastic degrees of freedom and
dislocation motion is necessery, i.e., addressing the time scale problem by the second strategy
outlined in Sec. 5.6. In this paper, we derived equations of motion by first proposing a free
energy which included a kinetic energy term carried by a macroscopic velocity field, and
deriving equations of motion that guaranteed a decrease in free energy, consistent with the
second law of thermodynamics.

To understand the approach used in the paper, consider this very simple derivation of
the equation of motion of the PFC, Eq. (5.0.2). Taking the time derivative of Eq. (5.0.1),
we get

∂tF=
∫

ddr
δF

δψ
∂tψ. (6.4.1)

Ifψ is a conserved field, it should evolve according to ∂tψ+∇ · J̃ = 0 for some current J̃ ,
which after integration by parts give

∂tF= −
∫

ddr∇
(
δF

δψ

)
· J̃ . (6.4.2)

From this, we see that J̃ = ∇
(
δF
δψ

)
gives a strictly decreasing free energy, which gives the

following evolution equation forψ

∂tψ = ∇2
(
δF

δψ

)
, (6.4.3)

which is the PFC evolution equation, Eq. (5.0.2). This evolution equation, therefore, is
arguably the simplest dynamical equation for a conserved fieldψ that guarantees a decrease
in the free energy. However, as outlined in Sec. 5.6, in the case of a crystalline state, there are
modes of energy dissipation that are not characterized by this simple evolution equation,
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which has caused the need for extensions. A similar exercise as the above, but with a free
energy as a function of a density field ρ that is smoothly varying on the atomic scale, leads to
the Navier-Stokes equations, shown in Sec. 2.1 in the paper, containing the modes associated
to pressure waves in a liquid. The idea then, for this paper, was to show how to combine
these two results consistently using the coarse-graining of Eq. (4.4.1). This effort led to the
coupled set of Eqs. (22) in the paper, which reduced to the PFC evolution equation in one
limit and the Navier-Stokes equations in the other. In particular, under some simplifying
assumptions related to the average density of the PFC, we found an effective model which
simulated the relaxation of elastic waves and benchmarked that against the model proposed
in Paper III. We showed analytically that it recovered the same dispersion relation as that of
Ref. [81] and that in some limits evolved the PFC in mechanical equilibrium∇ ·hψ = 0.
An additional benefit of the model is that it did not require a fixed lattice orientation
reference, like the hydrodynamic APFC model in Ref. [81]. Thus, it could be used to study
equilibrium systems such as polycrystalline materials, as we exemplified in the final section
of the paper.

As discussed in section 4.4, due to the broken translational symmetry, one expects a
diffusional mode of mass transport related to vacancy diffusion only in the presence of
the crystal structure. In this paper, we found that a proper liquid limit could be found by
using the structure-function of the PFC as a phenomenological spatially dependent mobility
factor. This structure-function is given by

S= ⟨∇ψ∇ψ⟩, (6.4.4)

The structure-function of the PFC

and is zero in the liquid phase. The spatial dependency of Smade it hard to do large-scale
simulations without further numerical development, but preliminary simulations were
done. It was found that in the case of an anisotropic seed, the resulting microstructure
using the spatially dependent mobility retained the anisotropy of the initial seed, as opposed
to the constant mobility used in classical PFC modeling. The structure-function is an
interesting object because it can also be shown to determine the strain in the PFC without
the demodulation procedure of Eq. (5.4.1), which we only discovered after publishing the
paper and is detailed in Sec. 6.6.

6.5 Paper V: A unified field theory of topological defects and non-linear
local excitations

Vidar Skogvoll, Jonas Rønning, Marco Salvalaglio, and Luiza Angheluta.
Submitted to npj Computational Materials, arXiv: 2302.03035, 2023.

In Papers I-IV and in many other works analyzing defects in Ginzburg Landau theories,
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the defect density is expressed as a singular quantity at the zero of the order parameter.
This procedure is necessary to connect the description to the homotopy group presented
in Section 3.3, where the defect is defined in terms of the ground state manifold. It relates
the definition of topological defect charge in Eq. (3.3.1) with the surface integral over the
area contained in ∂M. Thus, the method of Halperin and Mazenko presented in Sec. 3.4,
relies on expressing the defect density in terms of the delta function, which for numerical
purposes required arbitrary approximations, such as the one in Eq. (6.3.7). However,
through much of the work on these kinds of systems, it has been seen that the D-field,
which in the Halperin-Mazenko method is only an auxiliary Jacobian determinant in the
transformation of the delta function, is itself an excellent indicator of topological defects.
A theoretical understanding of why this is the case has been missing from the literature and
was the topic of this paper. By redefining the topological charge in terms of the smooth
order parameter Ψ , we were able to show that the D field is linked to a smooth defect
density ρ, and that ρ also captures local non-linear perturbations of the field. Thus, besides
being numerically more lenient than the Halperin Mazenko defect density, ρ could be used
to study the physics leading up to nucleation.

The argument of the paper went as follows; we generalized the topological charge,
Eq. (3.3.1), by considering the order parameterΨ as an order parameter in R = D2 and
looked at the relative area of D2 spanned byΨ by a circuit ∂MR

s =
1

πΨ 2
0

∮
∂MR

1
2
ϵmnΨmdΨn, (6.5.1)

see Fig. 2 in the paper. If we are in the far field of a defect, |Ψ | = Ψ0, and the topological
charge s reduces to that of Eq. (3.3.1). From this expression of s, we applied Stokes’ theorem
and derived the defect density ρ, without the need to introduce delta functions or transfor-
mations thereof. Close to the core, the charge s goes to zero, which makes the topological
defect appear as a blob-like feature in the density ρ derived from s. Since this approach
was only based on Stokes theorem, and not a transformation of the delta function, it was
more easily extended to higher dimensions, and we provided a full derivation for any order
parameter dimension n and spatial dimension d in the paper’s appendix.

As mentioned, we found that as opposed to ρtop, the defect density ρ captured not
only topological defects, but also a certain class of local excitations for which the magnitude
of the field Ψ is reduced, such as shock waves in Bose-Einstein condensates and non-
linear elastic distortions in the PFC. Via this, we were able to visualize the full process of
nucleation, through the development of preliminary patterns in the defect density field.
Further, we discovered relations between defects in different types of order, such as how the
topological defects in the arches of a nematic liquid crystal become the nucleation sites for
defects in the broken rotational order. In the case of the dislocation density of Eq. (6.3.4),
inserting ρ(n)top = D(n)

πη20
for the amplitude defect densities, we get
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αNS
ij =

2d

Nη20

∑
q(n)∈R(1)

D
(n)
i q

(n)
j . (6.5.2)

The non-singular dislocation density in the PFC model

This equation allowed for the extraction of a coarse-grained dislocation density, which
showed the dislocation content as a smooth field localizing at the lattice incompatibility, as
exemplified in Fig. 7 in the paper for a rotated inclusion in the PFC.

6.6 Outlook

This thesis puts forward a versatile theoretical framework that can be further extended and
applied in several exciting research directions.

Firstly, it serves as an extensive guide on how to use topology and analysis of topological
defects for field theories in which the topology of the ground state manifold is more complex
than that of, e.g., a simple S1 state. The expression of the dislocation density in terms of
the PFC variables, Eq. (6.3.6), is useful in its own right, to anyone who wants to study
dislocation dynamics using the PFC methodology. However, using the derived equations
for the lattice reciprocal vectors, such as Eq. (5.5.3), Eq. (6.3.4) is a generic expression for
the dislocation density in terms of the fundamental defect densities ρ(n)top corresponding
to the S1 fields. As we have seen, these fundamental defect densities may be extracted in
different ways, so this expression may also be used for other computational problems where
the defect densities ρ(n)top are available. Thus, the thesis represents a methodology for finding
the defect density for topological fields where the topological space is decomposable into
fundamental fields, e.g. how the 3-torus is decomposable into S1 ×S1 ×S1. A possible
extension, then, is to analyze the defect structure of systems where the ground state manifold
is more complicated. For instance, a fundamental analysis of the topological content in
nematic liquid crystals in three dimensions, i.e., for the topological space RP

2, was recently
presented in Ref. [32], and the defect densities given in Paper V can be used for any Sn

theory. One might therefore speculate whether the methods presented here could be used
to determine the structure of topological defect density of a system where the ground state
manifold is even more complicated than the torus, e.g., given byRP

2×RP
2×S2. Another

application of the methodology is the analysis of the topological content of quasi-crystals,
which are crystal structures that a single Bravais lattice cannot describe.

Secondly, we have made explicit the coupling between the microscopic nature of the
rapidly varying phase-field with the continuum theories of elasticity, using the formalism of
spatial coarse-graining. Paper II represents essential work that can be used to derive stresses
in any Ginzburg-Landau theory and also addresses fundamental questions regarding the
relationship between the microscopic and continuum stress. The methodology can be
extended to any theory in which a Ginzburg-Landau type free energy governs the order
parameter. With the hydrodynamic framework applicable to the PFC in Paper IV, we have
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derived a method that can be used to study non-equilibrium phenomena not limited to
single-crystal configurations. Together with the analysis of topological defects provided in
Paper III, this opens up the possibility for a systematic study of dislocation dynamics and
grain boundary problems addressed using the PFC methodology. We have also seen how the
symmetries of the reciprocal lattice vectors, captured by the lattice vector products described
in Eq. (5.5.3) and the appendix of Paper II, upon coarse-graining are intimately linked with
the elastic properties of the lattices. An extended investigation of these properties could
shed new light on the link between the symmetry of lattices, and continuum elasticity. As an
example of this, consider the following result for the structure-factor S, which was derived
in collaboration with M. Salvalaglio and J. Viñals after the publication of Paper IV: for a
phase-field in the one-mode approximation distorted from equilibrium by a displacement
field u, Eq. (5.5.1), we get

Sij = η
2
0

∑
q(n)∈R(1)

q
(n)
i q

(n)
j −η

2
0

∑
q(n)∈R(1)

(
q
(n)
i ∂j(q

(n)
k uk) + q

(n)
j ∂i(q

(n)
k uk)

)
+O(u2)

= η20
N
d
δij − 2η20

N
d
εij +O(u2), (6.6.1)

after using Eq. (5.5.3) . By ignoring higher orders in u we get

εij =
1
2
δij −

d

2Nη20
Sij . (6.6.2)

This equation contains no singularities, and by assuming that it holds in general, one may
suggest the following expression for a non-singular strain, extracted from a phase-fieldψ
directly

εNS
ij =

1
2
δij −

d

2Nη20
Sij . (6.6.3)

Non-singular strain extracted from the PFC

Thus, the structure-function is closely linked with the elastic state of the PFC. In fact,
we see that a non-zero value of S, i.e., a non-zero η0, is linked with the emergence of the
crystalline state itself.

Through the formalism developed in Paper V, we saw that topological defects do really
have a finite extension and that this extent determines the interaction with other non-linear
perturbations. Thus, we may use it to study defects with extended cores in more detail and
answer questions like: how does the interaction energy change as topological defects get
close? In the case of crystalline solids, the dislocation density given by Eq. (6.5.2) is non-
singular. A natural idea is to derive a non-singular distortion uNS to replace the unphysical
divergences in u shown in Fig. 4.7. As discussed in Sec. 4.5, the dislocation density αNS

taken as a source of the curl of uNS is not enough to uniquely determine uNS. However, a

80



non-singular strain εNS can be derived from the PFC through Eq. (6.6.3). Together, εNS and
αNS can be used to determine a non-singular distortion as seen by the following procedure:
decomposing the distortion u into the strain ε and rotationω, Eq. (4.3.6) becomes

∇×ω = −α−∇× ε ≡ −S, (6.6.4)

where S = α + ∇ × ε is treated as a rank 2 source tensor. Writing ωij = −ϵijkΩk as
represented in its vector formΩ, Eq. (4.1.5), we get

−ϵikmϵjml∂kΩl = −Sij . (6.6.5)

The contraction over Levi-Civita symbols gives

∂jΩi − δij∂kΩk = Sij , (6.6.6)

which we may trace to get

∂kΩk =
Skk

1− d
, (6.6.7)

so
∂jΩi = Sij +

Skk

1− d
δij , (6.6.8)

which definesΩ up to some reference point and may be solved using an appropriate partial
differential equation solver. Together with Eq. (6.6.3), it is then sufficient to determine all
the components of a non-singular distortion

u
NS = εNS +ωNS, (6.6.9)

Non-singular distortion extracted from the PFC

where εNS is given by Eq. (6.6.3) andωNS is determined by Eq. (6.6.8) with the source S
constructed from εNS and αNS, Eq. (6.5.2).

Finally, the work conducted in this thesis also paves the way for discoveries in applied
research fields. Recent progress has made several new soft matter systems for probing, such
as cells, k-atic colloidals, and other organic materials. The order parameters in such systems
are characterized by their topological space, but so far, the Halperin-Mazenko method has
not yet been applied to all of these areas. For instance, the structure and topological defects
in the organization of cells in biological materials have been shown to predict the nature
of morphogenesis. These ordered states, and corresponding defects, arise because cells are
trying to maximize area to circumference, forming a hexagonal structure, or aligning their
elongation to minimize elastic distortion, forming nematic and polar order. The topological
defects in the nematic order of actin fibers have been shown to be organizational centers
for the growth of tentacles in hydra [94], and the polar order of cells has been shown to
control the morphogenesis of heads or tails in Planarian flatworms [95]. In more exotic
examples, cells have been shown to form square lattices in Crustacean Parhyale hawaiensis,
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and produce dislocations [96]. With the methods we have discussed in this thesis, one
may explore the connection between the topological defects of these different systems and
establish unified frameworks and analogies in which results and discoveries in the respective
fields can be easily interpreted in the language of others. In the field of hard matter, artificial
materials that exhibit exotic properties, metamaterial, e.g., displaying a negative refractive
index, highly anisotropic heat conductivity, or extreme structural integrity, have recently
gained scientific traction. The properties of these materials come from the microscopic
structure, which is on a smaller length scale than the typical wavelength of the phenomena
with which they interact. For instance, a negative refraction index, which has several
potential fields of application, can be constructed by organizing microscopic wires in a
structure, yielding effective permittivity and permeability when coarse-grained on the
scale of the wavelength of the interacting electromagnetic waves [97]. Along the same
lines, recent advances in detailed shape engineering have enabled the fine-tuning of the
response of certain microscopic materials when exposed to external stimuli such as heat
or light. Under these conditions, the arrangement of topological defects often controls
the final structure, the control over which can be applied to advance several fields, with
applications including tailored soft machines and deployable structures [98]. The idea of
effective material properties due to the coarse-graining of microscopic structures has been
a recurring theme in this thesis. With the knowledge of the nature of topological defect
interactions, and the details on how to simulate them, the framework presented in this
thesis can be applied to shed light on how topological defects affect the properties of such
exotic materials. Maybe not catapulting, but hopefully gently nudging physics into a new
century of great discoveries.
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appendix A

Numerical methods

A.1 Numerical simulation of loop annihilation in the PFC

In order to facilitate the verification of the results, and also to serve as a reference for groups
that want to enter into the PFC research field, we provide in this section step-by-step
instructions on how to initiate a full 3D bcc PFC model, with a loop and the subsequent
evolution. See Table A.1 for the parameters necessary to initiate loops in other crystalline
symmetries. A 3D computational grid is set up with a predefined number of atomic lattice
units (mx,my ,mz) in each direction and the spatial resolution set∆x = ∆y = ∆z = a0/7,
where a0 = 2π

√
2 is the lattice constant. From the Nx = 7mx grid points in x defined by

x = (0,∆x, ...,mxa0 −∆x), we construct the grid points in Fourier space

kx =
2π
mxa0

(
0,1, ...,

⌊Nx

2

⌋
,−

⌊Nx − 1
2

⌋
, ...,−1

)
, (A.1.1)

where ⌊Nx
2 ⌋ is Nx

2 rounded down to the closest integer. y, ky , z and kz are defined similarly
and k2 is a 3D matrix defined by

k2 = k2x + k2y + k2z . (A.1.2)

For a fieldψ encoded in a Nx ×Ny ×Nz matrix, kx is used to calculate derivatives of the
fieldψ by

∂xψ = ifftn (ikx ·fftn (ψ)) , (A.1.3)
where fftn (ifftn) is the (inverse) fast Fourier transform algorithm, and · is the element-wise
multiplication of each sliceψ(i, :, :)bykx(i), i = 1, ...,Nx, where (:)denotes all the elements
in that dimension. This operation is done automatically in Matlab if the dimensions are
defined appropriately. Similar expressions hold for y and z.

Note: If the resolution is not an odd number, the numerical procedure of Fourier
transforming back and forth will produce spurious imaginary contributions to
nominally real quantities such as ∂xψ.
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A.1.1. Preparation of the initial condition
Given the parametersψ0 and r , the equilibrium value A of the amplitude is calculated by
A = − 2

15ψ0+
1
15

√
−5r − 11ψ0) [67]. For the symmetries where several modes are needed,

the equilibrium values of the first, second, and third modes, A,B, and C, respectively, are
found by solving the set of equations given in Tab. A.1. The initial amplitudes {ηn}6n=1
are then constructed as constant Nx ×Ny ×Nz matrices with the value A. Note that we
are only calculating 6 of the 12 modes of the first modes in the reciprocal lattice since the
remaining 6 are only complex conjugates of these. In order to insert a dislocation into the
system, these fields are then multiplied with the matrix eiθn

ηn→ ηne
iθn , (A.1.4)

Adding dislocations to amplitudes

where θn is the phase circulation needed to produce the desired dislocation.
Details are given in Ref. [3], but here we state the result. To produce a circular disloca-

tion with Burgers vector b, centered at r0 = (x0, y0, z0), with radius R, in the plane normal
to the unit vector n = (nx,ny ,nz), we must calculate

m2 = nx(x − x0) +ny(y − y0) +nz(z − z0), (A.1.5)

and

m1 =
√
(x − x0 −m2nx)2 + (y − y0 −m2ny)2 + (z − z0 −m2nz)2, (A.1.6)

from which we get
θ1 = atan2 (m2,m1 +R) , (A.1.7)

and
θ2 = atan2 (m2,m1 −R) . (A.1.8)

We then get

θn = sn(θ1 −θ2), (A.1.9)

The phase corresponding to a dislocation ring

where
sn =

1
2π

q(n) ·b, (A.1.10)

where q(n) is the reciprocal lattice vector associated to ηn. Once {ηn} are calulated, the field
ψ is reconstructed through

ψ = ψ0 +
6∑

n=1

ηne
iq(n)·r + c.c. (A.1.11)
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Near the core,ψ will contain sharp gradients since the amplitudes where only given the
correct value of the phase. Thus, the state is evolved according to standard dissipative
dynamics, Sec. A.1.4, for 100 time steps, which is sufficient to regularize the core.

A.1.2. Coarse-graining
Coarse-graining is done using the convolution theorem, which states that

fftn
(
⟨Ã⟩(r)

)
= fftn

(∫
ddr ′σ̃(r′)

1
(2πw2)d/2

exp
(
−(r − r

′)2

2w2

))
= fftn

(
Ã
)

fftn
(

1
(2πw2)d/2

exp
(
− r2

2w2

))
= fftn

(
Ã
)
e−w

2k2/2. (A.1.12)

Thus, the coarse-graining in Eq. (4.4.1), with width w, is given by

⟨Ã⟩(r) = ifftn
(

fftn
(
Ã
)
exp

(
−w

2

2
k2

))
. (A.1.13)

Numerical coarse-graining

A.1.3. Analysis of topological properties
Given a phase-field configuration by the 3D matrix ψ, we first find the amplitudes by
demodulation, Eq. (5.4.1). Numerically, this is done by

ηn = ifftn
(

fftn
(
exp

(
−i

(
q
(n)
x x+ q

(n)
y y + q

(n)
z z

))
ψ

)
exp

(
−w

2

2
k2

))
. (A.1.14)

Numerical demodulation

Then, the 9 components of the dislocation density tensorα are computed using Eq. (6.3.6),
with the approximation of the delta function given in Eq. (6.3.7). αwill be a mostly zero
matrix with large values on the dislocation line. If calculated correctly, αwill be roughly
given by the outer product tiBj , where Bj is a Burgers vector density in the plane M

perpendicular to t. To identify dislocation nodes and their character, we construct the
auxiliary quantity

B =
√
αijαij

(
=

√
tiBjtiBj =

√
B2 = |B|

)
. (A.1.15)

Given a point r0 = (x0, y0, z0) with a large value of B, we calculate

b0 =
1
R

sum|r−r0|<R (B) , (A.1.16)
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for R = 1
2a0, which is an approximation of∫

M

d2r
√
αijαij =

∫
M

d2r |B|. (A.1.17)

If
b0 > tol · a0, (A.1.18)

where tol ∼ 0.5, we accept the point r0 as belonging to the dislocation line and determine
the character by considering the matrixα0 ofα at r0. This matrix is decomposed by singular
value decomposition

α0 =UΣV T , (A.1.19)

whereΣ is a diagonal matrix containing the singular values of α0 and U and V are unitary
matrices. Σwill only contain one nonzero singular value and the corresponding columns
of U and V will be t and b/ |b|, respectively. b is then found by comparing b/ |b| to the
principal lattice vectors in the lattice.

The velocity is calculated either by the Halperin-Mazenko method or by numerical
differentiation of tracked points on the loop. In the former case, the time derivative of the
amplitudes is required to calculate the amplitude currents (Eq. 14 in Ref. [3]). We have
found that the most robust method is by demodulation of the numerical time derivative of
ψ, i.e.,

∂tηn = ⟨e−iq
(n)·r∂tψ⟩, (A.1.20)

where this demodulation is done as in Eq. (A.1.14) and

∂tψ ≈
ψ(t)−ψ(t −∆t)

∆t
. (A.1.21)

After identifying the node and dislocation character, the region of radius 2R around r0
in B was set to zero, and the algorithm repeated untill no new identified point passed the
tolerance test, Eq. (A.1.18).

A.1.4. Time evolution schemes

The phase-field evolution, Eq. (5.0.2), was done using a semi-explicit integration scheme,
as outlined in Sec. 5.1 in Ref. [99]. The advection of the PFC to mechanical equilibrium
was done using a simple Taylor expansion to third order, and the velocity field used in
the hydrodynamic model of Ref. [4] was implemented using a midpoint method. In all
simulations, we used a time step of∆t = 0.1. However, for some of the simulations in the
hydrodynamic framework, where a velocity field was included, we found that a time step
of ∆t = 0.05 was necessary to reach convergence for the models that needed also other
higher modes in the expansion, e.g., the 2D square model.
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A.2 Solving partial differential equations with periodic boundary condi-
tions

In this thesis, we have extensively solved partial differential equations in Fourier space. The
main idea behind this approach is to change the problem of partial differential equations
into a problem of linear algebra. To see how this is done, consider the simple problem of
solving for the function ξ given some source field f

∇2ξ = f . (A.2.1)

By Fourier transforming this equation, we get

−k2ξf = ff , (A.2.2)

and we can divide by k2 to get

ξf = −
1
k2

ff . (A.2.3)

This defines ξf for all wave vectors except k = 0, which corresponds to an overall average
density, which is indetermined from the original equation. We typically set this to zero.
The field ξ can then be found numerically simply by Fourier transforming the field ξf .

A.2.1. Finding the compatible displacement

In Paper II, we needed to find the field uδ that solves the equation

∂j Cijkl∂luk = −g
ψ

i , (A.2.4)

where gψi = −∂jh
ψ

ij , and C is as given in Eq. (4.1.9). This equation is solved in Fourier
space by

uf

δ
i = Gf ijg

ψ

j , (A.2.5)

where the Greens function Gf ij is given in Ref. [93] as

Gf ij(k) =
1
k2

 δij

µ+ γκ2(i)
−

κiκj

(µ+ γκ2(i))(µ+ γκ
2
(j))

µ+λ

1+
∑3

j=1
µ+λ
µ+γκ2l

κ2l

 , (A.2.6)

where κ = k/ |k|, and there is no implicit summation over indices (i), (j). By defining
k3 = 0, this equation is also valid for the triangular and square symmetry in two dimensions.
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A.2.2. Finding the distortion from the dislocation density tensor
In this thesis, we have seen two ways of obtaining the dislocation density tensor α from the
PFC. Either a singular version using the Halperin-Mazenko method, Eq. (6.3.6), or a non-
singular expression using Eq. (6.5.2). As discussed in Sec. 4.5, the problem of finding the
distortion u from the dislocation density tensor α, is a problem treated by field dislocation
dynamics. In this thesis, we employed the same procedure of spectral methods, which was
outlined in Sec. A.6. of Paper III.
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We use the phase-field crystal model to study nucleation of edge dislocations in two dimensions under an
applied stress field. A dislocation dipole nucleates under the applied stress, consistent with Burgers vector
conservation. The phase field correctly accounts for elastic energy storage prior to nucleation and for dissipative
relaxation during the nucleation event. We show that a lattice incompatibility field is a sensitive diagnostic
of the location of the nucleation event and of the Burgers vector and slip direction of the dislocations that
will be nucleated above threshold. A direct calculation of the phase-field energy accurately correlates with the
nucleation event, as signaled by the lattice incompatibility field. We show that a Schmid-like criterion concerning
the resolved stress at the nucleation site correctly predicts the critical nucleation stress. Finally, we present
preliminary results for a three-dimensional, bcc lattice. The phase field allows direct computation of the lattice
incompatibility tensor for both dislocation lines and loops.

DOI: 10.1103/PhysRevB.103.014107

I. INTRODUCTION

Unlike the spontaneous homogeneous nucleation of topo-
logical defects in a symmetry-breaking phase transition [1–3],
the formation of dislocation lines in a material is typically
studied as an athermal process largely driven by local stresses
[4]. Since the existence and mobility of such defects are
essential contributors to the strength and ductility of crys-
talline materials, understanding the mechanisms behind their
creation and motion is a fundamental goal of material sci-
ence in general and of plasticity theory in particular. Along
parallel developments in the continuum theory of crystal plas-
ticity, a number of empirical criteria have been introduced
to predict dislocation nucleation thresholds, the resulting
Burgers vector distribution, and line direction [5–8]. These
macroscopic criteria have been extensively compared with mi-
croscopic results from molecular dynamics (MD) simulations
of model crystalline solids in a variety of configurations and
imposed stresses [8–11]. However, the details of the mechan-
ical conditions that lead to dislocation nucleation still remain
poorly understood, with criteria from continuum mechanics
approaches and numerical simulations often yielding conflict-
ing phenomenology. The two main reasons why a precise
comparison between the two is difficult include the disparity
in length scales between crystal plasticity theory and molec-
ular simulation and the necessity in the latter to thermally
average phase space trajectories that take place over character-
istic energy scales which are much higher than thermal scales.
Fundamental questions such as whether the nucleation event
is local or nonlocal remain unresolved [8]. We bridge here
microscopic and continuum scales by introducing a phase-
field crystal model [12,13] of dislocation nucleation and show
that the nucleation event is well captured at the mesoscale by a

continuum lattice incompatibility field. Our numerical results
for the nucleation of edge dislocations in a two-dimensional
(2D), hexagonal lattice indicate that the nucleation event is
governed by a local balance between the resolved stresses
along lattice slip planes and the force acting between the nu-
cleating dislocation pair and that a lattice incompatibility field
derived from the phase field predicts the Burgers vector of
the nucleating defect pair. The simplest dislocation nucleation
criterion is based on the Schmid stress decomposition [5,7,14–
17]. When an appropriate projection of an atomic level shear
stress exceeds a material-dependent threshold, a dislocation
loop is predicted to be nucleated. On the one hand, while
fcc lattices generally obey the Schmid criterion, there exist
entire classes on “non-Schmid” lattices, including bcc crystals
[18]. Furthermore, a recent, careful MD study of nucleation
in a nanoindentation configuration for a model Lennard-Jones
solid shows that the Schmid criterion not only fails to account
for the site of the nucleation event but nucleation, in fact, oc-
curs in regions in which the resolved shear stress is relatively
small [8]. A second class of criteria associates the nucleation
event to a buckling or phonon instability of the lattice (the
Hill or � criteria based on mechanical stability arguments
[7,16]). Molecular dynamics simulations and experiments in
different crystal indentation configurations, however, have re-
vealed very complex nucleation processes in which the lattice
is locally quite distorted and therefore far from the conditions
of applicability of such a phonon stability analysis. Large
regions of partial dislocations and extended stacking faults
have been argued to be present at nucleation [9], as well as
extended and complex networks involving surfaces and grain
boundaries [11]. More recently, the stability of the perfect lat-
tice against homogeneous nucleation was formulated in terms
of the kinematic equation that governs the temporal evolution
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of the dislocation density tensor. This approach is sensitive
to the creation of nontrivial local topology [8] and yields
predictions that are qualitatively different than the Schmid
criterion. To contribute to the elucidation of the criteria for
nucleation, we examine here a simple, prototypical config-
uration: a 2D hexagonal lattice in which nucleation occurs
through the formation of a dislocation dipole of zero net
Burgers vector. In this idealized configuration, we show that
the incompatibility field directly computed from the phase
field identifies the nucleation event and that it can be used to
predict the Burgers vector at nucleation. The critical stress for
nucleation is seen to be in quantitative agreement with that of
the Schmid criterion in this 2D lattice.

II. THE PHASE-FIELD CRYSTAL

The phase-field crystal (PFC) model is a mesoscale de-
scription of a crystalline solid in which vibrational degrees
of freedom have been averaged out, in the same spirit as
density functional theory [13,19]. The crystalline phase is
described by a scalar order parameter field ψ (r), which obeys
a phenomenological free energy given, in dimensionless
form, by

F[ψ] =
∫

dr
[

1

2
[Lψ]2 + r

2
ψ2 + 1

4
ψ4

]
, (1)

where L = 1 + ∇2 and r is a dimensionless parameter repre-
senting the deviation from the liquid-solid phase boundary.

We further assume that ψ is a conserved variable, with its
spatial average ψ̄ being constant [19]. The two constants r
and ψ̄ completely define the model. In two dimensions, for
a range of values of ψ̄ and r < 0, a triangular Bravais lattice
ψeq(r) is the equilibrium phase, which we consider here.

Upon deformation of the equilibrium state ψeq by a dis-
placement field u(x), it is possible to define the equilibrium
stress tensor as the variation of the free energy with respect to
the displacement gradient [20],

σ̃
ψ
i j = −∂m[ψ∂mLψ]δi j + 2[∂(iLψ][∂ j)ψ], (2)

where X(iYj) refers to symmetrization of indices i, j [21]. This
quantity still shows spatial variations within a unit cell due
to the variation of ψ . We therefore further define an averaged
stress field as σ

ψ
i j = 〈σ̃ ψ

i j 〉, where 〈·〉 refers to averaging over
an area approximately equal to a unit lattice cell.

For small distortions, the hexagonal lattice is elastically
isotropic. We define a symmetric strain as

eψ
i j = 1

2μ

(
σ

ψ
i j − κδi jσ

ψ

kk

)
, (3)

where μ is the shear modulus and κ = λ/[2(λ + μ)], where
λ is the standard Lamé coefficient. In our dimensionless vari-
ables, we have λ = μ = 3A2

0, where A0 is the amplitude of
ψeq [20].

Dislocations lead to lattice incompatibility [4,22]. In two
dimensions and given a Burgers vector density B(r), the
incompatibility field is η = εikε jl∂i jekl = εi j∂iB j . A key as-
sumption of our analysis is that the configuration of ψ

contains the complete strain incompatibility [23,24]. Thus,

from Eq. (3) we find

ηψ = 1

2μ

(
εikε jl∂i jσ

ψ

kl − κ∇2σ
ψ

kk

)
. (4)

The dissipative evolution of ψ is diffusive,

∂tψ = ∇2 δF
δψ

, (5)

with a constant kinetic mobility coefficient, which we set to 1
in our study and which sets the unit of time. As discussed in
Refs. [23,25], lattice distortion needs to be treated separately
from diffusive relaxation of ψ in order to incorporate elastic
response into the phase field and to maintain elastic equilib-
rium at all times. In addition, in order to induce nucleation,
we consider an externally imposed bulk stress σ ext

i j (r). In

elastic equilibrium ∂iσ
ψ
i j = ∂iσ

ext
i j . Following Ref. [23], for a

nonequilibrium configuration of ψ , we solve ∂i(σ
ψ
i j − σ ext

i j +
σ δ

i j ) = 0, where σ δ
i j = λeδ

kk + 2μeδ
i j and eδ

i j is a compatible
strain, eδ

i j = (∂iuδ
j + ∂ juδ

i )/2. Diffusion of ψ is supplemented
at each time by distortion ψ (r) → ψ (r − uδ ).

In two dimensions, the condition for elastic equilibrium
means that the stress tensor difference can be written in terms
of an Airy potential χ , σψ

i j − σ ext
i j + σ δ

i j = εikε jl∂klχ . For each
instantaneous configuration of ψ we solve [23]

1 − κ

2μ
∇4χ = ηψ − ηext, (6)

where ηext accounts for the fact that the imposed stress does
not necessarily derive from a compatible displacement. The
solution allows the computation of eδ

i j and, from it, of the
displacement uδ

i .

III. NUMERICAL METHOD

A square computational domain is considered with pe-
riodic boundary conditions, with 100 × 100 hexagonal unit
cells of length a0 = 4π√

3
and grid spacings x = a0/7 and

y = a0

√
3/12. The model parameters used are r = −1 and

ψ̄ = −0.45. The initial condition of ψ is a periodic, undis-
torted hexagonal lattice. For our choice of model parameters,
the corresponding Lamé coefficients are μ = λ = 0.227.

Calibrating the parameter values to experiments is a
difficult task due to a lack of high-resolution data and cor-
responding measurable quantities. Since the PFC free energy
is an effective coarse graining of the intermolecular po-
tential related to high-order density gradients, a substantial
amount of fitting is required, beginning with energy scales,
but also relaxation timescales [13]). Hence, the strength of
the PFC model is not in modeling with specific dimensional
units, but rather in modeling generic behavior described by
rescaled units. To this end, the shear modulus μ sets the
unit for measuring stress, while strain and incompatibility
fields are dimensionless. For instance, the critical stress of
0.081 in Fig. 2 would correspond in physical units to σ ∗

c =
0.081/0.227μ ≈ 0.36μ.

We impose a shear stress σ ext
xx = σ ext

yy = 0 and σ ext
xy =

σ0e− |r−r0 |2
2w2 , with r0 being an arbitrary center. Nucleation is

induced by a sequence of steps of increasing value of σ0.
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FIG. 1. Central region of the computational domain with (a) the
PFC configuration in equilibrium at σ0 = 0.080 prior to nucleation
and (b) the equilibrium configuration at σ0 = 0.081 after nucleation.

A given configuration is allowed to relax to equilibrium for
constant σ0. After equilibration has been achieved, the config-
uration is used as the initial condition for another relaxation
step in which the value of σ0 is increased. The details are as
follows: Diffusive relaxation of ψ is allowed for 100 steps by
using an exponential time differencing method, with a time
step of t = 0.1 [26]. After these 100 steps, ψ is brought
to mechanical equilibrium by a compatible displacement as
described above and in Refs. [23,27]. Diffusive relaxation and
elastic distortion cycles are continued until the largest change
in ψ between two such cycles is less than 0.01. We then
increase σ0 by an increment σ0 = 0.001 and repeat the re-
laxation procedure. The external stress amplitude considered
ranges from zero to σ0 = 0.086. Figure 1 shows the equili-
brated field ψ for some amplitude of σ0 prior to (σ0 = 0.080)
and after a nucleation event (σ0 = 0.081) for w = 4a0. The
nucleation event gives rise to two edge dislocations with oppo-
site Burgers vectors a0ex and −a0ex. When the configuration
comprising two defects is allowed to evolve, the defects move
away from each other along the x direction. Note that since a
dislocation in a hexagonal lattice has two extra half planes,
we represent the location of the dislocation by the symbol
�. This is in contrast to the conventional symbol representing
an edge dislocation (⊥), which indicates the directions of the
slip and extra inserted half plane. A video animation of the
nucleation event sequence can be found in the Supplemental
Material [28].

IV. TWO-DIMENSIONAL DISLOCATION NUCLEATION

The incompatibility field ηψ from Eq. (4) accurately indi-
cates where dislocations form. Figures 2(a) and 2(b) show the
ηψ field corresponding to the ψ density field in Fig. 1, before
and after the nucleation event. The extremes in the value of ηψ

identify the location of the defect cores. Also, the quadrupolar
structure of Fig. 2(a) prior to nucleation reflects the Burgers
vectors of the dislocation pair to be nucleated. More quanti-
tatively, Fig. 2(c) shows the evolution of the maximal value
of ηψ in time and upon increasing σ0 quasistatically (shown
by the left y axis). The point at which σ0 attains the critical
value for nucleation is marked by the vertical dashed line at
t = 2050, and the dislocations become distinct at t ≈ 2300.
We observe that max(ηψ ) rises before the dislocations become
distinct. Prior to nucleation, the crystal lattice is elastically
loaded with a quasistatic increase of σ0. After nucleation, the
external stress σ0 remains constant (corresponding to a plateau

FIG. 2. Incompatibility field ηψ (a) at t = 2050 (σ0 = 0.080),
before the nucleation event, and (b) at t = 12170 (σ0 = 0.081), after
nucleation. (c) Maximum of ηψ as a function of time t . The dashed
line at t = 2050 marks where σ0 has attained the critical value for
nucleation. The dislocations become distinct at t ≈ 2300. The right
axis shows the value of σ0 for the corresponding times. The plateaus
in time indicate nonequilibrium relaxation at constant external stress.

in the σ0 curve), while the crystal lattice evolves diffusively in
time.

Figure 3 further shows the corresponding change in the
PFC free energy F upon increasing σ0, together with the elas-
tic energy defined as Eel = 1

2

∫
drσψ

i j eψ
i j . Note that despite the

purely diffusive dynamics obeyed by ψ , the lattice is capable
of storing (reversible) elastic energy upon increasing the value
of σ0, as seen previously in Fig. 2(c). This reversible evolution
is enabled through the compatible distortion added to the field
ψ to preserve elastic equilibrium. As the nucleation event is
reached, the phase-field energy exhibits a large discontinuity
at the value of σ0 that corresponds to the dashed line in
Fig. 2(c).

For this simple 2D setup, it is possible to predict the
critical stress for nucleation from the value of the resolved
shear stress along each slip plane, in analogy with the
classical Schmid criterion. For a given stress σi j , the resolved
shear stress τa,n on a slip plane defined by the normal unit
vector n along a direction in the slip plane given by the
unit vector a is τa,n = aiσi jn j . In two dimensions, n is
determined up to a sign by ni = εi ja j , and for the hexagonal
symmetry, there are three slip planes defined by lattice vectors
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FIG. 3. Total free energy F and elastic energy Eel as a function
of σ0.

a1 = [1, 0], a2 = [1/2,
√

3/2], and a3 = [−1/2,
√

3/2]. One
thus considers three different scalar fields τ1, τ2, and τ3,
which are the resolved shear stresses along the slip directions
corresponding to a1, a2, and a3, respectively. Figures 4(a)–4(f)
show the fields τ1, τ2, τ3 right before and after nucleation.
The resolved shear stress is largest along the a1 direction,
the slip plane along which the dislocation pair nucleates,
and is centered at the origin, the nucleation site. The other
two resolved stresses remain small during nucleation. The
change in the largest resolved stress τ1 is shown in Fig. 4(g),
using the same coordinates as in Fig. 2(c). Nucleation
initiates (vertical dashed line) when the resolved shear stress
approaches the critical value of |τc| = 0.046, followed by
a small drop and then a slow rise as the newly nucleated
dislocation dipole moves away from the center region. Notice
that this value of τc at the moment of nucleation is smaller
than the external shear stress σ ext

xy = 0.080. This is because
at mechanical equilibrium, the two stresses are equal only up
to a divergence-free term. The critical value of the resolved
stress τc can be estimated as follows: Consider an otherwise
perfect lattice with a bound dislocation pair of opposite
Burgers vectors. The force acting on the dislocations (in
opposite directions) because of the external stress is the
Peach-Koehler force projected on the slip plane defined
by ak and is F PK

k = bτk = ±a0τk for dislocations with
Burgers vectors b = ±a0ak . As the two dislocations in
the dipole separate at nucleation to become distinct, their
mutual elastic interaction results in an attractive force. If
both dislocations are on the x axis, this force is [29,30]
| fx| = Y2b2/(4πd ), where Y2 = 4μ(λ + μ)/(λ + 2μ) is the
2D Young’s modulus and d is the dislocation separation.
We estimate τc as the applied stress for which the resulting
Peach-Koehler force on one dislocation equals the force

FIG. 4. The resolved shear stresses just prior to and after the
nucleation event. (a)–(c) τ1, τ2, and τ3 at t = 2050 (σ0 = 0.080),
respectively, and (d)–(f) τ1, τ2, and τ3 at t = 12170 (σ0 = 0.081), re-
spectively. (g) max(|τ1|) as a function of time t during the nucleation
event.

from the other dislocation when the separation is one lattice
constant. We find that τc = Y2/(4π ). Using the numerical
values of μ = λ = 0.2271, Y2/(4π ) = 0.048, which
is in close agreement with the observed value of
|τc| = 0.046.

In order to further test the nucleation criterion, we have
performed additional calculations in which the imposed stress
σ ext

i j is rotated relative to the lattice, σ ext
i j (θ ) = R(θ )

ki σ ext
kl R(θ )

l j ,

where R(θ )
i j is the standard rotation matrix in two dimensions

and θ is the rotation angle. Figure 5 shows the maximal
resolved stress at nucleation along the three lattice directions
as a function of θ . Since σ ext

i j is invariant under a rotation
of π , σ ext

i j (x) = σ ext
i j (π + x), we show only values ranging

from θ = 0 to π . Figure 5 shows that the resolved stress
consistently predicts the type of dislocation dipole to nucleate,
but the value of the critical resolved stress depends on θ and is,
in general, lower than Y2/(4π ). The discrepancy is likely due
to anisotropic contributions to lattice distortions at the length
scale of the core which are not described by isotropic linear
elasticity.

V. THREE-DIMENSIONAL INCOMPATIBILITY FIELD

The simplest example of a 2D hexagonal lattice has only
point edge dislocations and is described by isotropic elasticity.
However, more realistic crystal lattices have more complex
loop defects and lattice anisotropy, where the Schimd-like
criterion might not readily apply. Therefore, it is important
to understand how the incompatibility field applies to three
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FIG. 5. The value of |τc| at nucleation as a function of the rotation angle θ of the externally imposed stress σ ext
i j (θ ). The top row shows

the type of dislocation dipole that nucleates. The resolved stress along the slip plane with the largest value determines the type of dislocation
dipole to nucleate.

dimensions and behaves near a nucleation event. Here we
derive the incompatibility field from the ψ density field cor-
responding to a bcc lattice in three dimensions and visualize
it for a dislocation that is seeded into an otherwise perfect
crystal. Since the incompatibility field is determined by the
topology of the system, it accurately locates the disloca-
tion strings and provides a powerful tool to visualize mixed
edge/screw dislocation loops.

For a suitable range of parameters ψ̄ and r, the equilibrium
state that minimizes the free energy functional in Eq. (1)
is given by a bcc lattice in three dimensions. The corre-
sponding reciprocal lattice vectors lie on a fcc lattice with a
lattice constant of unity. We choose as parameter values ψ̄ =
−0.371, r = −0.4 for the results presented below. The ampli-
tude of the reciprocal modes in equilibrium is A0 = − 2

15 ψ̄ +
1

15

√
−5r − 11ψ̄ = 0.2139 [31]. The orientation of the lattice

is chosen by defining the following set of reciprocal lattice
vectors of unit length: q1 = [1, 1, 0]/

√
2, q2 = [1, 0, 1]/

√
2,

q3 = [0, 1, 1]/
√

2, q4 = q1 − q3, q5 = q2 − q3, q6 = q1 −
q2. A cubic computational domain is considered with 30 ×
30 × 30 bcc unit cells of length a0 = 2π with grid spacings
x = y = z = a0/4.

We first examine a configuration with two dislocation
lines added to the phase field by multiplying the initially
constant amplitudes Aqn of the PFC by phase factors esniθ

corresponding to (i) a pure edge dislocation with Burgers
vector b1 = ex and constant tangent line l1 = ez at [x1, y1] =
[20a0, 15a0] and (ii) a pure edge dislocation with Burgers
vector b2 = −ex and constant tangent line l1 = ez at [x1, y1] =
[10a0, 15a0]. Here θ is the angle in the xy plane relative to the
x plane, and sn is the charge of the dislocation, calculated as in
Ref. [20]. The PFC is subsequently prepared, in the one-mode
approximation, as ψ = ψ0 + ∑6

n=1[Aqn (r)eiqn·r + c.c.] and is
allowed to evolve diffusively for few time steps to regularize
the dislocation core. The stress tensor is calculated according
to Eq. (2), and the strain eψ

i j is found by inverting the stress

tensor according to linear elasticity, using the (anisotropic)
elastic constants of the bcc lattice given in Ref. [31].

The incompatibility is now a rank-2 tensor with compo-
nents given by η

ψ

ab = εaciεbd j∂cd eψ
i j [22]. Figure 6(a) shows 2D

slices of the PFC after relaxation, with the complex amplitude
Aq1 determined by amplitude demodulation of the phase field
[23] in Fig. 6(b) and the largest component ηψ

zz of the incom-
patibility tensor in Fig. 6(c). Figure 6 demonstrates how the
core of the dislocation lines becomes zeros of the complex
amplitudes, with a phase discontinuity of 2π going around
a dislocation line. The incompatibility tensor in terms of the
dislocation density tensor αi j is given by ηik = (εipl∂pαkl +
εkpl∂pαil ) [32]. For a straight dislocation line with Burgers
vector b = a0ex and tangential vector l = ez [as illustrated
in Fig. 6(b) by black lines], the dislocation density tensor is
given by its only nonzero component αzx, which gives ηxx =
ηyy = ηxy = ηxz = ηyz = 0 and ηzz = −∂yαzx, which is shown
in Fig. 6(c). Thus, in this case, −ηzz is the y component of the
gradient of the dislocation density, which explains its dipole
structure. The spatial extent of ηzz around the dislocation line
gives a measure of the spatial smoothing of the dislocation
core [27]. This configuration is the straightforward extension
of the 2D edge dislocations of Fig. 1(b) to three dimensions.
This explains the similarity between the 2D slice of Fig. 6(c)
to Fig. 2(b).

In order to demonstrate the intrinsic capability of the phase
field and its associated incompatibility field to identify dislo-
cations of mixed edge/screw character, we prepare an initial
configuration with a dislocation loop. The Burgers vector of
the dislocation line is constant and equal to a0ex, while the tan-
gent vector l rotates in the xy plane. Since l switches between
being parallel to b and perpendicular, this leads to a mixed
edge/screw dislocation. Figure 7(a) shows 2D slices of the
PFC, including the defect after relaxation, and the amplitude
Aq1 of the first reciprocal lattice vector is shown in Fig. 7(b).
For an ideal dislocation loop with Burgers vector b = a0ex
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FIG. 6. (a) Two-dimensional slices of the field ψ showing edge dislocations at [x, y] = [10a0, 15a0] and [x, y] = [20a0, 15a0]. (b) The
amplitude A1 of the two dislocation lines in the PFC model. The black subvolume indicates the zeros of the amplitudes and thus the position
of the dislocation lines, while the color map gives the complex argument. (c) The ηψ

zz component of the incompatibility of dislocation lines in
the PFC model. The other components of the incompatibility tensor are small relative to this component (see text).

along the dislocation loop purely in the xy plane, we obtain
only a contribution to the dislocation density tensor from αix

with i 
= z. To see how the incompatibility field calculated

from ψ captures the nature of the defects, consider the portion
of the dislocation loop at r = [5, 15, 15] [red dot in Fig. 7(c)].
Here we have l = −ey, which gives αyx as the nonzero com-

FIG. 7. (a) Two-dimensional slices of the field ψ showing the mixed types of dislocations that appear for a dislocation loop. (b) The
amplitude A1 of the dislocation loop in the PFC model. The black subvolume indicates the zeros of the amplitudes and thus the position of the
dislocation lines, while the color map gives the argument. (c) and (d) Two components of the incompatibility tensor η

ψ

i j . The red dots indicate
positions at which the incompatibility field assumes a dipole structure similar to that of Fig. 6(c) as explained in the text.
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ponent of the dislocation density tensor. We get ηyy = ∂zαyx,
the z component of the gradient of the dislocation density,
and an identical dipole structure as in Fig. 6(c) appears, this
time in the z direction. Similarly, at r = [15, 5, 15] [red dot in
Fig. 7(d)], the nonzero component of the dislocation density
tensor is αxx, with which ηxy = ∂zαxx/2, and we recover the
dipole structure of Figs. 6(c) and 7(c), its magnitude halved
due to the factor of 1/2 in ηxy.

We have exemplified here how the phase field ψ and its
associated incompatibility tensor can correctly describe any
dislocation string or loop in a given bcc lattice. In further
studies, this formalism can be further generalized to other
lattice symmetries and also coupled with the evolution of the
ψ field to study the dynamics and nucleation of dislocation
strings.

VI. CONCLUSION

We have shown for the case of a 2D hexagonal lattice that
the incompatibility field ηψ derived from the phase field is
a very sensitive diagnostic of the nucleation of a dislocation
dipole and that it signals the nucleation event prior to the
formation of a stable topological dipole. The symmetry of
the field ηψ prior to nucleation also gives the direction of the
Burgers vectors of the defect pair about to nucleate. By ex-
amining the distribution of the resolved stress for a hexagonal
lattice, we have also found it to be a good indicator of nu-
cleation. Furthermore, a balance between the Peach-Koehler
force on either one of the defects of the dipole and their mutual
elastic interaction force allows a prediction of the resolved
critical stress at nucleation that agrees well with the numerical
results.

While our results serve to extend those of macroscopic
plasticity by allowing the direct observation of the incom-
patibility field and its evolution under an applied stress, the
conclusion that a Schimd-like criterion identifies the nu-
cleation event is in contrast to several existing molecular

dynamics simulations. Some of these simulations show that
the resolved stress does not predict the location or type of
dislocations to nucleate. Instead, it is generally observed that
the nominal extent of the nucleation region is very large, with
a complex network of stacking faults, partial dislocations, and
other significant sources of lattice distortion. These results
would imply that the nucleation path in three-dimensional
(3D) configuration space can be much more complex than in
our 2D configuration, with possibly multiple competing tra-
jectories that depend on details such as boundaries or applied
stress protocols.

Our results indicate that the phase-field crystal model
provides adequate control over configurations and applied
stresses around the nucleation threshold and hence is a suit-
able platform for testing nucleation criteria. The model offers
the necessary separation between length scales, eliminates
fluctuations of thermal origin, and allows the computation of
internally generated stress that contributes to lattice incompat-
ibility and, ultimately, to nucleation. This bypasses the need
for extensive averaging of molecular dynamics trajectories
along paths in configuration space in which fluctuations are
very small.

Finally, we presented results for a 3D bcc lattice to show
that the phase field can be used to describe dislocations in this
lattice and that it offers the possibility of computing the in-
compatibility tensor directly from the phase field for arbitrary,
nonequilibrium configurations.
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We present a theoretical method for deriving the stress tensor and elastic response of ordered systems within
a Ginzburg-Landau-type density field theory in the linear regime. This is based on spatially coarse graining the
microscopic stress which is determined by the variation of a free energy with respect to mass displacements. We
find simple expressions for the stress tensor for phase field crystal models for different crystal symmetries in two
and three dimensions. Using tetradic product sums of reciprocal lattice vectors, we calculate elastic constants and
show that they are directly related to the symmetries of the reciprocal lattices. We also show that except for bcc
lattices there are regions of model parameters for which the elastic response is isotropic. The predicted elastic
stress-strain curves are verified by numerical strain-controlled bulk and shear deformations. Since the method is
independent of a reference state, it extends also to defected crystals. We exemplify this by considering an edge
and screw dislocation in the simple cubic lattice.

DOI: 10.1103/PhysRevB.103.224107

I. INTRODUCTION

Classical deformation theories are formulated on the as-
sumption that a solid is a deformable continuum medium on
length scales much larger than the size of any microscopic
structures. This macroscopic deformation field is indepen-
dent of the system size such that scale invariance becomes
a symmetry of the solid [1]. However, this property is lost
for solids that are micron and submicron in size, which de-
form erratically while exhibiting an overall strain hardening
with decreasing system size [2–4]. Small crystals are still
sufficiently big in size compared to the atomic scale of their
crystal lattice, such that the continuum approximation remains
valid, and in fact desirable, for a theory that aims to describe
macroscopic properties. While the elastic degrees of freedom
can still be coarse grained to elastic fields, dislocations, which
are the main carriers of low-temperature plastic slips, cannot
be readily coarse grained due to their topological nature which
induces long-range interactions and persistent correlations.
Conventional plasticity theories assume that the representative
volume element is sufficiently large to contain a statistically
significant number of dislocations such that the plastic de-
formation can be described in terms of a single average
quantity, e.g., the dislocation density tensor, while ignoring
fluctuations around it. This coarse graining procedure breaks
down at the micron and submicron scales because there are
not sufficiently many dislocations to substantiate a continuum
approximation for the dislocation density, and the correla-
tion length becomes comparable to the crystal size. We are
thus left to imagine that on these scales dislocations remain
discrete entities interacting through their internally generated
stress fields. Discrete dislocation dynamics models are formu-
lated precisely on these premises and consider dislocations as
mobile singularities in a linearly elastic medium (see, e.g.,
Ref. [5]). This modeling approach has been successful at
reproducing qualitatively the scale-free statistical properties

of plastic slip avalanches [6–8] and the size dependence of
plastic yield [9,10]. The model is nonetheless empirical in the
way reaction rates and dislocation mobilities are introduced as
ad hoc tuning parameters.

There are several field formulations which attempt to
link atomic with continuum scales through hybrid contin-
uum/discrete models [11–13], or by introducing free-tuning
intrinsic length parameters as in strain-gradient plasticity the-
ories [14–16]. We are still lacking a theoretical model with no
ad hoc parameters that captures quantitatively the rich plastic
behavior of small crystals while also being able to shed light
on the microscopic mechanisms behind the macroscopic plas-
tic instabilities and fluctuations. A promising contender is the
phase field crystal (PFC) model [17,18] which accommodates
more naturally the linkage between atomic and continuum
scales. It models the crystal lattice as a continuous density
field and encodes both the state of elastic deformation and the
plastic slip. For this reason, it has been used to model various
crystal-related phenomena [19]. A caveat with the standard
PFC model is that it lacks the separation of timescales be-
tween the overdamped dislocation motion and the very fast
relaxation to equilibrium of elastic modes [20,21]. Recently,
we have proposed a way to remedy this by constraining
the diffusive relaxation to accommodate instantaneous me-
chanical equilibrium on continuum scales [22,23], which
makes it possible to study how dislocations nucleate under
stress [24].

Our method of linking between the continuum scale of
elasticity and the discrete nature of dislocations is based on
computing the macroscopic stress tensor directly from the
PFC free energy functional, hence the order parameter. We
have done this derivation for a specific free energy in two di-
mensions in Ref. [25]. A generalization is needed to compute
the stress field from an arbitrary free energy in any dimen-
sions, and this we address in this paper. Density functional
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theories provide a similar conceptual technique for computing
the microscopic stress from more ab initio free energies and
based on Irving-Kirkwood transport theory [26–30]. However,
this stress is not coarse grained or maintained at mechanical
equilibrium. In molecular dynamics models, the microscopic
stress is also computed through the Irving-Kirkwood formula,
a generalization of the virial expression of the equation of
state to nonequilibrium systems [31,32], but the system is
confined to both atomic length scales and fast timescales.
By contrast to these approaches, the PFC model with me-
chanical equilibrium handles multiple scales both in space
and time. Another advantage of the PFC modeling formal-
ism is that dislocations are emergent features, determined by
the topological defects in the complex amplitudes obtained
by the mode expansion of the crystal order parameter [25].
We have shown that the profile of the macroscopic stress
around a dislocation matches the analytical solutions from
linear elasticity in the far field and is regular at the dislocation
core due to the smooth properties of the order parameter
[22,23]. Thus, the formalism presented in this paper can be ex-
tended to plastic deformation and flow due to the presence of
dislocations.

In this paper, we propose a systematic method that links
the macroscopic stress field which describes the deformation
state of a continuum elastic medium with the microscopic
stress field, which, in turn, is directly determined by the order
parameter of the broken crystal symmetries (a crystal density
field). The generic procedure is based on finding the micro-
scopic stress through a variational calculus of an appropriate
free energy with respect to mass displacements followed by a
coarse graining procedure to upscale the microscopic stress
to continuum scales. This method is valid for a Ginzburg-
Landau-type theory in which the free energy is given in terms
of an order parameter and any order of its gradients. We
provide several examples of free energies for crystals in two
and three dimensions. Expanding the crystal order parameter
in its reciprocal modes, we find that the elastic constants of
the macroscopic stress are directly linked to tetradic product
sums (fourth order moment tensors) of the reciprocal lattices
of the microscopic structure. In particular, this shows how the
isotropic elastic response of the two-dimensional (2D) hexag-
onal PFC arises directly from the sixfold symmetry of its
reciprocal lattice, since only isotropic tetradic product sums
can be formed from such vector sets [33].

The rest of the paper is structured as follows: In Sec. II, we
present the variational procedure for a microscopic one-body
density and formally connect its expression with the chemical
potential. In Sec. III, we coarse grain the microscopic stress
tensor over a representative volume element and show how
it relates to the macroscopic stress in the linear regime. We
then consider specific forms of the free energy in Sec. IV, for
which we derive explicit expressions for the stress tensor and
compute the elastic constants. Finally, a brief summary and
concluding remarks are given in Sec. V.

II. MICROSCOPIC STRESS FIELDS

The microscopic Cauchy stress σ̃i j can be determined by
variational changes of a free energy F with respect to adia-

batic mass displacement variations δx through

δF = −
∫

�

dDr∂iσ̃i jδx j +
∫

∂�

dSiσ̃i jδx j, (1)

where ∂� is the surface of the volume element � of dimension
D. In continuum mechanics, the stress is determined through
a variation of the free energy with respect to an underlying
displacement field u, which determines how a medium has
been deformed from some reference state. The stress defini-
tion of Eq. (1), however, is independent of such a reference
state and we will show in Sec. III how we relate this definition
to the continuum stress in the linear regime. In conventional
density functional theory, F is the sum of the ideal gas free
energy Fid [ρ̃], an external potential energy Fext[ρ̃], and an
excess free energy Fexc which accounts for particle mutual
interactions. The former two are expressed as functionals of
the microscopic one-body density ρ̃ which is the ensemble
average of the density operator for N particles

ρ̃(r) =
〈

N∑
i=1

δ(r − ri )

〉

Ens

, (2)

while Fexc must be approximated for practical purposes [34].
In this paper, we are interested in Ginzburg-Landau-type field
theories, in which Fexc is expressed in terms of gradients, and
its exact expression is typically determined by the symmetries
of the ordered phase. Thus, F is given as a functional of ρ̃

and its gradients, F [ρ̃] = ∫
dDr f̃ (ρ̃, {∂iρ̃}, {∂i j ρ̃}, . . .), where

f̃ is the free energy density. Therefore, variational changes
in F relate directly to variational changes in the microscopic
density, and the corresponding conjugate variable defines the
chemical potential:

μ̃c(ρ̃) = δF

δρ̃
= ∂ f̃

∂ρ̃
− ∂i

∂ f̃

∂ (∂iρ̃)
+ N ({i, j})∂i j

∂ f̃

∂ (∂i j ρ̃ )
· · · ,

(3)
where N ({i, j}) = (1 + δi j )/2 is a necessary prefactor to not
overcount contributions from the off-diagonal variables (see
Appendix A 1).

To derive Eq. (1) for variational changes of F in terms of
δx, we use that mass density is a locally conserved quantity, so
that its variations δρ̃ are determined by the mass displacement
variations through the conservation law, written as

δρ̃ = −∂ j (ρ̃δx j ). (4)

This implies that the variational of F relates to δx as

δF =
∫

�

dDrμ̃cδρ̃

=
∫

�

dDr(ρ̃∂ jμ̃c)δx j −
∫

∂�

dS j (μ̃cρ̃ )δx j . (5)

Identifying this with the expression in Eq. (1), we obtain
that a net mechanical force leads to mass transport along the
chemical potential gradient, namely,

∂iσ̃i j = −ρ̃∂ jμ̃c. (6)

This expression tells us equivalently that when the system is in
chemical equilibrium (steady-state microscopic density) then
the associated microscopic stress is in mechanical equilibrium
and vice versa. To obtain an explicit expression for σ̃i j , we
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consider a free energy density f̃ (ρ̃, {∂iρ̃}, {∂i j ρ̃}) that only
depends on ρ̃ and its first and second order gradients, so that
the free energy changes by

δF =
∫

�

dDr

(
∂ f̃

∂ρ̃
δρ̃ + ∂ f̃

∂ (∂iρ̃ )
δ(∂iρ̃)

+ N ({i, j})
∂ f̃

∂ (∂i j ρ̃)
δ(∂i j ρ̃ )

)
. (7)

Using Eq. (4), and repeated integration by parts and renaming
of indices, we obtain that (up to some surface terms)

δF =
∫

�

dDrδx j∂i

[
( f̃ − μ̃cρ̃)δi j − ∂ f̃

∂ (∂iρ̃ )
∂ j ρ̃

+ N ({i, m})

(
∂m

∂ f̃

∂ (∂imρ̃)

)
∂ j ρ̃

− N ({i, m})
∂ f̃

∂ (∂imρ̃ )
∂m j ρ̃

]

≡
∫

�

dDrδx j∂iσ̃i j, (8)

with the microscopic stress tensor defined as

σ̃i j = ( f̃ − μ̃cρ̃)δi j + h̃i j, (9)

where h̃i j arises from the gradient expansion of the nonlocal
interaction and is given by

h̃i j = − f̃ ′
i ∂ j ρ̃ − f̃ ′

im∂ jmρ̃ + (∂m f̃ ′
im)∂ j ρ̃. (10)

Here, we have introduced the notation f̃ ′
i = ∂ f̃ /∂ (∂iρ̃) and

f̃ ′
im = N ({i, m})∂ f̃ /∂ (∂imρ̃). Taking the divergence of Eq. (9),

a lengthy but straightforward calculation shows that it satis-
fies the force balance Eq. (6) (see the general derivation in
Appendix A).

Closer inspection of the method outlined here reveals a
gauge freedom in the determination of the microscopic stress.
Both the force balance Eq. (6) and the variation calculus of
Eq. (8) only define the stress tensor up to a divergence free
contribution. Additionally, since the dynamics is independent
of any constant surface contribution to the free energy, lo-
cal free energies are undetermined up to a divergence in f̃ .
The ambiguity is of no physical importance since it does
not change the force density and is fundamentally associated
with the difficulty in attributing a local (pointwise) energy
contribution to a system in which there are nonlocal interac-
tions [29,35,36]. Indeed, for structures with an intrinsic length
scale, such as crystals, coarse graining over a representative
volume will in part remove this ambiguity, as we will demon-
strate shortly.

Equation (9) suggests a generalization which is valid for a
free energy density f̃ (ρ̃, {∂iρ̃}, {∂i j ρ̃}, . . .) that is a function
of arbitrary density gradients, where h̃i j is replaced by

h̃i j =
∞∑

α=1

M̃ (α)
i j , (11)

where

M̃ (α)
i j =

α∑
β=1

(−1)β
(
∂m1...mβ−1 f̃ ′

m1...mα−1i

)
∂ jmβ ...mα−1 ρ̃, (12)

and the short-form notation has been generalized to

f̃ ′
m1...mα

= N ({mi})
∂ f̃

∂
(
∂m1...mα

ρ̃
) . (13)

The combinatorial factor is the inverse of the multinomial
coefficient

N
({mi}αi=1

) = Nx!Ny!Nz!

α!
(14)

where Nx, Ny, and Nz are the numbers of elements in {mi}αi=1 =
{m1, . . . , mα} that equal x, y, and z, respectively. While it
is possible to redo the variational calculus for an arbitrary
number of gradients, the easiest method is to confirm that the
generalization satisfies the force balance Eq. (6). In Appendix
A 1, we show that ∂ih̃i j = μ̃c∂ j ρ̃ − ∂ j f̃ from which Eq. (6)
follows.

As an example of this general expression of the mi-
croscopic stress, we take the Ginzburg-Landau free energy
f̃ (ρ̃, {∂iρ̃}), for which Eq. (9) reduces to

σ̃i j = ( f̃ − μ̃cρ̃)δi j − ∂ f̃

∂ (∂iρ̃ )
∂ j ρ̃ (15)

which is the expression derived in Ref. [30]. For a free energy
density f̃ (ρ̃, {∂iρ̃}, {∂i j ρ̃}) dependent on second order gradi-
ents, such as the basic Swift-Hohenberg free energy functional
used in the PFC model, we get an expression of Eq. (9) which
is the general form of the stress tensor used in Ref. [25].
It should be noted that the stress tensor in Ref. [25] omits
the combinatorial factor N ({i, j}) since this included only
terms diagonal in i j, for which N ({i, j}) = 1. It also lacks the
second term −μ̃cρ̃ in the isotropic part of the stress tensor as
this arises from considering mass-conserving deformations,
which were not considered in Ref. [25]. For more general
free energy expressions, e.g., those given in Refs. [37–40], the
general expression must be employed and we present in this
paper some of these expressions.

III. COARSE GRAINED DESCRIPTION:
CONTINUUM LIMIT

The notion of the stress tensor defined in the previous sec-
tion is valid for any density field ρ̃. A crystal as a continuum
elastic medium, by contrast, has far fewer degrees of freedom
and is typically characterized by a macroscopic density field
ρ(r) = 〈ρ̃〉(r), defined as a spatial average of ρ̃ over a unit
representative volume, which for a crystal is given by the
lattice unit a0. For the remainder of this paper, we consider
the Gaussian convolution

〈ρ̃〉(r) =
∫

dDr′ ρ̃(r′)
(2πa2

0)D/2
exp

(
− (r − r′)2

2a2
0

)
(16)

as the definition of a coarse graining procedure. The evo-
lution of this density is dictated by minimizing the coarse
grained free energy density f = 〈 f̃ 〉. The deformation varies
on scales much larger than the crystal lattice, so it is de-
scribed by a macroscopic (slowly varying) displacement field
u. This appears as changes in the phases of the complex am-
plitudes of the demodulated density field. In linear elasticity,
the strain field ei j is the symmetric part of the displacement
gradient, ei j = ∂(iu j), where [· · · ](i j) = ([· · · ]i j + [· · · ] ji )/2
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FIG. 1. (a) Microscopic density field ρ̃ in a 2D PFC system with
square lattice symmetry and an edge dislocation, (b) its microscopic
stress field σ̃xy, and (c) the macroscopic stress field σxy = 〈σ̃xy〉, the
object of continuum deformation theories.

is the symmetrization over indices i j. The constitutive law
connecting this strain with the stress emerges on continuum
scale, after coarse graining the atomic-scale interactions. The
Eulerian picture [41] provides the natural framework to define
mass displacement variations δx and how they induce changes
in u and ρ. Namely, the volume element and macroscopic den-
sity change according to dDr′ → (1 + ∂kδxk )dDr′ and ρ →
(1 − ∂kδxk )ρ. Additionally, the distance between planes of
constant phase changes by δx, so that the linear strain tensor
transforms as ei j → ei j + ∂(iδx j). Thus the variation in free
energy becomes

δF =
∫

�

dDr

(
f ∂kδxk − ρ

∂ f

∂ρ

∣∣∣∣
ei j

∂kδxk + ∂ f

∂ei j

∣∣∣∣
ρ

∂iδx j

)

=
∫

∂�

dSiσi jδx j −
∫

�

∂iσi jδx j (17)

where the macroscopic stress tensor σi j is given by

σi j =
(

f − ρ
∂ f

∂ρ

∣∣∣∣
ei j

)
δi j + ∂ f

∂ei j

∣∣∣∣
ρ

. (18)

Limiting our attention to crystals, we are interested in a
macroscopic stress tensor in the form given by Eq. (18). As-
suming that the microscopic density field ρ̃ that minimizes
the free energy is given by a Bravais lattice with lattice
constant a0, we can coarse grain Eq. (9) with respect to
this length scale. In equilibrium, μ̃c is spatially constant, so
for a small deviation from equilibrium, such as given by a
macroscopically varying density field δρ(r) or a macroscopic
displacement field u, μ̃c is slowly varying and invariant under
coarse graining, μc = 〈μ̃c〉 = μ̃c. Thus, 〈μ̃cρ̃〉 = μ̃c〈ρ̃〉 =
μcρ and by coarse graining Eq. (9) we find

〈σ̃i j〉 = ( f − μcρ)δi j + hi j, (19)

where hi j = 〈h̃i j〉. One can show that μ̃c = δF/δρ̃ = δF/δρ

which allows us to identify σi j = 〈σ̃i j〉 if

∂ f

∂ei j

∣∣∣∣
ρ

= hi j, (20)

which shows that hi j is the thermodynamic conjugate of the
strain at constant macroscopic density in the linear regime.
Figure 1 shows an example of a microscopic density field,
its associated microscopic stress, and the macroscopic stress
field after coarse graining. While the microscopic stress ten-
sor describes internal stresses across all length scales, the
macroscopic stress tensor σi j describes stresses between rep-
resentative volume elements bigger than that of the unit

cell. Thus, while ∂iσ̃i j = 0 [complete chemical equilibrium,
Eq. (6)] implies ∂iσi j = 0 the converse is not true in general.
In fact, it is known that for dislocation dynamics the evolution
of long wavelength distortions (macroscopic disturbances) is
much faster than the diffusive dynamics of local distortions,
such as the motion of dislocation lines. The typical dissipative
evolution of dynamical density functional theory and phase
field modeling makes no explicit distinction between the evo-
lution of disturbances at short and long wavelengths, which
has led to the development of several theories that treat this
separation of timescales explicitly [21,22,42].

Since the gauge invariance of the stress tensor is related
to the difficulty of having a well-defined local free energy
under interactions, the act of coarse graining with respect to
a length scale defined by the density field periodicity partly
removes this ambiguity. As an example, consider the product
〈(∇A)B〉 under coarse graining of two fields A, B that vary on
the microscopic scale respective of the underlying lattice, but
are slowly varying under coarse graining. Such fields can be
expanded in terms of slowly varying amplitudes An(r), Bn(r)
as A = ∑

K∈R An(r)eiK·r, B = ∑
K∈R Bn(r)eiK·r, where R is

the reciprocal lattice of the microscopic structure. We find

〈(∇A)B〉 =
∑

Kn∈R

∑
Kn′ ∈R

〈∇(An(r)eiKn·r )Bn(r)eiKn′ ·r〉

≈
∑

Kn∈R

∑
Kn′ ∈R

[
(∇An(r) + iKnAn)Bn(r)

× 〈
ei(Kn+Kn′ )·r〉], (21)

where we have used that the fields An(r), Bn(r) vary slowly
on the periodicity of the lattice to take the coarse grain-
ing through. The coarse grained value of ei(Kn+Kn′ )·r will
only be nonzero at resonance, given by Kn′ = −Kn, i.e.,
〈ei(Kn+Kn′ )·r〉 ≡ δn′,−n [43], and using that for slowly varying
amplitudes |∇An(r)| � |KAn(r)| we find

〈(∇A)B〉 ≈
∑

Kn∈R
iKnAn(r)B−n(r)

=
∑

Kn∈R
i(−K−n)B−n(r)An(r) ≈ −〈A(∇B)〉, (22)

as can be shown by expanding the right-hand side under
similar assumptions. The exact difference between the left-
and right-hand side of this equation is given by

〈(∇A)B〉 − (−〈A(∇B)〉) = 〈∇(AB)〉 = ∇〈AB〉, (23)

since the gradient operator commutes with the coarse graining
operation as can be seen by

∂i〈X̃ 〉 =
∫

dDr′ X̃ (r′)
(2πa0)D/2

∂i exp

(
− (r − r′)2

2a2
0

)

= −
∫

dDr′ X̃ (r′)
(2πa0)D/2

∂i′ exp

(
− (r − r′)2

2a2
0

)

=
∫

dDr′ ∂i′ X̃ (r′)
(2πa0)D/2

exp

(
− (r − r′)2

2a2
0

)
= 〈∂iX̃ 〉.

(24)
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TABLE I. hi j and its associated elastic constants in terms of amplitudes (A, B,C) of the mode expansion for different PFC models. The
free energy functionals for the different PFC models are given by Eqs. (27), (43), (54), (60), and (70), respectively, where LX = X + ∇2. The
elastic constants can be expressed in Voigt notation by C11 = λ + 2μ + γ , C12 = λ, C44 = μ. The last column gives the relationship between
PFC model parameters r, ψ̄ for which the elastic response is isotropic.

PFC model hi j Elastic constants Isotropic elastic domain

2D hex −2〈(L1ψ )∂i jψ〉 λ = 3A2 Always
μ = 3A2

γ = 0

2D sq −2〈(L1L2ψ )(L1 + L2)∂i jψ〉 γ = 16B2 r = − 25
3 ψ̄2

μ = 16B2

γ = 8A2 − 32B2

3D bcc −2〈(L1ψ )∂i jψ〉 λ = 4A2 Never
μ = 4A2

γ = −4A2

3D fcc −2〈(L1L 4
3
ψ )(L1 + L 4

3
)∂i jψ〉 λ = 32

81 A2 r = − 255
49 ψ̄2

μ = 32
81 A2

γ = 32
81 (2B2 − A2)

3D sc −2〈(L1L2L3ψ )(L2L3 + L1L3 + L1L2)∂i jψ〉 λ = 16B2 + 128C2 r ≈ −2.101 44ψ̄2

μ = 16B2 + 128C2

γ = 32A2 − 16B2 − 256C2

Thus, by employing Eq. (22) to rewrite expressions, we are
ignoring the variations in the coarse grained boundary terms.
In the case of a crystalline lattice, we have seen computation-
ally that this identity holds far beyond the regime of linear
elasticity. Equation (22) shows how gradient terms of the
microscopic stress tensor can be rewritten under coarse grain-
ing, indicating that different descriptions of the stress on the
microscopic scale are equivalent upon coarse graining. In par-
ticular, it allows rewriting Eq. (12) in a coarse grained form as〈

M̃ (α)
i j

〉 ≈ −α
〈
f̃ ′
m1...mα−1i∂ jm1...mα−1 ρ̃

〉
. (25)

As will be shown for the PFC models introduced in the next
section, this expression will be symmetric in the indices,
i ↔ j, indicating that coarse graining will make the stress
tensor explicitly symmetric. This is consistent with results
of recent work which used molecular dynamics simulations
to show that the symmetric nature of the stress tensor is
intimately linked with the continuum assumption and may
break down on a microscopic resolution [44].

IV. APPLICATION TO PHASE FIELD CRYSTAL MODELS

In this section, we consider forms of the free energy F spe-
cific to systems with different crystal symmetries. An already
well-established minimal model for this is the PFC which
was introduced as a phenomenological field theory to model
crystallization and related phenomena [17]. We investigate
five PFC models—2D hexagonal (2D hex), 2D square (2D
sq), three-dimensional (3D) bcc, 3D fcc, and 3D simple cubic
(3D sc)—using established free energy functionals for the first
four and an adapted PFC model for the sc phase. As custom-
ary for phase field modeling, we employ the notation ψ for
the microscopically varying density field under consideration.
The stress tensor σ̃i j is defined in terms of a microscopic
density field ρ̃, so its expression in terms of ψ depends on
the exact connection between these two quantities. Here, we

define ψ ≡ ρ̃, and consider the elastic response of ψ during
an adiabatic deformation at constant macroscopic density 〈ψ〉,
which is achieved by the following transformation of the field:

ψ ′(r) = ψeq(r − u), (26)

where ψeq(r) is the unstrained equilibrium crystal configura-
tion and u is an arbitrary macroscopic displacement field. We
employ the method developed in the previous sections to find
explicit forms of the stress tensors in terms of ψ . Then, for
each PFC model, we expand the ground state in an appropriate
number of reciprocal lattice modes to obtain expressions for
the elastic constants in terms of the reciprocal mode ampli-
tudes by use of tetradic product sums. For the established free
energy functionals, we find the elastic constants in agreement
with previous works. From the expressions of the elastic con-
stants, we find that there are particular model parameters for
which all the PFC models exhibit isotropic elasticity except
for the 3D bcc model which always exhibits anisotropic elastic
behavior. The results are summarized in Table I. We then
prepare a 60×60 (×5) unit cells periodic lattice for the 2D
(3D) PFC models and numerically subject them to two types
of distortions and calculate the elastic response and stress
given by hi j . The results are shown in Fig. 2 and demonstrate
that hi j measures the energetic response for a deformation at
constant macroscopic density, as suggested by Eq. (20).

The field transformation of Eq. (26) is a strain-controlled
adiabatic deformation at constant macroscopic density ψ̄ ,
with no diffusive relaxation. We will thus recover the elastic
constant tensor Ci jkl at constant macroscopic density. These
are not the same elastic constants as will be obtained if ρ

and u are not varied independently, and differ, for instance,
from the elastic constants at constant chemical potential or at
constant vacancy concentration [41]. Denoting the free energy
under strain ei j as Fei j , we are thus focusing on strains in
which only the planes of constant phase are displaced, using
the equilibrium amplitudes {A(0)

K } of the reciprocal modes
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FIG. 2. (a), (b) Difference in the free energy density  f =
〈 f̃ (ψ ′)〉 − 〈 f̃ (ψ eq)〉 in the center region [red dots in Figs. 4(c) and
4(d)] for ψ ′(r), Eq. (26), strained by (a) the bulk displacement field
u(B), Eq. (38), and (b) the shear displacement field u(S), Eq. (39).
(c), (d) The nonzero stress components for the PFC strained by the
(c) bulk and (d) shear displacement fields. In all plots, the dashed
lines indicate the prediction from linear elasticity, Eqs. (41) and (42).

{K}. This is equivalent to straining the reciprocal lattice
vectors K → Kei j , so that Fei j = F [A(0)

K , {Kei j }, ψ̄,V ]. If the
order parameter is interpreted as a one-body density, the
physical process of straining at constant macroscopic density
requires counteracting vacancy diffusion, unless the applied
strain is traceless. The deformation is adiabatic in the sense
that no minimization of the free energy at the given strain
is performed. Reference [45] considered isothermal strain-
controlled deformation at constant macroscopic density by
also minimizing the free energy under strain, given by Fei j =
minAK F [{AK}, {Kei j }, ψ̄,V ]. Since the equilibrium values of
the amplitudes are minima in configuration space by defini-
tion, this deformation will lead to nonlinear effects, and does
not influence the elastic constants. References [46,47] con-
sidered strain-controlled isothermal deformation including the
resulting volumetric deformation of the macroscopic density
ψ̄ → ψ̄ei j as well as induced changes in the region volume
V → Vei j , i.e., Fei j = minAK F [{AK}, {Kei j }, ψ̄ei j ,Vei j ]. They
showed that the elastic constants associated to such a deforma-
tion differ from those obtained here or in previous works, and
are also dependent on the exact connection between the order
parameter ψ and the physical one-body density. This type of
deformation corresponds to a mass displacement at constant
vacancy concentration and hence these elastic constants could
be derived from the stress tensor of Eq. (19). However, in

FIG. 3. Reciprocal lattices of the 2D crystal structures. (a) Modes
Rhex of the hexagonal reciprocal lattice where K denotes a general
mode: R(1)

hex = {qn} are the closest reciprocal lattice modes (q2
n = 1).

(b) Modes Rsq of the square reciprocal lattice: R(1)
sq = {qn} are the

closest reciprocal lattice modes (q2
n = 1) and R(2)

sq = {pn} are the
next-to-closest modes (p2

n = 2).

this case, the variational procedure must also be reevaluated
under the specific connection between the order parameter
and the physical one-body density. In Ref. [24], we performed
stress-controlled isothermal and quasistatic deformation of the
PFC for which we found the nucleation of crystal defects
occurring at strains |ei j | ≈ 0.1.

A. 2D hexagonal lattice

In its simplest form, the PFC free energy is based on the
Swift-Hohenberg free energy given by F = ∫

d2r f̃ (hex), with
the free energy density

f̃ (hex) = 1

2
(L1ψ )2 + r

2
ψ2 + 1

4
ψ4, (27)

where L1 = 1 + ∇2 and r is a parameter which is proportional
to the deviation from the critical temperature. For the free
energy density given in Eq. (27), we find

f̃ ′
m1

= 0, f̃ ′
m1m2

= L1ψδm1m2 , (28)

which gives

h̃i j = −(L1ψ )∂i jψ + (∂iL1ψ )∂ jψ. (29)

For r < 0 and a range of parameters ψ̄ , the free energy F
is minimized in two dimensions by a hexagonal lattice with
lattice constant a0 = 4π/

√
3. Thus, for a perfect lattice, the

density field ψ can be expressed as a superposition of periodic
modes in the reciprocal space associated to that lattice:

ψ
eq
hex(r) = ψ̄ +

∑
K∈Rhex\{0}

AKeiK·n, (30)

where K is a nonzero mode of the hexagonal reciprocal lattice
Rhex [see Fig. 3(a)] and AK is the corresponding amplitude.
When |r| < 1, the equilibrium state ψ

eq
hex(r) is well approx-

imated in the one-mode expansion in terms of the principal
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reciprocal lattice vectors:

ψ
eq
hex(r) ≈ ψ̄ + Ahex

∑
qn∈R(1)

hex

eiqn·r, (31)

where R(1)
hex = {q−3, q−2, q−1, q1, q2, q3} are the closest

nonzero modes on the hexagonal reciprocal lattice, which can
be chosen as

q1 = (0, 1),

q2 = (
√

3/2,−1/2),

q3 = (−√
3/2,−1/2),

(32)

q−n = −qn, and Ahex is the equilibrium amplitude. Ahex is
determined by inserting ψhex

eq into the free energy density
of Eq. (27), averaging over a unit cell and minimizing with
respect to Ahex [17]. Given the length scale of the lattice
constant, we can define the stress tensor (associated to a
continuum elastic medium) in terms of ψ by coarse graining:

σ
(2D hex)
i j = δi j ( f − μc〈ψ〉) + h(2D hex)

i j , (33)

where f = 〈 f̃ (hex)〉, μc = δF/δψ , and we have used Eq. (25)
to write

h(2D hex)
i j = −2〈(L1ψ )∂i jψ〉. (34)

The elastic coefficients Ci jkl of the corresponding hexagonal
lattice can be computed by deforming the one-mode approx-
imation by a macroscopic displacement field u according to
the field transformation of Eq. (26), which gives to first order
in the distortion ∂kul (see Appendix B 1)

h(2D hex)
i j = 4A2

hex∂kul

∑
qn∈R(1)

hex

qniqn jqnkqnl , (35)

where qni is the ith Cartesian coordinate of the reciprocal
lattice vector qn. This shows that the elastic constants are
directly determined by the tetradic product sum of R(1)

hex. This
is a general feature of all the PFC models which we consider
in this paper. It is given by

∑
qn∈R(1)

hex

qniqn jqnkqnl = 3

4
(δi jδkl + 2δk(iδ j)l ), (36)

as can be shown by checking all components. Thus, we find

Ci jkl = λδi jδkl + 2μδk(iδ j)l + γ δi jkl (37)

where λ = μ = 3A2
hex, which are the standard Lamé parame-

ters of an isotropic elastic medium, γ = 0, which is an elastic
coefficient quantifying any elastic anisotropy, and δi jkl is a
generalization of the Kronecker-delta symbol which is 1 if
all indices are equal and zero otherwise. These are the same
elastic constants as those found in Refs. [17,25]. For the 2D
hexagonal lattice, γ = 0, since the tetradic product sum of
R(1)

hex is isotropic. This isotropy, and hence the isotropic elastic
properties of the hexagonal lattice, is a direct result of the
sixfold rotational symmetry of R(1)

hex [33].
We prepare a 60×60 2D hexagonal PFC lattice in the one-

mode approximation with periodic boundary conditions and
lattice vectors reciprocal to R(1)

hex, which gives a lattice con-
stant of a0 = 4π/

√
3. We choose grid spacing x = a0/7 and

y = a0

√
3/12 and parameters r = −0.3 and ψ̄ = −0.25.
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FIG. 4. (a) Bulk displacement field u(B) with emax
xx = 0.5,

(b) shear displacement field u(S) with emax
xy = 0.5, (c) e(B)

xx , and
(d) e(S)

xy = u(S)
yx /2. The bottom row shows a 20×20 2D hexagonal PFC

distorted by (e) u(B) and (f) u(S). Such highly strained configurations
would be prone to melting and nucleation of dislocations if allowed
to evolve diffusively, and are included only to illustrate the effects
the applied strains. The dot in (c) and (d) marks the central region of
the computational domain at which both displacement fields are at
their maximal strains.

The PFC was deformed by two different displacement fields:
(1) a bulk displacement field,

u(B)
x = −emax

xx

Lx

2π
sin

(
2π

x

Lx

)
, u(B)

y = 0, (38)

which corresponds to uniaxial compression/extension in the
(1,0) direction; and (2) a shear displacement field,

u(S)
x = −emax

xy

Ly

π
sin

(
2π

y

Ly

)
, u(S)

y = 0, (39)

which corresponds to pure shear in the (0,1) direction. Here,
Lx and Ly are the lengths of the simulation domain in the x and
y direction, respectively. emax

xx and emax
xy are parameters used to

tune the magnitude of the displacement fields. Figure 4 shows
the displacement fields and the nonzero components of the
strains. The displacement fields are constructed in such a
way that for u(B) (u(S)) the only nonzero component of the
strain is exx (exy), the maximal value of which is emax

xx (emax
xy )

along the line x = Lx/2 (y = Ly/2). For illustrative purposes,
we have included the distortion of a 20×20 hexagonal lattice
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by the bulk and shear displacement fields in Figs. 4(e) and
4(f), respectively. For the given distortion, the linear elastic
energy density is given by

 fel = 1
2Ci jkl ei jekl , (40)

which for the bulk deformation in the central region, where
exx = emax

xx , gives

 f (B)
el = 1

2 (λ + 2μ + γ )
(
emax

xx

)2
. (41)

The free energy density under the bulk deformation, cal-
culated by directly coarse graining Eq. (27), is shown in
Fig. 2(a), where the dashed line indicates the elastic energy of
Eq. (41). For the shear deformation, the elastic energy density
is given by

 f (S)
el = (2μ)

(
emax

xy

)2
. (42)

The free energy under the shear deformation is shown in
Fig. 2(b), where the dashed line indicates the linear elastic
energy of Eq. (42). We see that the energy stored in the PFC
under deformation is correctly accounted for by linear elastic-
ity for small strains. Figures 2(c) and 2(d) show the values of
h(2D hex)

xx and h(2D hex)
xy in the central region [red dot in Figs. 4(c)

and 4(d)] as functions of the applied strains emax
xx and emax

xy ,
respectively, where the dashed line indicates the linear stresses
hi j = Ci jkl ekl . We see that the stress in the 2D hexagonal PFC
is accounted for by linear elasticity for small strains.

B. 2D square lattice

One of the challenges of the PFC formalism is finding
suitable free energy functionals that favor a particular lattice
symmetry. In order to ensure phase stability in the presence
of disturbances, such as dislocations or external stresses, the
phase diagram of a proposed free energy must be calculated
and parameters chosen so that the desired lattice symmetry
minimizes the free energy. The postulation of free energy
functionals and subsequent calculation of phase diagrams has
thus been the subject of much research [17,38–40,48–51].
However, a straightforward generalization of the free energy
in Eq. (27) to obtain a square lattice is obtained by noting
that the L1 term was introduced to favor spatial modulations
corresponding to the closest modes q2

n = 1 on the reciprocal
lattice. For the reciprocal lattice of the square lattice, shown
in Fig. (3), the next-to-closest modes R(2)

sq = {pn} with length
p2

n = 2 will give sizable contributions to the average free
energy of Eq. (27). Thus, by modifying the free energy to also
favor these second modes, one can postulate the free energy
functional F = ∫

d2r f̃ (sq) with

f̃ (sq) = 1

2
(L1L2ψ )2 + r

2
ψ2 + 1

4
ψ4, (43)

where

LX = X + ∇2 (44)

is a factor introduced to energetically favor modes of length√
X . This free energy was shown to produce a 2D square

phase in Ref. [37]. The phase diagram for this free energy
shows that it has a stable region for the square lattice for a
range of values of r [50]. Similar to the hexagonal lattice, we

get nonzero contributions to hi j from

f̃ ′
m1m2

= 3L1L2ψδm1m2 ,

f̃ ′
m1m2m3m4

= L1L2ψδ(m1m2δm3m4 ). (45)

Here we are using the general notation for symmetrizing over
multiple indices:

[· · · ](m1...mα ) = 1

α!

∑
σ∈Sα

[· · · ]σ (m1 )...σ (mα ), (46)

where Sα is the symmetric group of α elements. This gives

h(2D sq)
i j = 〈

M (2)
i j

〉 + 〈
M (4)

i j

〉
= −6〈(L1L2ψ )∂i jψ〉 − 4〈(L1L2ψ )∂i jkkψ〉
= −2〈(L1L2ψ )(L1 + L2)∂i jψ〉. (47)

Since the square lattice will give sizable contributions also to
the second closest modes on the reciprocal lattice, we expand
the ground state of the PFC density ψ in the two-mode ap-
proximation:

ψeq = ψ̄ + Asq

∑
qn∈R(1)

sq

eiqn·r + Bsq

∑
pn∈R(2)

sq

eipn·r, (48)

where Asq and Bsq are the equilibrium amplitudes of the modes
on the 2D square reciprocal lattice R(1)

sq = {q−2, q−1, q1, q2, }
and R(2)

sq = {p−2p−1, p1, p2}, respectively, where

q1 = (1, 0), p1 = (1,−1),

q2 = (0, 1), p2 = (1, 1), (49)

q−n = −qn, and p−n = −pn [see Fig. 3(b)]. Asq, Bsq are deter-
mined by minimization of the free energy. By deforming the
two-mode approximation by a displacement field u, we find
(Appendix B 2)

h(2D sq)
i j = 4A2

sq∂kul

∑
qn∈R(1)

sq

qniqn jqnlqnk

+ 4B2
sq∂kul

∑
pn∈R(2)

sq

pni pn j pnk pnl . (50)

The tetradic product sums are given by∑
qn∈R(1)

sq

qniqn jqnlqnk = 2δi jkl , (51)

∑
pn∈R(2)

sq

pni pn j pnk pnl = 4(δi jδkl + 2δk(iδ j)l − 2δi jkl ). (52)

This gives elastic constants λ = μ = 16B2
sq and γ = 8A2

sq −
32B2

sq, which match those found in previous work for the 2D
square PFC lattice [38]. Reference [33] showed that for a col-
lection of vectors that have a fourfold symmetry, such as R(1)

sq ,
only rank 2 moment tensors are identically isotropic, which
explains the anisotropic nature of the 2D square PFC model.
However, the model exhibits isotropic elasticity (γ = 0) in the
case of Bsq = Asq/2, which can be solved with the equilibrium
conditions on the amplitudes to give

r = −25

3
ψ̄2, (53)

224107-8



STRESS IN ORDERED SYSTEMS: … PHYSICAL REVIEW B 103, 224107 (2021)

FIG. 5. Reciprocal lattices of the 3D crystal structures. (a) Modes Rbcc of the bcc reciprocal lattice: R(1)
bcc = {qn} are the closest reciprocal

lattice modes (q2
n = 1). (b) Modes Rfcc of the fcc reciprocal lattice: R(1)

fcc = {qn} are the closest reciprocal lattice modes (q2
n = 1) and R(4/3)

fcc =
{pn} are the next-to-closest modes (p2

n = 4/3). (c) Modes Rsc of the sc reciprocal lattice: R(1)
sc = {qn} are the closest reciprocal lattice modes

(q2
n = 1), R(2)

sc = {pn} are the next-to-closest modes (p2
n = 2), and R(3)

sc = {tn} are the third closest modes (t2
n = 3).

which falls within the region of a stable square lattice phase,
indicating that a stable configuration for the isotropic square
crystal does exist [50].

We prepare a 60×60 2D square PFC lattice in the two-
mode approximation on periodic boundaries with lattice
vectors reciprocal to R(1)

sq , which gives a lattice constant of 2π .
We choose grid spacings x = y = a0/7 and parameters
r = −0.3 with ψ̄ = −0.25. The PFC is deformed according
to the displacement fields of Eqs. (38) and (39), for which the
elastic energy density again scales with the square of the strain
as in Eqs. (41) and (42) and is shown in Fig. 2.

C. 3D bcc lattice

In three dimensions, for a suitable range of parameters, the
equilibrium configuration of the original PFC model with the
free energy given in Eq. (27) is that of a bcc lattice [48]. The
associated free energy is F = ∫

d3r f̃ (bcc) with

f̃ (bcc) = 1

2
(L1ψ )2 + r

2
ψ2 + 1

4
ψ4. (54)

The nonzero free energy derivatives are the same as for the 2D
hexagonal lattice, so

h(3D bcc)
i j = −2〈(L1ψ )∂i jψ〉. (55)

The elastic constants are calculated by expanding the ground
state in the one-mode expansion

ψeq = ψ̄ + Abcc

∑
qn∈R(1)

bcc

eiqn·r, (56)

where Abcc is the equilibrium amplitude of the closest modes
on the reciprocal lattice for the bcc lattice. The latter can be
chosen as R(1)

bcc = {q−6, . . . , q−1, q1, . . . , q6}, where

q1 = (0, 1, 1)/
√

2, q4 = (0,−1, 1)/
√

2,

q2 = (1, 0, 1)/
√

2, q5 = (−1, 0, 1)/
√

2,

q3 = (1, 1, 0)/
√

2, q6 = (−1, 1, 0)/
√

2,

(57)

and q−n = −qn [see Fig. 5(a)]. Abcc is found by minimization
of the free energy. By straining the equilibrium state in the

one-mode approximation, we find (Appendix B 3)

h(3D bcc)
i j = 4A2

bcc∂kul

∑
qn∈R(1)

bcc

qniqn jqnkqnl . (58)

Now, using the tetradic product sum of R(1)
bcc,

∑
qn∈R(1)

bcc

qniqn jqnkqnl = (δi jδkl + 2δk(iδ j)l − δi jkl ), (59)

we find the elastic constants λ = μ = 4A2
bcc and γ = −4A2

bcc,
as found for the fcc PFC in Ref. [38]. Since γ �= 0, this PFC
model will not exhibit isotropic elasticity.

We prepare a 60×60×5 bcc PFC lattice in the one-mode
approximation on periodic boundaries with lattice vectors
reciprocal to R(1)

bcc, which gives a lattice constant of 2π
√

2.
We choose a grid spacing of x = y = z = a0/7 and pa-
rameters r = −0.3 with ψ̄ = −0.325. The PFC is deformed
according to the displacement fields of Eqs. (38) and (39),
extended to three dimensions with u(B)

z = u(S)
z = 0, for which

the elastic energy density scales with the square of the strain
as in Eqs. (41) and (42). The results are shown in Fig. 2.

D. 3D fcc lattice

The introduction of L2 in the free energy functional for
the 2D square PFC was motivated by contributions from the
next-to-closest reciprocal modes. Similarly, the inclusion of
a differential operator that favors density waves at reciprocal
modes of length

√
4/3 might produce a stable fcc lattice.

This motivates the following form of the PFC fcc model:
F = ∫

d3r f̃ (fcc) with

f̃ (fcc) = 1

2
(L1L 4

3
ψ )2 + r

2
ψ2 + 1

4
ψ4, (60)

which has been shown to produce a stable fcc phase [38]. The
nonzero derivatives of the free energy density are

f̃ ′
m1m2

= 7

3
L1L 4

3
ψδm1m2 ,

f̃ ′
m1m2m3m4

= L1L 4
3
ψδ(m1m2δm3m4 ), (61)
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so

h(3D fcc)
i j = 〈

M (2)
i j

〉 + 〈
M (4)

i j

〉
= −2

〈(
L1L 4

3
ψ

)(
L1 + L 4

3

)
∂i jψ

〉
. (62)

The elastic constants are calculated by expanding the ground
state in the two-mode expansion

ψeq = ψ̄ + Afcc

∑
qn∈R(1)

fcc

eiqn·r + Bfcc

∑
pn∈R(4/3)

fcc

eipn·r, (63)

where Afcc and Bfcc are the equilibrium amplitudes
of the modes on the reciprocal lattice R(1)

fcc = {q−4, . . . , q−1,

q1, . . . , q4} and R(4/3)
fcc = {p−3, . . . , p−1, p1, . . . , p3}, respec-

tively, where

q1 = (−1, 1, 1)/
√

3, p1 = (2, 0, 0)/
√

3,

q2 = (1,−1, 1)/
√

3, p2 = (0, 2, 0)/
√

3,

q3 = (1, 1,−1)/
√

3, p3 = (0, 0, 2)/
√

3,

q4 = (1, 1, 1)/
√

3, (64)

with q−n = −qn and p−n = −pn [see Fig. 5(b)]. Afcc and Bfcc

are found by minimization of the free energy. By deforming
the two-mode approximation by a displacement field u, we
find (Appendix B 4)

h(3D fcc)
i j = 4

9
A2

fcc∂kul

∑
qn∈R(1)

fcc

qnkqnl qniqn j

+ 4

9
B2

fcc∂kul

∑
pn∈R(4/3)

fcc

pnk pnl pni pn j . (65)

The tetradic product sums are given by
∑

qn∈R(1)
fcc

qniqn jqnkqnl = 8

9
(δi jδkl + 2δk(iδ j)l − 2δi jkl ), (66)

∑
pn∈R(4/3)

fcc

pni pn j pnk pnl = 32

9
δi jkl , (67)

which gives elastic constants λ = μ = 32
81 A2

fcc and γ =
64
81 (2B2

fcc − A2
fcc), as found for the fcc PFC in Ref. [38]. The

expression for γ shows that the fcc lattice exhibits isotropic
elasticity (γ = 0) if Bfcc = Afcc/

√
2, which solved with the

equilibrium condition on the amplitudes gives

r = −255ψ̄2

49
, (68)

which falls within the region of a stable fcc phase, indicating
that a stable configuration of isotropic elasticity for the fcc
lattice does exist [38].

We prepare a 60×60×5 fcc PFC lattice in the two-mode
approximation on periodic boundaries with lattice vectors
reciprocal to R(1)

fcc, which gives a lattice constant of 2π
√

3.
We choose a grid spacing of x = y = z = a0/11 and
parameters r = −0.3 with ψ̄ = −0.3. We perform the same
distortion of the fcc PFC by the bulk and shear displacement
fields, for which the elastic energy density scales with the
square of the strain as in Eqs. (41) and (42). The results are
shown in Fig. 2.

E. 3D sc lattice

Extending the idea of favoring modes of the reciprocal
lattice to achieve other symmetries, a natural generalization of
the free energy in Eq. (60) can be chosen as follows. The three
sets of modes that are closest to the origin on the sc recip-
rocal lattice are given by R(1)

sc = {q−3, . . . , q−1, q1, . . . , q3},
R(2)

sc = {p−6, . . . , p−1, p1, . . . , p6} and R(3)
sc = {t−4, . . . , t−1,

t1, . . . , t4}, where

q1 = (1, 0, 0), p1 = (0, 1, 1), t1 = (−1, 1, 1),

q2 = (0, 1, 0), p2 = (1, 0, 1), t2 = (1,−1, 1),

q3 = (0, 0, 1), p3 = (1, 1, 0), t3 = (1, 1,−1),

p4 = (0,−1, 1), t4 = (1, 1, 1),

p5 = (−1, 0, 1),

p6 = (−1, 1, 0), (69)

with q−n = −qn, p−n = −pn, and t−n = −tn [see Fig. 5(c)].
Thus, a way to explicitly favor the simple cubic structure is to
introduce the free energy F = ∫

d3r f̃ (sc) where

f̃ (sc) = 1

2
(L1L2L3ψ )2 + r

2
ψ2 + 1

4
ψ4, (70)

which corresponds to a special case of the multimode PFC
expansion of Ref. [40]. In order to ensure a stable sc phase,
one needs to consider the competing symmetries, calculate
the average free energy density for each symmetry, and find
coexistence regions by Maxwell construction. We leave this
task for future work, since the interest of the current paper is
to find a point in configuration space (r, ψ̄ ) for which the sc
phase is stable. This can be done by searching for parameters
(r, ψ̄ ) for which a random initial condition condenses into the
simple cubic phase. We have found (r, ψ̄ ) = (−0.3,−0.325)
to be such a point. Expanding the ground state in the three-
mode expansion,

ψeq = ψ̄ + Asc

∑
qn∈R(1)

sc

eiqn·r + Bsc

∑
pn∈R(2)

sc

eipn·r

+Csc

∑
tn∈R(3)

sc

eitn·r, (71)

inserting into the free energy Eq. (70), and averaging over a
unit cell of size (2π )3 gives

〈 f̃ (sc)〉 = 1

2
(6ψ̄ )2 + r

2
ψ̄2 + 1

4
ψ̄4

+ 45

2
A4

sc + 288A2
scB2

sc + 135B4
sc + 48A3

scCsc

+ 432AscB2
scCsc + 108A2

scC
2
sc + 324B2

scC
2
sc

+ 54C4
sc + 72A2

scBscψ̄ + 48B3
scψ̄

+ 144AscBscCscψ̄ + 9A2
scψ̄

2 + 18B2
scψ̄

2

+ 12C2
scψ̄

2 + 3A2
scr + 6B2

scr + 4C2
scr, (72)

where the equilibrium values of Asc, Bsc,Csc are determined
by minimization of the free energy. From Eq. (70), we get

f̃ ′
m1m2

= 11L1L2L3ψδm1m2 ,

f̃ ′
m1m2m3m4

= 6L1L2L3ψδ(m1m2δm3m4 ), (73)

f̃ ′
m1m2m3m4m5m6

= L1L2L3ψδ(m1m2δm3m4δm5m6 ),
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which gives

h(3D sc)
i j = 〈

M (2)
i j

〉 + 〈
M (4)

i j

〉 + 〈
M (6)

i j

〉
= −2〈(L1L2L3ψ )(L2L3 + L1L3 + L1L2)∂i jψ〉.

(74)

By deforming the three-mode expansion by a displacement
field u, we find (Appendix B 5)

h(3D sc)
i j = 16A2

sc∂kul

∑
qn∈R(1)

sc

qniqn jqnkqnl

+ 4B2
sc∂kul

∑
pn∈R(2)

sc

pni pn j pnk pnl

+ 16Csc∂kul

∑
tn∈R(3)

sc

tnitn jtnktnl , (75)

which after using the tetradic product sums∑
qn∈R(1)

sc

qniqn jqnkqnl = 2δi jkl , (76)

∑
pn∈R(2)

sc

pni pn j pnk pnl = 4(δi jδkl + 2δk(iδ j)l − δi jkl ), (77)

∑
tn∈R(3)

sc

tnitn jtnktnl = 8(δi jδkl + 2δk(iδ j)l − 2δi jkl ) (78)

gives elastic constants λ = μ = 16Bsc + 128C2
sc and γ =

32scA2 − 16B2
sc − 256C2

sc. The sc PFC would exhibit isotropic
elasticity for γ = 0. An exact expression for the domain of
isotropic elasticity could in principle be obtained, as for the
previous symmetries, by solving the equilibrium condition
on the amplitudes with the additional constraint of γ = 0.
This is a set of four quartic equations with five unknowns
(r, ψ, Asc, Bsc,Csc) which must be solved simultaneously in
order to express the regime of isotropic elasticity. Using
computational software [52] suggests that no closed-form so-
lution exists as in the case of the lattices in which only two
amplitudes were needed. However, by numerically solving
the equations, we have found the following relation for an
isotropic domain:

r ≈ −2.101 44ψ̄2. (79)

A PFC model of simple cubic ordering was also considered in
Ref. [53] by inclusion of exponential peaks in the correlation
function derived from the free energy and in Ref. [54] by
adding higher order gradients in the free energy to account
for an orientation dependent interaction. However, to our
knowledge, the elastic constants for the particular free energy
density of Eq. (70) have not previously been derived. The
PFC model employed in Ref. [54] has the free energy given
in terms of the density field and its derivatives.

We prepare a 60×60×5 sc PFC lattice in the three-mode
approximation on periodic boundaries with lattice vectors

FIG. 6. (a), (d) PFC density field ψ for (a) an edge dislocation with Burgers vector b = a0(1, 0, 0) and tangent vector t = (0, 0, 1) and
(d) a screw dislocation with Burgers vector b = a0(0, 0, 1) and tangent vector t = (0, 0, 1). The ψ field is shown as transparent isosurfaces
of the density ψ with extra inserted 2D density plots for selected planes. (b) and (e) show the peaks of (a) and (d), respectively, connected by
lines for illustration. The orange line shows the Burgers circuit with the corresponding closure failure. (c) and (f) show the largest components
of the stress fields for each dislocation.
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reciprocal to R(1)
sc , which gives a lattice constant of 2π . We

choose a grid spacing of x = y = z = a0/7 and pa-
rameters r = −0.3 with ψ̄ = −0.325. We perform the same
distortion of the sc PFC by the bulk and shear displacement
fields, for which the elastic energy density scales with the
square of the strain as in Eqs. (41) and (42). The results are
shown in Fig. 2.

To exemplify that the formalism extends to defected
lattices, we include in Fig. 6 a 3D sc PFC structure in the pres-
ence of an edge (screw) dislocation in panel (a) [panel (c)],
and its associated stress field in panel (c) [panel (f)]. The
PFC configuration was prepared by multiplying the complex
amplitudes of the PFC by dislocation charges followed by
a brief period of relaxation, as explained in Ref. [25]. Even
though dislocations are singular objects (they are phase sin-
gularities for the complex amplitudes), the density field ψ

and its corresponding macroscopic stress field remain well
defined and smooth, without any core regularization method.
It is interesting that the largest value of the stresses ≈0.02 (in
dimensionless units) at the dislocation cores is still nominally
on the linear stress-strain curves (see Fig. 2), even though the
physics at the core is fundamentally different. This suggests
that nonlinear elastic effects may not be necessary to capture
the near-core deformations, at least in the PFC models, and
that the deviations from linear elasticity are due directly to the
lattice incompatibility. However, at present, the stress profiles
obtained around dislocations are not constrained to mechani-
cal equilibrium, i.e., ∂ihi j �= 0, and thus they are not readily
comparable with analytical stress profiles from continuum
mechanics. The problem of extending the method proposed in
Ref. [22] to anisotropic 2D and 3D PFC lattices to constrain
the diffusive dynamics of the PFC models to mechanical equi-
librium is an open area of research.

V. CONCLUSION

To summarize, we have presented a versatile method of
computing the macroscopic stress tensor for ordered systems
starting from a microscopic field description, where there is
an intrinsic length scale (hence a finite intrinsic representative
volume element) related to lattice periodicity. Within a generic
field theory of Ginzburg-Landau type, where the system is
described by a free energy that depends on a one-body density
field (or order parameter) and an arbitrary number of its gra-
dients, we have derived a general formula for the stress tensor
given by Eq. (9). Upon coarse graining to continuum scales,
we obtain the macroscopic stress tensor in the linear regime
which describes the state of deformation of the ordered phase
as a continuum elastic medium.

By adopting the PFC formalism to describe crystals, we
have derived the stress tensor for different lattice symmetries
in two and three dimensions. In particular, we focused on the

hexagonal and square lattices in two dimensions and bcc, fcc,
and sc lattices in three dimensions. For simplicity, we only
looked at the equilibrium defect-free crystal configurations to
derive the elastic constants at constant macroscopic density.
We show how the crystal symmetries constrain the tetradic
product sums which determine the number of elastic constants
and their values. For instance, the isotropic elasticity of the
2D hexagonal PFC model is due to the sixfold symmetry
of its reciprocal lattice. For the other PFC models, we have
found regions in parameter space where the elastic behavior
is expected to be isotropic, except for the bcc PFC model,
which is always anisotropic. Using numerical simulations, we
verified the predicted linear elastic response of all models and
found that the 3D fcc lattice model quickly enters a nonlinear
elastic regime upon compression/extension.

The formalism developed in this paper can be extended to
nonequilibrium fields, with the particular example of a hexag-
onal lattice in two dimensions already discussed in Ref. [22].
In this case, one is concerned with the evolution of defected
ordered systems the defects of which move on timescales
much longer than the fast relaxation to elastic equilibrium.
Our stress tensor formula can be readily applied also in the
presence of defects, and can in fact be used to indicate the
nucleation and position of defects as discussed in Ref. [24].
While the analysis of ordered systems is limited to linear
elasticity, we have shown that due to the emergent regulariza-
tion of the dislocation core in the PFC model nonlinear strain
effects may not be necessary to capture the near-core deforma-
tions. The method also is applicable to other Ginzburg-Landau
theories with an emergent length scale such as mean-field
descriptions of liquid crystals and active matter.
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APPENDIX A: PROOF OF THE FORCE
BALANCE EQUATION

The microscopic stress tensor is given by

σ̃i j = ( f̃ − μ̃cρ̃ )δi j + h̃i j, (A1)

where

μ̃c = δF

δρ̃
=

∞∑
α=0

(−1)α∂m1...mα
f̃ ′
m1...mα

. (A2)

To show that ∂iσ̃i j = −ρ̃∂ jμ̃c, we need to show that ∂ih̃i j =
μ̃c∂ j ρ̃ − ∂ j f̃ :

∂ih̃i j = ∂i

( ∞∑
α=1

α∑
β=1

(−1)β )
(
∂m1...mβ−1 f̃ ′

m1...mα−1i

)
∂ jmβ ...mα−1 ρ̃

)

=
∞∑

α=1

α∑
β=1

(−1)β
(
∂im1...mβ−1 f̃ ′

m1...mα−1i

)
∂ jmβ ...mα−1 ρ̃ +

∞∑
α=1

α∑
β=1

(−1)β
(
∂m1...mβ−1 f̃ ′

m1...mα−1i

)
∂i jmβ ...mα−1 ρ̃
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=
∞∑

α=1

(−1)α
(
∂m1...mα−1i f̃ ′

m1...mα−1i

)
∂ j ρ̃ +

∞∑
α=1

α−1∑
β=1

(−1)β
(
∂m1...mβ−1i f̃ ′

m1...mα−1i

)
∂ jmβ ...mα−1 ρ̃

︸ ︷︷ ︸
(1)

−
∞∑

α=1

f̃ ′
m1...mα−1i∂m1...mα−1i j ρ̃ +

∞∑
α=1

α∑
β=2

(−1)β
(
∂m1...mβ−1 f̃ ′

m1...mα−1i

)
∂ jimβ ...mα−1 ρ̃

︸ ︷︷ ︸
(2)

. (A3)

In the last equality, the second term on the first line (1) cancels the second term on the second line (2) as is seen by starting with
(1), switching dummy indices mβ ↔ i, using that f̃ ′

m1...mα
is symmetric under the interchange of indices, and adjusting summation

limits as follows:
∞∑

α=1

α−1∑
β=1

(−1)β
(
∂m1...mβ−1i f̃ ′

m1...mα−1i

)
∂ jmβ ...mα−1 ρ̃

=
∞∑

α=1

α−1∑
β=1

(−1)β
(
∂m1...mβ−1mβ

f̃ ′
m1...mβ−1imβ+1...mα−1mβ

)
∂ jimβ+1...mα−1 ρ̃ = −

∞∑
α=1

α∑
β=2

(−1)β
(
∂m1...mβ−1 f̃ ′

m1...mα−1i

)
∂ jimβ ...mα−1 ρ̃. (A4)

Thus, adding and subtracting f̃ ′∂ j ρ̃ from Eq. (A3), and renaming the dummy index i → mα , we get

∂ih̃i j = f̃ ′∂ j ρ̃ +
∞∑

α=1

(−1)α
(
∂m1...mα

f̃ ′
m1...mα

)
∂ j ρ̃ − f̃ ′∂ j ρ̃ −

∞∑
α=1

f̃ ′
m1...mα

∂m1...mα j ρ̃

=
∞∑

α=0

(−1)α
(
∂m1...mα

f̃ ′
m1...mα

)
∂ j ρ̃ −

(
f̃ ′∂ j ρ̃ +

∞∑
α=1

f̃ ′
m1...mα

∂m1...mα j ρ̃

)
= μ̃c∂ j ρ̃ − ∂ j f̃ , (A5)

where we have used that by the chain rule we have

∂ j f̃ = f̃ ′∂ j ρ̃ + f̃ ′
m1

∂m1 j ρ̃ + · · · = f̃ ′∂ j ρ̃ +
∞∑

α=1

f̃ ′
m1...mα

∂m1...mα j ρ̃. (A6)

The combinatorial factor

When defining f̃ ′
m1,...,mα

, the combinatorial factor N ({m1, . . . mα}) appears due to arbitrary gradients of ρ̃ not being indepen-
dent, for example, ∂xyρ̃ = ∂yxρ̃. Therefore, in the Taylor expansion to first order, we should include only one of each term. To
illustrate, assume that the free energy F [ρ̃, {∂iρ̃}, {∂i j ρ̃}] is given in terms of ρ̃, which is a field in two dimensions, and up to its
second order gradients. In this case, the variation of F is given by

δF =
∫

d2r

(
∂ f

∂ρ̃
δρ̃ + ∂ f

∂ (∂xρ̃ )
δ(∂xρ̃) + ∂ f

∂ (∂yρ̃ )
δ(∂yρ̃ ) + ∂ f

∂ (∂xxρ̃ )
δ(∂xxρ̃ ) + ∂ f

∂ (∂yyρ̃ )
δ(∂yyρ̃ ) + ∂ f

∂ (∂xyρ̃ )
δ(∂xyρ̃)

)

=
∫

d2r

(
∂ f

∂ρ̃
δρ̃ + ∂ f

∂ (∂xρ̃ )
δ(∂xρ̃) + ∂ f

∂ (∂yρ̃ )
δ(∂yρ̃ ) + ∂ f

∂ (∂xxρ̃ )
δ(∂xxρ̃ ) + ∂ f

∂ (∂yyρ̃ )
δ(∂yyρ̃ )

+ 1

2

∂ f

∂ (∂xyρ̃ )
δ(∂xyρ̃ ) + 1

2

∂ f

∂ (∂yxρ̃ )
δ(∂yxρ̃)

)

=
∫

d2r
[

f̃ ′δρ̃ + f̃ ′
m1

(
δ∂m1 ρ̃

) + f̃ ′
m1m2

δ
(
∂m1m2 ρ̃

)]
, (A7)

where the combinatorial factor of N ({x, y}) = 1/2 was needed to write the sum over all indices. This gives after integration by
parts (ignoring boundary terms)

μc = δF

δρ̃
= f̃ ′ − ∂m1 f̃ ′

m1
+ ∂m1m2 f̃ ′

m1m2
, (A8)

which is Eq. (A2) in two dimensions with a free energy limited to second order gradients of ρ̃. The same combinatorial factor
appears when writing ∂ j f̃ in terms of f̃ ′

m1...mα
as a sum over all indices.
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APPENDIX B: PFC MODE EXPANSIONS

1. 2D hexagonal PFC

We consider the 2D hexagonal PFC in the one-mode ex-
pansion for a macroscopic displacement field u at constant
macroscopic density:

ψ = ψhex
eq (r − u) ≡ ψ̄ + A, (B1)

where

A = Ahex

∑
qn∈R(1)

hex

eiqn·(r−u) ≡ Ahex

∑
qn∈R(1)

hex

Eu
qn

(r). (B2)

Since u varies slowly on the macroscopic scale, the resonance
condition dictates 〈

Eu
qn

(r)
〉 = 0, (B3)

and 〈
Eu

qn
(r)Eu

qn′ (r)
〉 = δn,−n′ , (B4)

as we only get a nonzero average at resonance, when qn′ =
−qn (depending on the method of coarse graining, this may be
an approximation, albeit a very good one [43]). Inserting the
distorted PFC into the stress tensor, and using these identities,
we get

h(2D hex)
i j = −2〈(L1ψ )∂i jψ〉

= −2〈(L1ψ̄ )∂i jψ̄〉 − 2〈(L1A)∂i jA〉
= −2〈(L1A)∂i jA〉. (B5)

First, we calculate, to first order in ∂kul ,

L1A = Ahex

∑
qn∈R(1)

hex

(
1 − (qnk − qnl∂kul )

2
)
Eu

qn
(r)

= 2Ahex∂kul

∑
qn∈R(1)

hex

qnkqnl E
u
qn

(r), (B6)

from which we get

〈(L1A)∂i jA〉
= 2A2

hex

∑
qn∈R(1)

hex

∑
qn′ ∈R(1)

hex

qnkqnl (−qn′iqn′ j )

× 〈
Eu

qn
(r)Eu

qn′ (r)
〉

= −2A2
hex

∑
qn∈R(1)

hex

qniqn jqnkqnl , (B7)

so

h(2D hex)
i j = 4A2

hex

∑
qn∈R(1)

hex

qniqn jqnkqnl . (B8)

2. 2D square PFC

We consider the 2D square PFC in the two-mode expansion
for a macroscopic displacement field u at constant macro-
scopic density:

ψ = ψ̄ + A + B, (B9)

where

A = Asq

∑
qn∈R(1)

sq

eiqn·(r−u) ≡ Asq

∑
qn∈R(1)

sq

Eu
qn

(r), (B10)

B = Bsq

∑
pn∈R(2)

sq

eipn·(r−u) ≡ Bsq

∑
pn∈R(2)

sq

Eu
pn

(r). (B11)

By resonance conditions, we have〈
Eu

qn
(r)

〉 = 〈
Eu

pn
(r)

〉 = 〈
Eu

qn
(r)Eu

pn′ (r)
〉 = 0, (B12)

and 〈
Eu

qn
(r)Eu

qn′ (r)
〉 = 〈

Eu
pn

(r)Eu
pn′ (r)

〉 = δn′,−n, (B13)

from which we find

h(2D sq)
i j = −2〈(L1L2ψ )(L1 + L2)∂i jψ〉

= −2〈(L1L2ψ̄ )(L1 + L2)∂i jψ̄〉
− 2〈(L1L2A)(L1 + L2)∂i jA〉
− 2〈(L1L2B)(L1 + L2)∂i jB〉

= −2〈(L1L2A)(L1 + L2)∂i jA〉
− 2〈(L1L2B)(L1 + L2)∂i jB〉. (B14)

To first order in ∂kul , we have

L1L2A = L2L1A

= L2

⎛
⎝2Asq∂kul

∑
qn∈R(1)

sq

qnkqnlE
u
qn

(r)

⎞
⎠

= 2Asq∂kul

∑
qn∈R(1)

sq

qnkqnl
(
2 − q2

n′
)
Eu

qn
(r)

= 2Asq∂kul

∑
qn∈R(1)

sq

qnkqnl E
u
qn

(r), (B15)

so

〈(L1L2A)(L1 + L2)∂i jA〉
= 〈(L1L2A)L2∂i jA〉
= 2A2

sq∂kul

∑
qn∈R(1)

sq

∑
qn′ ∈R(1)

sq

qnkqnl

× (
2 − q2

n′
)
(−qn′iqn′ j )

〈
Eu

qn
(r)Eu

qn′ (r)
〉

= −2A2
sq∂kul

∑
qn∈R(1)

sq

qnkqnlqniqn j, (B16)

and

L1L2B = L1

⎛
⎝2Bsq∂kul

∑
pn∈R(2)

sq

pnk pnl E
u
pn

(r)

⎞
⎠

= 2Bsq∂kul

∑
pn∈R(2)

sq

pnk pnl
(
1 − p2

n′
)
Eu

pn
(r)

= −2Bsq∂kul

∑
pn∈R(2)

sq

pnk pnlE
u
pn

(r), (B17)
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so

〈(L1L2B)(L1 + L2)∂i jB〉
= 〈(L1L2B)L1∂i jB〉
= −2B2

sq∂kul

∑
pn∈R(2)

sq

∑
pn′ ∈R(2)

sq

pnk pnl
(
1 − p2

n′
)
(−pn′i pn′ j )

× 〈
Eu

pn
(r)Eu

pn′ (r)
〉
,

= −2B2
sq∂kul

∑
pn∈R(2)

sq

pni pn j pnk pnl , (B18)

which gives

h(2D sq)
i j = 4A2

sq∂kul

∑
qn∈R(1)

sq

qnkqnl qniqn j

+ 4B2
sq∂kul

∑
pn∈R(2)

sq

pni pn j pnk pnl . (B19)

3. 3D bcc PFC

We consider the bcc PFC in the one-mode expansion for
a macroscopic displacement field u at constant macroscopic
density:

ψ = ψbcc
eq (r − u) ≡ ψ̄ + A, (B20)

where

A = Abcc

∑
qn∈R(1)

bcc

eiqn·(r−u) ≡ Abcc

∑
qn∈R(1)

bcc

Eu
qn

(r). (B21)

By resonance conditions, we have〈
Eu

qn
(r)

〉 = 0, (B22)

and 〈
Eu

qn
(r)Eu

qn′ (r)
〉 = δn,−n′ (B23)

as we only get a nonzero average at resonance, when qn′ =
−qn. Inserting the distorted PFC into the stress tensor, and
using these identities, we get

h(3D bcc)
i j = −2〈(L1ψ )∂i jψ〉

= −2〈(L1ψ̄ )∂i jψ̄〉 − 2〈(L1A)∂i jA〉
= −2〈(L1A)∂i jA〉. (B24)

First, we calculate, to first order in ∂kul ,

L1A = Abcc

∑
qn∈R(1)

bcc

(
1 − (qnk − qnl∂kul )

2
)
Eu

qn
(r)

= 2Abcc∂kul

∑
qn∈R(1)

bcc

qnkqnl E
u
qn

(r), (B25)

from which we get

〈(L1A)∂i jA〉
= 2A2

bcc

∑
qn∈R(1)

bcc

∑
qn′ ∈R(1)

bcc

qnkqnl (−qn′iqn′ j )

× 〈
Eu

qn
(r)Eu

qn′ (r)
〉

= −2A2
bcc

∑
qn∈R(1)

bcc

qniqn jqnkqnl , (B26)

so

h(3D bcc)
i j = 4A2

bcc

∑
qn∈R(1)

bcc

qniqn jqnkqnl . (B27)

4. 3D fcc PFC

We consider the fcc PFC in the two-mode expansion for
a macroscopic displacement field u at constant macroscopic
density:

ψ = ψ̄ + A + B, (B28)

where

A = Afcc

∑
qn∈R(1)

fcc

eiqn·(r−u) ≡ Afcc

∑
qn∈R(1)

fcc

Eu
qn

(r), (B29)

B = Bfcc

∑
pn∈R(4/3)

fcc

eipn·(r−u) ≡ Bfcc

∑
pn∈R(4/3)

fcc

Eu
pn

(r). (B30)

By resonance conditions, we have〈
Eu

qn
(r)

〉 = 〈
Eu

pn
(r)

〉 = 〈
Eu

qn
(r)Eu

pn′ (r)
〉 = 0, (B31)

and 〈
Eu

qn
(r)Eu

qn′ (r)
〉 = 〈

Eu
pn

(r)Eu
pn′ (r)

〉 = δn′,−n, (B32)

from which we find

h(3D fcc)
i j = −2

〈
(L1L 4

3
ψ )(L1 + L 4

3
)∂i jψ

〉
= −2

〈
(L1L 4

3
ψ̄ )(L1 + L 4

3
)∂i jψ̄

〉
− 2

〈
(L1L 4

3
A)(L1 + L 4

3
)∂i jA

〉
− 2

〈
(L1L 4

3
B)(L1 + L 4

3
)∂i jB

〉
= −2

〈
(L1L 4

3
A)(L1 + L 4

3
)∂i jA

〉
− 2

〈
(L1L 4

3
B)(L1 + L 4

3
)∂i jB

〉
. (B33)

To first order in ∂kul , we have

L1L 4
3
A = L 4

3
L1A

= L 4
3

⎛
⎝2Afcc∂kul

∑
qn∈R(1)

fcc

qnkqnl E
u
qn

(r)

⎞
⎠

= 2Afcc∂kul

∑
qn∈R(1)

fcc

qnkqnl

(
4

3
− q2

n′

)
Eu

qn
(r)

= 2

3
Afcc∂kul

∑
qn∈R(1)

fcc

qnkqnl E
u
qn

(r), (B34)

so 〈
(L1L 4

3
A)(L1 + L 4

3
)∂i jA

〉
= 〈

(L1L 4
3
A)L 4

3
∂i jA

〉

= 2

3
A2

fcc∂kul

∑
qn∈R(1)

fcc

∑
qn′ ∈R(1)

fcc

qnkqnl

(
4

3
− q2

n′

)
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× (−qn′iqn′ j )
〈
Eu

qn
(r)Eu

qn′ (r)
〉

= −2

9
A2

fcc∂kul

∑
qn∈R(1)

fcc

qnkqnlqniqn j, (B35)

and

L1L 4
3
B = L1

⎛
⎝2Bfcc∂kul

∑
pn∈R(4/3)

fcc

pnk pnl E
u
pn

(r)

⎞
⎠

= 2Bfcc∂kul

∑
pn∈R(4/3)

fcc

pnk pnl
(
1 − p2

n′
)
Eu

pn
(r)

= −2

3
Bfcc∂kul

∑
pn∈R(4/3)

fcc

pnk pnl E
u
pn

(r), (B36)

so 〈
(L1L 4

3
B)(L1 + L 4

3
)∂i jB

〉
= 〈(L1L2B)L1∂i jB〉

= −2

3
B2

fcc∂kul

∑
pn∈R(4/3)

fcc

∑
pn′ ∈R(4/3)

fcc

pnk pnl
(
1 − p2

n′
)

× (−pn′i pn′ j )
〈
Eu

pn
(r)Eu

pn′ (r)
〉

= −2

9
B2

fcc∂kul

∑
pn∈R(4/3)

fcc

pni pn j pnk pnl , (B37)

which gives

h(3D fcc)
i j = 4

9
A2

fcc∂kul

∑
qn∈R(1)

fcc

qnkqnl qniqn j

+ 4

9
B2

fcc∂kul

∑
pn∈R(4/3)

fcc

pni pn j pnk pnl . (B38)

5. 3D sc PFC

We consider the sc PFC in the three-mode expansion for
a macroscopic displacement field u at constant macroscopic
density:

ψ = ψ̄ + A + B + C, (B39)

where

A = Asc

∑
qn∈R(1)

sc

Eu
qn

(r), (B40)

B = Bsc

∑
qn∈R(2)

sc

Eu
pn

(r), (B41)

C = Csc

∑
tn∈R(3)

sc

Eu
tn

(r). (B42)

By resonance conditions, we have〈
Eu

qn
(r)

〉 = 〈
Eu

pn
(r)

〉 = 〈
Eu

tn
(r)

〉 = 〈
Eu

pn
(r)Eu

tn′ (r)
〉

= 〈
Eu

qn
(r)Eu

tn′ (r)
〉 = 〈

Eu
qn

(r)Eu
pn′ (r)

〉 = 0, (B43)

and

〈
Eu

qn
(r)Eu

qn′ (r)
〉 = 〈

Eu
pn

(r)Eu
pn′ (r)

〉 = 〈
Eu

tn
(r)Eu

tn′ (r)
〉 = δn′,−n, (B44)

from which we get

h(3D sc)
i j = −2〈(L1L2L3ψ )(L2L3 + L1L3 + L1L2)∂i jψ〉

= −2〈(L1L2L3ψ̄ )(L2L3 + L1L3 + L1L2)∂i jψ̄〉 − 2〈(L1L2L3A)(L2L3 + L1L3 + L1L2)∂i jA〉
− 2〈(L1L2L3B)(L2L3 + L1L3 + L1L2)∂i jB〉 − 2〈(L1L2L3C)(L2L3 + L1L3 + L1L2)∂i jC〉

= −2〈(L1L2L3A)(L2L3 + L1L3 + L1L2)∂i jA − 2〈(L1L2L3B)(L2L3 + L1L3 + L1L2)∂i jB〉〉
− 2〈(L1L2L3C)(L2L3 + L1L3 + L1L2)∂i jC〉. (B45)

To first order in ∂kul , we have

L1L2L3A = L2L3L1A = 2AscL2L3∂kul

∑
qn∈R(1)

sc

qnkqnlE
u
qn

(r)

= 2Asc∂kul

∑
qn∈R(1)

sc

(
2 − q2

n

)(
3 − q2

n

)
qnkqnl E

u
qn

(r) = 4Asc∂kul

∑
qn∈R(1)

sc

qnkqnl E
u
qn

(r), (B46)

so

〈(L1L2L3A)(L2L3 + L1L3 + L1L2)∂i jA〉 = 〈(L1L2L3A)L2L3∂i jA〉
= 4A2

sc∂kul

∑
qn∈R(1)

sc

qnkqnl (−qn′iqn′ j )
(
2 − q2

n′
)(

3 − q2
n′
)〈

Eu
qn

(r)Eu
qn′ (r)

〉 = −8A2
sc∂kul

∑
qn∈R(1)

sc

qniqn jqnkqnl , (B47)

L1L2L3B = L1L3L2B = 2Bsc∂kulL1L3

∑
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∑
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(
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∑
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so

〈(L1L2L3B)(L2L3 + L1L3 + L1L2)∂i jB〉
= 〈(L1L2L3B)L1L3∂i jB〉 = −2B2

sc∂kul

∑
pn∈R(2)

sc

pnk pnl (−pn′i pn′ j )
(
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n′
)(

3 − p2
n′
)〈

Eu
pn

(r)Eu
pn′ (r)

〉

= −2B2
sc∂kul

∑
pn∈R(2)

sc

pni pn j pnk pnl , (B49)

and

L1L2L3C = 2Csc∂kulL1L2

∑
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sc
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u
tn
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(
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)(
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)
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u
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pnk pnlE
u
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(B50)

so

〈(L1L2L3C)(L2L3 + L1L3 + L1L2)∂i jC〉〈(L1L2L3C)L1L2∂i jC〉
= 4C2

sc∂kul

∑
tn∈R(3)

sc
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〈
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Thus, we find

h(3D sc)
i j = 16A2

sc∂kul

∑
qn∈R(1)

sc

qniqn jqnkqnl + 4B2
sc∂kul

∑
pn∈R(2)

sc

pni pn j pnk pnl + 16C2
sc∂kul

∑
tn∈R(3)

sc

tnitn jtnktnl . (B52)
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A B S T R A C T

We introduce a dislocation density tensor and derive its kinematic evolution law from a phase
field description of crystal deformations in three dimensions. The phase field crystal (PFC) model
is used to define the lattice distortion, including topological singularities, and the associated
configurational stresses. We derive an exact expression for the velocity of dislocation line
determined by the phase field evolution, and show that dislocation motion in the PFC is driven
by a Peach–Koehler force. As is well known from earlier PFC model studies, the configurational
stress is not divergence free for a general field configuration. Therefore, we also present a
method (PFCMEq) to constrain the diffusive dynamics to mechanical equilibrium by adding an
independent and integrable distortion so that the total resulting stress is divergence free. In
the PFCMEq model, the far-field stress agrees very well with the predictions from continuum
elasticity, while the near-field stress around the dislocation core is regularized by the smooth
nature of the phase-field. We apply this framework to study the rate of shrinkage of an
dislocation loop seeded in its glide plane.

1. Introduction

Plasticity in crystalline solids primarily refers to permanent deformations resulting from the nucleation, motion, and interaction
of extended dislocations. Classical plasticity theories deal with the yielding of materials within continuum solid mechanics (Hill,
1998; Wu, 2004). Deviations from elastic response are described with additional variables (e.g., the plastic strain), which effectively
describe the onset of plasticity (yielding criteria), as well as the mechanical properties of plastically deformed media (e.g., work
hardening). A macroscopic description of the collective behavior of dislocation ensembles is thus achieved, usually assuming
homogeneous media for large systems. In crystal plasticity, inhomogeneities and anisotropies are accounted for, with the theory
having been implemented as a computationally efficient finite element model (Roters et al., 2010; Pokharel et al., 2014). These
theories are largely phenomenological in nature, and rely on constitutive laws and material parameters to be determined by other
methods, or extracted from experiments. They can be finely tuned, but sometimes fail in describing mesoscale effects (Rollett et al.,
2015). On the other hand, remarkable mesoscale descriptions have been developed by tracking single dislocations (Kubin et al.,
1992; Bulatov et al., 1998; Sills et al., 2016; Koslowski et al., 2002; Rodney et al., 2003). These approaches typically evolve
dislocation lines through Peach–Koehler type forces while incorporating their slip system, mobilities, and dislocation reactions
phenomenologically. Stress fields are described within classical elasticity theory (Anderson et al., 2017). Since linear elasticity
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predicts a singular elastic field at the dislocation core, theories featuring its regularization are usually exploited. Prominent examples
are the non-singular theory obtained by spreading the Burgers vector isotropically about dislocation lines (Cai et al., 2006), and
the stress field regularization obtained within a strain gradient elasticity framework (Lazar and Maugin, 2005). Plastic behavior
then emerges when considering systems with many dislocations and proper statistical sampling (Devincre et al., 2008). Still, the
accuracy and predictive power of these approaches depend on how well dislocations are modeled as isolated objects. In this context,
mesoscale theories that require a limited set of phenomenological inputs are instrumental in connecting macroscopic plastic behavior
to microscopic features of crystalline materials.

The Phase Field Crystal (PFC) model is an alternative framework to describe the nonequilibrium evolution of defected materials
at the mesoscale (Elder et al., 2002; Emmerich et al., 2012; Momeni et al., 2018). Within the phase field description, complex
processes such as dislocation nucleation (Skogvoll et al., 2021b), dislocation dissociation and stacking fault formation (Mianroodi
and Svendsen, 2015), creep (Berry et al., 2015), fracture (Liu et al., 2020), and boundary driven grain motion (Provatas et al., 2007;
Wu and Voorhees, 2012; Yamanaka et al., 2017; Salvalaglio et al., 2018) have been studied. The phase field allows a short scale
regularization of defect core divergences inherent in classical elasticity, while allowing for the treatment of defect topology, grain
boundary structures, and associated mobilities. For static studies, the only constitutive input required is the (defect free) equilibrium
free energy, functional of the phase field, which has a minimizer that corresponds to a spatially periodic configuration. For time
dependent problems, the phase field is generally assumed to obey a gradient flow that minimizes the free energy functional. When
topological defects are present in the phase field configuration, their motion directly follows from the gradient flow, without any
additional specification of slip systems, stacking fault energies, and line or boundary mobilities. The PFC model thus begins with
the definition of a scalar order parameter (or phase field) 𝜓(𝐫, 𝑡), function of space and time, so that its equilibrium configuration
corresponds to a perfectly periodic, undistorted, configuration. A non-convex free energy functional 𝐹 [𝜓] of the field and its gradients
is chosen so that its minimizer has the same spatial symmetry as the lattice of interest (Elder et al., 2010). The requisite free
energies have been derived by using the methods of density functional theory (Elder et al., 2007; Huang et al., 2010; Archer et al.,
2019), although our calculations below will rely on modified forms of the classical Brazovskii functional description of modulated
phases (Brazovskii, 1975), also known as the Swift–Hohenberg model in the convection literature (Swift and Hohenberg, 1977).

Despite the model’s successes to date, a clear connection with classical theory of dislocation motion in crystalline solids is lacking.
At its most basic level, the phase field does not carry mass, and hence momentum. Therefore the only stresses (momentum current)
that appear in the theory are the reversible contributions that arise from variations of the free energy with respect to distortions
of the phase field (Skaugen et al., 2018a). Neither momentum currents that arise in a material due to Galilean invariance, nor
dissipative currents that would couple directly to the material distortion are present (Forster, 1975). Unlike classical theories of
dislocation motion, the primary object of the model is the phase field, from which other quantities are derived. For an appropriate
choice of the free energy functional, the phase field minimizer is a ‘‘crystalline’’ phase in that translational symmetry is broken. As
is conventionally the case, the minimizer admits an expansion in a reciprocal space basis set. This expansion is further restricted to
include only those wave vector modes in reciprocal space that are critical at onset of the broken symmetry phase. Configurational
distortions of the phase field appear as slow (in space and time) modulations of the complex amplitudes of the expansion. A
displacement vector is defined from the phase of the modulation. Configurational topological defects are possible and appear as
(combinations of) zeros of the complex amplitudes, points at which the phases of the modulation are singular. The corresponding
defect current, however, is solely related to the phase field, and to the equation governing its temporal evolution. This is in contrast
with more general dislocation density currents in solid mechanics which also include dissipative contributions. An attempt to bridge
the PFC description and a field theory of dislocation mechanics has been given in Ref. Acharya and Viñals (2020), where an extended
free energy is introduced, which includes a material elastic contribution and the coupling between the two.

Since the theory lacks a proper description of momentum conservation, it also cannot describe the relaxation of elastic excitations.
The first attempt at extending the PFC model to include elastic interactions considered a phenomenological second order temporal
derivative in the equation of motion for the phase field (Stefanovic et al., 2006), which allowed for fast relaxation of short-
wavelength elastic disturbances. Later efforts have included coupling the PFC phase field to a velocity field (Ramos et al., 2010),
or various methods of coarse graining it to develop a consistent hydrodynamical description (Tóth et al., 2013; Heinonen et al.,
2016). Such approaches are necessary for a proper description of processes where elastic interactions are important, such as crack
propagation and defect dynamics. Other efforts have been made to develop efficient modeling approaches in which the time scale
of elastic interactions is a priori set to zero 𝜏𝐸 = 0, i.e. when mechanical equilibrium is obeyed at all times. The latter approach
is justified when deformations are slow, including many of the applications mentioned such as creep and boundary driven grain
motion. This approach was first introduced in Ref. Heinonen et al. (2014) which involved relaxing elastic excitations separately
and instantaneously within the amplitude equation formulation of the PFC model (Goldenfeld et al., 2005). The same strategy was
later developed for the PFC model in two dimensional isotropic 2D lattices by adding to the phase-field a correction at each time
step that ensured instantaneous mechanical equilibrium (Skaugen et al., 2018b; Salvalaglio et al., 2020). In this paper, we present
a generalization of this approach to anisotropic crystals in three dimensions (PFC-MEq). Since a distorted phase field configuration
determines the corresponding configurational stresses (Skaugen et al., 2018a; Skogvoll et al., 2021a), the method yields regularized
stress profiles for dislocation lines in three dimensions down to the defect core. In the case of a point defect, it was shown in
Ref. Salvalaglio et al. (2020) that the stress field at the core agrees with the predictions of the non-singular theory of Ref. Cai et al.
(2006), and with gradient elasticity models (Lazar and Maugin, 2005; Lazar, 2017), indicating that the results obtained here can
serve as benchmarks for similar theories in three dimensions. The specific example of a dislocation loop in a bcc lattice is considered,
and the far-field stresses given by the 𝜓 field are shown to coincide with predictions by continuum elasticity.
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Fig. 1. (a) A dislocation line  consisting of points 𝐫′ characterized by the tangent vector 𝐭′ and the Burgers vector 𝐛 at that point. The difference 𝐫 − 𝐫′ from
a point 𝐫 to a point 𝐫′ on the line can be decomposed into a 2D in-plane vector 𝛥𝐫⟂, which is the projection of 𝐫 − 𝐫′ onto the plane  ′ normal to 𝐭′ and a
distance |𝛥𝐫∥| from this plane. In this figure, 𝛥𝐫∥ ⋅ 𝐭′ = −3.47𝑎0 and |𝛥𝐫⟂| = 3.42𝑎0. (b) The 𝑁 = 12 primary reciprocal lattice vectors {𝐪(𝑛)}12𝑛=1 of length 𝑞0 of a
bcc lattice (Eq. (20)). Higher modes (dots) correspond to higher harmonics {𝐩𝑛}𝑛>𝑁 in the expansion of the equilibrium phase-field configuration 𝜓𝑒𝑞 , Eq. (3).

The rest of the paper is structured as follows. In Section 2, we introduce the theoretical method used to define topological defects
from a periodic 𝜓-field. This allows us to define a dislocation density tensor in terms of the phase field (Eq. (12)), and obtain the
dislocation line velocity (Eq. (16)). These are key results, which are applied in several examples in Section 3. First, we use the PFC
model to numerically study the shrinkage of a dislocation loop in a bcc lattice. Then, we show analytically that Eq. (16) captures
the motion of dislocations driven by a Peach–Koehler type force, and hence by a local stress. Finally, we introduce the PFC-MEq
model, and compare the shrinkage of the dislocation loop under PFC and PFC-MEq dynamics. While the results are qualitatively
similar for the case of a shear dislocation loop, the constraint of mechanical equilibrium causes the shrinkage to happen much faster.
We finally confirm that the stress field derived from the 𝜓 field in the PFC-MEq model agrees with that which would follow from
continuum elasticity theory, with the same singular dislocation density as source, and with no adjustable parameters.

2. Kinematics of a dislocation line in three dimensions

Dislocations in 3D crystals are line defects, where each point 𝐫′ on the line  is characterized by the tangent vector 𝐭′ at that
point and a Burgers vector 𝐛, see Fig. 1(a). By introducing a local Cartesian plane  ′ normal to 𝐭′, the distance of an arbitrary point
𝐫 to a point 𝐫′ on  can be decomposed into an in-plane vector 𝛥𝐫⟂ ⟂ 𝐭′ and a vector 𝛥𝐫∥ ∥ 𝐭′, i.e. 𝐫 − 𝐫′ = 𝛥𝐫⟂ + 𝛥𝐫∥. A deformed
state can be described by a displacement field 𝐮 and, in the presence of a dislocation, 𝐮 is discontinuous across a surface (branch
cut) spanned by the dislocation, given by

∮𝛤 ′
𝑑𝐮 = 𝐮+ − 𝐮− = −𝐛, (1)

where 𝐮+ and 𝐮− are the values of the displacement field at each side of the branch cut, respectively. We use the negative sign
convention relating the contour integral with the Burgers vector. Here, 𝛤 ′ is a small circuit enclosing the dislocation line in the  ′-
plane, directed according to the right-hand rule with respect to 𝐭′. The dislocation density tensor associated with the line is (Lazar,
2014)

𝛼 = 𝜹(2)()⊗ 𝐛 =
(
∫ 𝑑𝐥

′𝛿(3)(𝐫 − 𝐫′)
)
⊗ 𝐛

(
𝛼𝑖𝑗 (𝐫) = 𝑏𝑗𝛿

(2)
𝑖 () = 𝑏𝑗 ∫ 𝑑𝑙

′
𝑖𝛿

(3)(𝐫 − 𝐫′)
)
, (2)

where 𝑏𝑗 is the 𝑗 component of the Burgers vector of the line, and 𝑑𝑙′𝑖 = 𝑡′𝑖𝑑𝑙
′ is the line element in the direction of the line. 𝛿(2)𝑖 ()

is a short-hand notation for the delta function, with dimension of inverse area, locating the position of the dislocation line for each
component 𝑖 of the dislocation density tensor. It is defined by the line integral over the dislocation line of the full delta function
(which scales as inverse volume). The dislocation density tensor is defined so that ∫ ′ 𝑑2𝑟⟂𝛼𝑖𝑗 𝑡′𝑖 = 𝑏𝑗 , where we are using the Einstein
summation convention over repeated indices.

In the PFC models, a crystal state is represented by a periodic phase field 𝜓(𝐫) of a given crystal symmetry. A reference crystalline
lattice,

𝜓𝑒𝑞(𝐫) = �̄� +
𝑁∑
𝑛=1

𝜂𝑛𝑒
i𝐪(𝑛)⋅𝐫 +

∑
𝑛>𝑁

𝜂𝑛𝑒
i𝐩(𝑛)⋅𝐫 , (3)
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Fig. 2. (a) Example of a discontinuous displacement field 𝐮 in the presence of a dislocation loop (black line) with Burgers vector 𝐛 (Eq. (1)). (b) Isosurfaces of
one of the phases 𝜃𝑛 possessing the same discontinuity as the displacement field (Eq. (5)).

is defined by a set of 𝑁 primary (smallest) reciprocal lattice vectors {𝐪(𝑛)}𝑁𝑛=1 of length 𝑞0, and higher harmonics {𝐩𝑛}𝑛>𝑁 , also on
the reciprocal lattice but with |𝐩𝑛| > 𝑞0 (see, e.g., {𝐪(𝑛)} with |𝐪(𝑛)| = 𝑞0 for a bcc lattice in Fig. 1(b)). The lattice constant of the
crystal is then given by 𝑎0 ∼ 2𝜋∕𝑞0. This represents a perfect crystal configuration in the absence of defects and distortion, where
the average value �̄� and the amplitudes 𝜂𝑛 are constants. In the phase-field crystal theory presented in Refs. Elder et al. (2002) and
Elder and Grant (2004), near the solid–liquid transition point, only the terms from the primary reciprocal lattice vectors contribute
to 𝜓𝑒𝑞 , while in general for more sharply peaked density profiles, there are also contributions from the higher order harmonics
{𝐩𝑛}𝑛>𝑁 . For a distorted crystal lattice, the mode amplitudes 𝜂𝑛 become complex scalar fields, henceforth named complex amplitudes
𝜂𝑛(𝐫), such that

𝜓(𝐫) ≈ �̄�(𝐫) +
𝑁∑
𝑛=1

𝜂𝑛(𝐫)𝑒i𝐪
(𝑛)⋅𝐫 +

∑
𝑛>𝑁

𝜂𝑛(𝐫)𝑒i𝐩
(𝑛)⋅𝐫 . (4)

In this section, we provide an accurate description of dislocation lines as topological defects in the phase of the complex amplitudes
𝜂𝑛(𝐫). We generalize the method of tracking topological defects as zeros of a complex order parameter as introduced in Refs. Halperin
(1981) and Mazenko (1997), and apply it to accurately derive the kinematics of dislocation lines.

Given a phase field configuration 𝜓(𝐫), the complex amplitudes can be found by a demodulation as described in Appendix A.1.
Decomposing each amplitude 𝜂𝑛(𝐫) = 𝜌𝑛(𝐫)𝑒𝑖𝜃𝑛(𝐫), into its modulus 𝜌𝑛(𝐫) and phase 𝜃𝑛(𝐫), we have that for a perfect lattice, 𝜃(0)𝑛 = 0
and 𝜌𝑛 is constant. Displacing a lattice plane by a slowly varying 𝐮 transforms the phase as 𝜃𝑛 → 𝜃(0)𝑛 − 𝐪(𝑛) ⋅ 𝐮. Thus, the phase
provides a direct measure of the displacement field 𝐮(𝐫) relative to the reference lattice, i.e.,

𝜃𝑛(𝐫) = −𝐪(𝑛) ⋅ 𝐮(𝐫)
(
𝜃𝑛(𝐫) = −𝑞(𝑛)𝑖 𝑢𝑖(𝐫)

)
, (5)

where 𝑞(𝑛)𝑖 denotes the 𝑖th Cartesian coordinate of 𝐪(𝑛). It is possible to invert Eq. (5), and solve for the displacement field 𝐮 as
function of the phases 𝜃𝑛 and reciprocal vectors. We use the following identity which is valid for lattices with cubic symmetry,
where all primary reciprocal lattice vectors have the same length 𝑞0 (see Appendix B)

𝑁∑
𝑛=1

𝐪(𝑛) ⊗ 𝐪(𝑛) =
𝑁𝑞20
3
1

( 𝑁∑
𝑛=1

𝑞(𝑛)𝑖 𝑞(𝑛)𝑗 =
𝑁𝑞20
3

𝛿𝑖𝑗

)
, (6)

so that the displacement 𝐮 is given by

𝐮(𝐫) = − 3
𝑁𝑞20

𝑁∑
𝑛=1

𝐪(𝑛)𝜃𝑛(𝐫). (7)

Eq. (7) shows that a dislocation line, which introduces a discontinuity in the displacement field, leads to a discontinuity in the
phases 𝜃𝑛(𝐫). This is the first key insight, which we illustrate in Fig. 2. By using Eq. (5) and the fact that the Burgers vector 𝐛 is
constant along the dislocation line, we relate the Burgers vector to the phase 𝜃𝑛 as

∮𝛤 ′
𝑑𝜃𝑛 = −∮𝛤 ′

𝐪(𝑛) ⋅ 𝑑𝐮 = 𝐪(𝑛) ⋅ 𝐛 ≡ 2𝜋𝑠𝑛, (8)

where 𝑠𝑛 is the (integer) winding number of the phase 𝜃𝑛 around the dislocation line. That 𝑠𝑛 is an integer follows from the fact that
while 𝜃𝑛(𝐫) may have a discontinuity across the branch cut, the complex amplitude 𝜂𝑛(𝐫) is well-defined and continuous everywhere.
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Therefore the circulation of the phase must be an integer multiple of 2𝜋. By the same reasoning, for an amplitude for which 𝐪(𝑛)⋅𝐛 ≠ 0,
at the dislocation line, the phase 𝜃𝑛(𝐫) is undefined (singular), so the modulus 𝜌𝑛(𝐫) must go to zero for 𝜂𝑛(𝐫) to remain continuous.
This is the second key insight, which allows us to identify the location of the dislocation line with the zeros of the complex amplitudes
𝜂𝑛(𝐫).

The complex amplitude 𝜂𝑛(𝐫) is isomorphic to a 2-component vector field 𝚿(𝐫) ≡ (𝛹1(𝐫), 𝛹2(𝐫)) = (ℜ(𝜂𝑛(𝐫)),ℑ(𝜂𝑛(𝐫))). The study
of how to track zeros of any dimensional vector field in any dimensions was introduced in Ref. Halperin (1981). The orientation
field 𝚿(𝐫)∕|𝚿(𝐫)| is continuous wherever |𝚿(𝐫)| ≠ 0 and supports 1D topological defects in 3 dimensions which are located precisely
where |𝚿(𝐫)| = 0. The topological line density 𝜌𝑖 of the line , which satisfies ∫ 𝑑2𝑟⟂𝜌𝑖 = 𝑠𝑛𝑡′𝑖 , is given by

𝝆 = 𝑠𝑛𝜹(2)()
(
𝜌𝑖 = 𝑠𝑛𝛿

(2)
𝑖 ()) . (9)

Like 𝛿(2)𝑖 (), the dimension of 𝜌𝑖 is that of a two-dimensional vector density. This topological charge density is expressed explicitly
in terms of the real-valued positions  = {𝐫′} of the topological defect line. Since these positions coincide with the zero-line of the
vector field 𝚿(𝐫), it is possible to relate the expression to the delta-function locating the zeros of 𝚿(𝐫), through the transformation
law 𝑠𝑛𝛿(2)() = 𝐷𝑖(𝐫)𝛿(2)(𝚿(𝐫)), with the determinant vector field 𝐷𝑖(𝐫) = 𝜖𝑖𝑗𝑘(𝜕𝑗𝛹1(𝐫))(𝜕𝑘𝛹2(𝐫)). Comparing this to Eq. (2), using
Eq. (8) and re-expressing 𝐷(𝑛)

𝑖 (𝐫) (with the added superscript 𝑛) in terms of the complex amplitude 𝜂𝑛(𝐫), we end up with the central
equation for tracking the evolution of the dislocation density

1
2𝜋

𝐪(𝑛) ⋅ 𝛼(𝐫) = 𝛿(2)(𝜂𝑛(𝐫))𝐃(𝑛)(𝐫)
( 1
2𝜋
𝑞(𝑛)𝑘 𝛼𝑖𝑘(𝐫) = 𝛿(2)(𝜂𝑛(𝐫))𝐷

(𝑛)
𝑖 (𝐫)

)
, (10)

where 𝛿(2)(𝜂𝑛) = 𝛿(ℜ(𝜂𝑛))𝛿(ℑ(𝜂𝑛)) and

𝐃(𝑛)(𝐫) = ∇ℜ(𝜂𝑛(𝐫)) × ∇ℑ(𝜂𝑛(𝐫))
(
𝐷(𝑛)
𝑖 (𝐫) = 𝜖𝑖𝑗𝑘(𝜕𝑗ℜ(𝜂𝑛(𝐫)))(𝜕𝑘ℑ(𝜂𝑛(𝐫)))

)
. (11)

In the following, for ease of notation, we suppress the explicit positional dependence of 𝛼𝑖𝑗 , 𝐷
(𝑛)
𝑖 and 𝜂𝑛. The dislocation line is located

at 𝜂𝑛 = 0, which is the intersection of the surfaces ℜ(𝜂𝑛) = 0 and ℑ(𝜂𝑛) = 0. As we see from its definition, 𝐃(𝑛) is perpendicular to
both these surfaces and is thus directed along the tangent to the line. We can reconstruct the dislocation density tensor from an
appropriate summation over the modes with singular phases, namely by multiplying Eq. (10) by 𝑞(𝑛)𝑗 , summing over the reciprocal
modes and using Eq. (6) to arrive at

𝛼 = 6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝛿(2)(𝜂𝑛)𝐃(𝑛) ⊗ 𝐪(𝑛)
(
𝛼𝑖𝑗 =

6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝛿(2)(𝜂𝑛)𝐷
(𝑛)
𝑖 𝑞

(𝑛)
𝑗

)
. (12)

Having a closed form of the dislocation density in terms of the complex amplitudes 𝜂𝑛, we now turn to deriving a closed form
expression for its kinematic in terms of the time evolution of 𝜂𝑛. Taking the time derivative of Eq. (2), we show in Appendix C.1
that for a dislocation density tensor described by a single loop or string, we have 𝜕𝑡𝛼𝑖𝑗 = −𝜖𝑖𝑘𝑙𝜕𝑘 (𝛼)

𝑙𝑗 , where

 (𝛼) = 𝛼 × 𝐕
( (𝛼)

𝑙𝑗 = 𝜖𝑙𝑚𝑛𝛼𝑚𝑗𝑉𝑛
)
, (13)

and 𝐕 is a vector field defined on the string by the velocity of the line segment perpendicular to the tangent vector. Taking the time
derivative of Eq. (12), we show in Appendix C.2 that we get 𝜕𝑡𝛼𝑖𝑗 = −𝜖𝑖𝑘𝑙𝜕𝑘𝑙𝑗 , where

 = 6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝛿(2)(𝜂𝑛)𝐉(𝑛) ⊗ 𝐪(𝑛)
(
𝑙𝑗 = 6𝜋

𝑁𝑞20

𝑁∑
𝑛=1

𝛿(2)(𝜂𝑛)𝐽
(𝑛)
𝑙 𝑞(𝑛)𝑗

)
, (14)

and 𝐽 (𝑛)
𝑙 = (𝜕𝑙ℜ(𝜂𝑛))𝜕𝑡ℑ(𝜂𝑛) − (𝜕𝑙ℑ(𝜂𝑛))𝜕𝑡ℜ(𝜂𝑛) = ℑ(𝜕𝑡𝜂𝑛𝜕𝑙𝜂∗𝑛 ). Note that 𝑙𝑗 depends on 𝜕𝑡𝜂𝑛, and hence on the law governing the

temporal evolution of the phase field.  (𝛼)
𝑙𝑗 is the well-known expression in terms of the dislocation velocity and 𝑙𝑗 is what we

predict from the evolution of the phase field crystal density 𝜓 . Under the assumption that both currents are equal, we show in the
following that we are able to determine the dislocation velocity directly from the evolution of the phase field 𝜓 at the dislocation
core. We have checked numerically that the dislocation velocity predicted with this assumption is in excellent agreement with the
one computed by tracking the position of the dislocation line at successive time steps.

By contracting Eq. (10) with 𝐷(𝑛)
𝑖 , we can express the delta-function in terms of the dislocation density tensor 𝛿(2)(𝜂𝑛) =

𝛼𝑖𝑘𝐷
(𝑛)
𝑖 𝑞

(𝑛)
𝑘 ∕(2𝜋|𝐃(𝑛)|2), which we can insert into Eq. (14). Then, by equating 𝑙𝑗 and  (𝛼)

𝑙𝑗 at a point 𝐫′ on the dislocation line, where
𝛼𝑖𝑘 = 𝑡′𝑖𝑏𝑘𝛿

(2)(𝛥𝐫⟂), we get after contracting with 𝐛 and integrating the delta-functions in  ′ (details in Appendix D)

12𝜋2

𝑁𝑞20 |𝐛|2
𝑁∑
𝑛=1

𝑠2𝑛

(
𝐭′ ⋅ 𝐃(𝑛)

|𝐃(𝑛)|2
)
𝐉(𝑛) = 𝐭′ × 𝐯′

(
12𝜋2

𝑁𝑞20 |𝐛|2
𝑁∑
𝑛=1

𝑠2𝑛
𝑡′𝑖𝐷

(𝑛)
𝑖

|𝐃(𝑛)|2
𝐽 (𝑛)
𝑙 = 𝜖𝑙𝑚𝑛𝑡

′
𝑚𝑣

′
𝑛

)
, (15)

where 𝐯′ is the velocity of the dislocation node at 𝐫′. Since 𝐭′ ⟂ 𝐯′, we can easily invert this relation to find 𝐯′, and using that 𝐃(𝑛) ∥ 𝐭′
gives

𝐯′ = 12𝜋2

𝑁𝑞20 |𝐛|2
𝑁∑
𝑛=1

𝑠2𝑛
𝐉(𝑛) × 𝐃(𝑛)

|𝐃(𝑛)|2
(
𝑣′𝑠 =

12𝜋2

𝑁𝑞20 |𝐛|2
𝑁∑
𝑛=1

𝑠2𝑛
𝜖𝑠𝑙𝑟𝐽

(𝑛)
𝑙 𝐷(𝑛)

𝑟

|𝐃(𝑛)|2
)
. (16)

Eqs. (12) and (16) are the key results of this paper. Eq. (12) defines the dislocation density tensor from the demodulated
amplitudes 𝜂𝑛 of the phase field, while Eq. (16) gives an explicit expression for the dislocation line velocity. Both equations bridge
the continuum description of the dislocation density and velocity with the microscopic scale of the phase field.
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Fig. 3. A bcc unit cell in the PFC model shown by isosurfaces of constant 𝜓 . Using the model parameters given in Appendix A, 𝜓(𝐫) varies between peaks of
𝜓 = 0.7447 and troughs of 𝜓 = −0.6148 with the isosurfaces drawn at 𝜓 = 0.0694.

3. Dislocation motion in a bcc lattice

We apply here the framework developed in Section 2 to a phase field crystal model of dislocation motion in a bcc lattice (Elder
et al., 2002; Elder and Grant, 2004; Emmerich et al., 2012). The free energy 𝐹𝜓 is a functional of the phase field 𝜓 over the domain
𝛺, given by

𝐹𝜓 = ∫𝛺
[
𝛥𝐵0
2
𝜓2 +

𝐵𝑥0
2
𝜓2𝜓 − 𝑇

3
𝜓3 + 𝑉

4
𝜓4

]
𝑑𝐫, (17)

where  = 𝑞20 + ∇2, and 𝛥𝐵0, 𝐵𝑥0 , 𝑉 , and 𝑇 are constant parameters (Elder et al., 2007). The dissipative relaxation of 𝜓 reads as

𝜕𝜓
𝜕𝑡

= 𝛤∇2 𝛿𝐹𝜓
𝛿𝜓

. (18)

with constant mobility 𝛤 . We will refer to Eq. (18) as the ‘‘classical’’ PFC dynamics. As a characteristic unit of time given these
model parameters, we use 𝜏 = (𝛤𝐵𝑥0 𝑞

6
0 )

−1. For appropriate parameter values, the ground state of this energy is a bcc lattice which
is well described in the one mode approximation

𝜓(𝐫) = 𝜓0 +
12∑
𝑛=1

𝜂0𝑒
i𝐪(𝑛)⋅𝐫 , (19)

where 𝜓0 is the average density, 𝜂0 is the equilibrium amplitude found by minimizing the free energy (Eq. (17)) with this ansatz
for 𝜓(𝐫), and {𝐪𝑛} are the 𝑁 = 12 smallest reciprocal lattice vectors

𝐪(1) = 𝑞0(0, 1, 1)∕
√
2, 𝐪(4) = 𝑞0(0,−1, 1)∕

√
2,

𝐪(2) = 𝑞0(1, 0, 1)∕
√
2, 𝐪(5) = 𝑞0(−1, 0, 1)∕

√
2,

𝐪(3) = 𝑞0(1, 1, 0)∕
√
2, 𝐪(6) = 𝑞0(−1, 1, 0)∕

√
2,

(20)

with 𝐪(𝑛) = −𝐪(𝑛−6) for 𝑛 = 7,… , 12, see Fig. 1(b). Fig. 3 shows one bcc unit cell of a phase-field initialized in the one-mode
approximation. Given the equilibrium configuration, the lattice constant 𝑎0 will be used as the characteristic unit of length and the
shear modulus 𝜇 calculated from the phase-field will serve as the characteristic unit of stress (Skogvoll et al., 2021a). As we see, the
functional form of the free energy determines the base vectors 𝐪(𝑛), and no further assumptions about slip systems or constitutive
laws for dislocation velocity (or plastic strain rates) need to be introduced.

The model parameters (𝛥𝐵0, 𝐵𝑥0 , 𝑇 , 𝑉 , and 𝛤 ) and variables (𝐹𝜓 , 𝜓, 𝐫, and 𝑡) can be rescaled to a dimensionless form in which
𝐵𝑥0 = 𝑉 = 𝑞0 = 𝛤 = 1, thus leaving only three tunable model parameters: the quenching depth 𝛥𝐵0, 𝑇 and the average density 𝜓0
(due to the conserved nature of Eq. (18)). All simulations are performed in these dimensionless units as described in Appendix A.3.

3.1. Numerical analysis: shrinkage of a dislocation loop

In order to have a lattice containing one dislocation loop as the initial condition, we consider first the demodulation of the
𝜓 field in the one mode approximation. A dislocation loop is introduced into the perfect lattice by multiplying the equilibrium
amplitudes by complex phases 𝜂0 → 𝜂𝑛(𝐫) with the appropriate charges 𝑠𝑛 (see Appendix A.4) and then reconstructing the phase
field 𝜓 through Eq. (19). We then integrate Eq. (18) forward in time as detailed in Appendix A.3. A fast relaxation follows from the
initial configuration with the loop. This relaxation leads to the regularization of the singularity at the dislocation line (𝜂𝑛 → 0 for
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Fig. 4. (a) The initial dislocation loop in a 35 × 35 × 35 bcc PFC lattice with periodic boundary conditions. The dislocation loop is on the slip system given
by plane normal [−1, 0, 1] and slip direction (Burgers vector) 𝑎0

2
[1,−1, 1]. Inset: the dislocation viewed from the indicated angle. (b) Comparison of average point

velocity �̄� (Eq. (22)) to the average loop radius shrinkage velocity |𝜕𝑡𝑅| (Eq. (21)) as functions of the loop circumference. PFC and PFC-MEq refer, respectively,
to the classical PFC model, and the PFC model constrained to mechanical equilibrium as introduced in Section 3.3. (c) The circumference 𝑙 of the dislocation
loop. Superimposed on the right 𝑦-axis are the velocities of panel (b) as functions of time.

𝑠𝑛 ≠ 0) as achieved in PFC approaches (Skaugen et al., 2018a; Salvalaglio et al., 2019, 2020). From then onward, 𝜓 evolves in time
leading to the motion of the dislocation line which may be analyzed by the methods outlined in Section 2, using the amplitudes
{𝜂𝑛} extracted from 𝜓 extracted as detailed in Appendix A.1.

Numerically, we approximate the delta function in Eq. (12) as a sharply peaked 2D Gaussian distribution, i.e., 𝛿(2)(𝜂𝑛) ≃
exp(− |𝜂𝑛|2

2𝜔2 )∕(2𝜋𝜔
2) with a standard deviation of 𝜔 = 𝜂0∕10. Near the dislocation line, the dislocation density 𝛼𝑖𝑗 thus takes the

form of a sharply peaked function, which can be treated numerically. The decomposition of 𝛼𝑖𝑗 into its outer product factors 𝑡′𝑖 and
a Burgers vector density 𝐵𝑗 = 𝑏𝑗𝛿(2)(𝛥𝐫⟂) is done by singular value decomposition (see Appendix A.2), and the Burgers vector of
the point is extracted by performing a local surface integral in  ′. We prepare a 35 × 35 × 35 unit cell 3D PFC lattice on periodic
boundary conditions with a resolution of 𝛥𝑥 = 𝛥𝑦 = 𝛥𝑧 = 𝑎0∕7. A dislocation loop is introduced as the initial condition in the
slip system given by a plane normal [−1, 0, 1] with slip direction (Burgers vector) 𝑎0

2 [1,−1, 1]. Fig. 4(a) shows the initial dislocation
density decomposed as described, where we also have calculated the velocity 𝐯′ at each point given by Eq (16).

In order to obtain the velocity of the dislocation loop segments, we identify 𝑀 nodes on the loop and evaluate Eq. (16) by using
numerical differentiation of the 𝜓 field to calculate the amplitude currents 𝐽 (𝑛)

𝑙 . To serve as a benchmark, we also calculate the
circumference 𝑙 of the dislocation loop  at each time (further details in Appendix A.5), so that we compare the rate of shrinkage
|𝜕𝑡𝑅|

|𝜕𝑡𝑅| = 1
2𝜋

|𝜕𝑡𝑙 |, (21)

(solid blue line in Fig. 4(b)) to the average velocity of the 𝑀 dislocation nodes

�̄� = 1
𝑀

𝑀∑
𝑚=1

|𝐯(𝑚)|, (22)
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(dashed blue line in Fig. 4(b)) where 𝐯(𝑚) is the velocity of the dislocation line at node 𝑚, calculated by the velocity formula Eq. (16).
|𝜕𝑡𝑅| and �̄� should agree in the case of the shrinking of a perfectly circular loop and the figure shows excellent agreement between
the two. Interestingly, we observe that both are sensitive to the Peierls like barriers during their motion, as shown by the oscillations
in Fig. 4(b). The maxima are separated by 2𝜋𝑎0, confirming that the oscillation is related to the motion of a loop segment over one
lattice spacing 𝑎0 (Boyer and Viñals, 2002). This observation confirms that even though Eqs. (12) and (16) are continuum level
descriptions of the system, they still exhibit behavior related to the underlying lattice configuration. The initial fast drop in velocity
is due to the fast relaxation of the initial condition. The evolution of the variables under the dynamics of Eq. (18) are shown together
with the evolution given by the PFC-MEq model which will be introduced in Section 3.3.

3.2. Theoretical analysis: Peach Koehler law

In this section, we show that the general expression Eq. (16) of the defect velocity agrees with the dissipative motion of a
dislocation as given by the classical Peach–Koehler force (Pismen, 1999; Kosevich, 1979). To calculate an analytical expression for
the amplitude currents 𝐽𝑙, we employ the amplitude formulation of the PFC model, which directly expresses the free energy and
dynamical equations in terms of the complex amplitudes 𝜂𝑛 (Goldenfeld et al., 2005; Athreya et al., 2006; Salvalaglio and Elder,
2022). For our lattice symmetry, real valuedness of 𝜓 requires that 𝜂𝑛+6 = 𝜂∗𝑛 , and the dynamical equations need only consider
the amplitudes {𝜂𝑛}6𝑛=1. By substituting Eq. (19) in 𝐹𝜓 and integrating over the unit cell, under the assumption of slowly-varying
amplitudes, one obtains the following free energy as a function of the complex amplitudes,

𝐹𝜂 = ∫𝛺
[
𝛥𝐵0
2
𝛷 + 3𝑉

4
𝛷2 +

6∑
𝑛=1

(
𝐵𝑥0 |𝑛𝜂𝑛|2 − 3𝑉

2
|𝜂𝑛|4

)
+ 𝑓 s({𝜂𝑛}, {𝜂∗𝑛})

]
𝑑𝐫, (23)

where 𝑛 = ∇2 + 2i𝐪𝑛 ⋅ ∇ and 𝛷 = 2
∑6
𝑛=1 |𝜂𝑛|2. 𝑓 s({𝜂𝑛}, {𝜂∗𝑛}) is a polynomial in 𝜂𝑛 and 𝜂∗𝑛 that depends in general on the specific

crystalline symmetry under consideration (Goldenfeld et al., 2005; Elder et al., 2010; Salvalaglio and Elder, 2022) (here bcc, see
Appendix E for its expression). Eq. (23) is obtained when considering a set of vectors 𝐪 of length 𝑞0, while similar forms may be
achieved when considering different length scales (Elder et al., 2010; Salvalaglio et al., 2021). The evolution of 𝜂𝑛, which follows
from Eq. (18) is (Goldenfeld et al., 2005; Salvalaglio and Elder, 2022),

𝜕𝜂𝑛
𝜕𝑡

= −𝛤𝑞20
𝛿𝐹
𝛿𝜂∗𝑛

, (24)

with
𝛿𝐹
𝛿𝜂∗𝑛

=
[
𝛥𝐵0 + 𝐵𝑥02𝑛 + 3𝑉

(
𝛷 − |𝜂𝑛|2

)]
𝜂𝑛 +

𝜕𝑓 𝑠

𝜕𝜂𝑛

∗
, (25)

where the last term comes from the nonlinear contributions 𝜓3 and 𝜓4 in the local free energy density, and depend on the other
amplitudes {𝜂𝑚}𝑚≠𝑛. However, for the amplitudes that go to zero at the defect, it can be shown that 𝜕𝑓 𝑠

𝜕𝜂∗𝑛
= 0 at the defect (for more

details, see Appendix E). Thus, the evolution of 𝜂𝑛 near the defect core is dictated solely by the non-local gradient term, namely

𝜕𝑡𝜂𝑛 ≈ −𝛤𝐵𝑥0 𝑞
2
02𝑛𝜂𝑛. (26)

Furthermore, this implies that the complex amplitude 𝜂𝑛 of a stationary defect satisfy 2𝑛𝜂(0)𝑛 = 0 at the core. We now add an imposed,
smooth displacement �̃� to the amplitudes as 𝜂𝑛 = 𝜂(0)𝑛 𝑒−𝑖𝐪𝑛⋅�̃� to represent the far-field displacement induced by a different line segment,
defect, or externally applied loads (Skaugen et al., 2018a). This displacement is in addition to the discontinuous displacement field
𝐮, described in Section 2, which is captured by stationary solution 𝜂(0)𝑛 and defines the Burgers vector of the dislocation line (Fig. 2).
Inserting this ansatz of the complex amplitudes into Eq. (11), and in the approximation of small distortions, |∇�̃�|≪ 1, we find

𝐃(𝑛) = 𝐃(𝑛),0 + 1
2
∇(𝐪(𝑛) ⋅ �̃�) × ∇(|𝜂(0)𝑛 |2),

(
𝐷(𝑛)
𝑖 (𝐫) = 𝐷(𝑛),0

𝑖 + 1
2
𝜖𝑖𝑟𝑠𝑞

(𝑛)
𝑚 (𝜕𝑟�̃�𝑚)𝜕𝑠|𝜂(0)𝑛 |2

)
, (27)

where 𝐷(𝑛),0
𝑖 is the determinant vector field calculated from 𝜂(0)𝑛 . The corresponding defect density current is

𝐉(𝑛) = 4𝛤𝐵𝑥0 𝑞
2
0ℑ

(
i(∇𝜂(0)∗𝑛 )⊗ (∇ + i𝐪(𝑛))𝑛𝜂(0)𝑛 )

⋅ ∇(𝐪(𝑛) ⋅ �̃�)
(
𝐽 (𝑛)
𝑙 = 4𝛤𝐵𝑥0 𝑞

2
0𝑞

(𝑛)
𝑖 (𝜕𝑘�̃�𝑖)ℑ

(
i(𝜕𝑙𝜂(0)∗𝑛 )(𝜕𝑘 + i𝑞

(𝑛)
𝑘 )𝑛𝜂(0)𝑛

))
. (28)

Arguably, the simplest solution of Eq. (26) is the isotropic, simple vortex 𝜂(0
′)

𝑛 which is linear with the distance from the core and
𝑠𝑛 = ±1. At a node 𝐫′ on the dislocation line, 𝜂(0′) can be written in terms of the Cartesian coordinates 𝑥⟂, 𝑦⟂ in the plane  ′

(Section 2), where it takes the form 𝜂(0
′)

𝑛 = 𝜅(𝑥⟂ + i𝑠𝑛𝑦⟂), with 𝜅 a proportionality constant. The gradients of 𝜂(0
′)

𝑛 can be evaluated
in these coordinates and gives at 𝐫′, ℑ

(
i(𝜕𝑙𝜂

(0′)∗
𝑛 )(𝜕𝑚𝜂

(0′)
𝑛 )

)
= 𝜅2(𝛿𝑙𝑚 − 𝑡′𝑙𝑡

′
𝑚), from which we get the current

𝐉(𝑛) = −8𝜅2𝛤𝐵𝑥0 𝑞
2
0 (𝐪

(𝑛) ⋅ ∇(𝐪 ⋅ �̃�𝑖))(1 − 𝐭′ ⊗ 𝐭′) ⋅ 𝐪(𝑛)
(
𝐽 (𝑛)
𝑙 = −8𝜅2𝛤𝐵𝑥0 𝑞

2
0𝑞

(𝑛)
𝑖 𝑞(𝑛)𝑘 𝑞(𝑛)𝑚 (𝜕𝑘�̃�𝑖)(𝛿𝑙𝑚 − 𝑡′𝑙𝑡

′
𝑚)
)

(29)

in terms of the local tangent vector 𝐭′. At 𝐫′, we also get 𝐷(𝑛)
𝑖 = 𝜅2𝑠𝑛𝑡′𝑖 , which leads to an expression of the dislocation velocity

(where the proportionality constant 𝜅 cancels out), given by

𝑣′𝑠 = −𝜖𝑠𝑙𝑟
𝛤𝜋
|𝐛|2 𝑏𝑗 𝑡

′
𝑟4𝐵

𝑥
0

12∑
𝑛=1

𝑞(𝑛)𝑖 𝑞(𝑛)𝑗 𝑞(𝑛)𝑘 𝑞(𝑛)𝑙 (𝜕𝑘�̃�𝑖) =
𝛤𝜋
𝜂20 |𝐛|2

𝜖𝑠𝑟𝑙𝑡
′
𝑟�̃�𝑙𝑗𝑏𝑗 , (30)
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where �̃�𝑙𝑗 is the stress tensor for a bcc PFC that has been deformed by �̃� (Skogvoll et al., 2021a),

�̃�𝑙𝑗 = 4𝐵𝑥0 𝜂
2
0

12∑
𝑛=1

𝑞(𝑛)𝑖 𝑞(𝑛)𝑗 𝑞(𝑛)𝑘 𝑞(𝑛)𝑙 𝜕𝑘�̃�𝑗 . (31)

Thus, the velocity of the dislocation line is proportional to the stress on the line. In vectorial form, this equation reads

𝐯 =𝑀𝐭 × (�̃� ⋅ 𝐛). (32)

with isotropic mobility 𝑀 = 𝛤𝜋∕(|𝐛|2𝜂20 ).
A stationary dislocation induces a stress field 𝜎(0)𝑖𝑗 , but only the imposed stress �̃�𝑖𝑗 appears in the equation above. This is analogous

to how the stress field of the dislocation itself is not included when the Peach–Koehler force as calculated (Kosevich, 1979). Thus,
if 𝜎𝜓𝑖𝑗 is the configurational stress of the phase field at any given time, the part responsible for dislocation motion is the imposed
stress

�̃�𝑖𝑗 = 𝜎𝜓𝑖𝑗 − 𝜎
(0)
𝑖𝑗 . (33)

Note that the stationary solution necessarily satisfies mechanical equilibrium, 𝜕𝑗𝜎
(0)
𝑖𝑗 , so that if the configurational PFC stress 𝜎𝜓𝑖𝑗

is in mechanical equilibrium, so is the imposed stress �̃�𝑖𝑗 on the dislocation segment. The imposed stress used can be attributed
to external load, other dislocations, or other parts of the dislocation loop. The framework predicts a defect mobility which is
isotropic and does not discriminate between dislocation climb and glide motion. Numerically however, we have seen that at deeper
quenches 𝛥𝐵0, climb motion is prohibited in the PFC model. The result in this section should therefore be interpreted as a first-order
approximation, valid at shallow quenches. This apparent equal mobility for glide and climb may result from the employment of the
amplitude phase-field model (which is only exact for |𝛥𝐵0| → 0) or the assumption of an isotropic defect core in the calculation.

3.3. PFC dynamics constrained to mechanical equilibrium (PFC-MEq)

In the previous section, we found that the motion of a dislocation is governed by a configurational stress 𝜎𝜓𝑖𝑗 which derives from
the PFC free energy. Since this stress is a functional only of the phase field configuration, it does not satisfy, in general, the condition
of mechanical equilibrium. Refs. Skaugen et al. (2018a) and Skogvoll et al. (2021a) give an explicit expression for this stress defined
as the variation of the free energy with respect to distortion,

𝜎𝜓𝑖𝑗 = −2𝐵𝑥0
⟨𝜓𝜕𝑖𝑗𝜓⟩ , (34)

where ⟨⋅⟩ is a spatial average over 1∕𝑞0 in order to eliminate the base periodicity of the phase field (see Appendix A.1).
In this section, we discuss a modification of the PFC in three dimensions and in an anisotropic lattice so as to maintain elastic

equilibrium in the medium while 𝜓 evolves according to Eq. (18). Let 𝜓 (𝑈 ) be the field that results from the evolution defined by
Eq. (18) alone. At each time, we define

𝜓(𝐫) = 𝜓 (𝑈 )(𝐫 − 𝐮𝛿), (35)

where 𝐮𝛿 is a small continuous displacement computed so that the configurational stress associated with 𝜓(𝐫) is divergence free.
We now show a method to determine 𝐮𝛿 . Suppose that at some time 𝑡 the PFC configuration 𝜓 has an associated configurational
stress 𝜎𝜓,𝑈𝑖𝑗 (from Eq. (34), where 𝜕𝑗𝜎

𝜓,𝑈
𝑖𝑗 ≠ 0). Within linear elasticity, the stress 𝜎𝜓𝑖𝑗 after displacement of the current configuration

by 𝐮𝛿 is given by

𝜎𝜓𝑖𝑗 = 𝜎𝜓,𝑈𝑖𝑗 + 𝐶𝑖𝑗𝑘𝑙𝑒𝛿𝑘𝑙 , (36)

where 𝐶𝑖𝑗𝑘𝑙 is the elastic constant tensor, and 𝑒𝛿𝑖𝑗 =
1
2 (𝜕𝑖𝑢

𝛿
𝑗 + 𝜕𝑗𝑢

𝛿
𝑖 ). 𝐮

𝛿 is determined by requiring that

𝜕𝑗𝜎
𝜓
𝑖𝑗 = 𝜕𝑗 (𝜎

𝜓,𝑈
𝑖𝑗 + 𝐶𝑖𝑗𝑘𝑙𝑒𝛿𝑘𝑙) = 0. (37)

By using the symmetry 𝑖 ↔ 𝑗 of the elastic constant tensor, we can rewrite this equation explicitly in terms of 𝐮𝛿 ,

𝑔𝜓,𝑈𝑖 + 𝐶𝑖𝑗𝑘𝑙𝜕𝑗𝑘𝑢𝛿𝑙 = 0, (38)

where

𝑔𝜓𝑖 = 𝜕𝑗𝜎
𝜓
𝑖𝑗 =

⟨ 𝛿𝐹𝜓
𝛿𝜓

𝜕𝑖𝜓 − 𝜕𝑖𝑓
⟩

(39)

is the body force from the stress (Skogvoll et al., 2021a). The quantity 𝑓 is the free energy density from Eq. (17).
Given the periodic boundary conditions used, the system of Eqs. (38) is solved by using a Fourier decomposition with the Green’s

function for elastic displacement in cubic anisotropic materials (Dederichs and Leibfried, 1969). Once 𝐮𝛿 is obtained, 𝜓 is updated
according to Eq. (35), and evolved according to Eq. (18) from its current state 𝜓(𝑡) to 𝜓 (𝑈 )(𝑡+𝛥𝑡). Note that Eqs. (38) can, in general,
be solved for any elastic constant tensor, so that the method introduced is not limited to cubic anisotropy. Since the state 𝜓 (𝑈 ) can
only be updated according to Eq. (35) every 𝛥𝑡, this effectively sets a time scale of elastic relaxation in the model. We found that
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Fig. 5. In-plane sections (𝑦 = 17.5𝑎0) of the configurational stress 𝜎𝜓𝑥𝑧∕𝜇 for the dislocation loop after shrinking to 90% of its initial circumference under (a) PFC
dynamics and (b) PFC-MEq dynamics. Because the latter evolves faster, the snapshots are taken at different times, namely 𝑡 = 389.0𝜏 and 𝑡 = 34.4𝜏, respectively.
A lot of residual (unrelaxed) stress is visible in the configurational stress for the classical PFC model.

the numerical discretization scheme for imposing mechanical equilibrium at every 𝛥𝑡 has a slow convergence with decreasing time
resolution. Thus, the rate of loop shrinkage also depends slightly on 𝛥𝑡. This is further discussed in Appendix A.

Fig. 4 contrasts numerical results for the evolution of an initial dislocation loop with and without using the method just described.
The computed line velocities are very different as they are highly sensitive to the local stress experienced by the dislocation loop
segments. This stems from the fact that under classical PFC dynamics, the stress is always given by 𝜎𝜓,𝑈𝑖𝑗 , and a consequence of
the results from Section 3.2 is that the velocity of an element of the defect line will be quite different depending on whether the
stress acting on it is 𝜎𝜓,𝑈𝑖𝑗 or 𝜎𝜓𝑖𝑗 . Fig. 5 shows the dislocation loop after its circumference has shrunk to 90% of its initial value, and
the resulting 𝑥𝑧 component of the stress for both models. As expected, the correction provided by the PFC-MEq model is necessary
to relax the stress originating from the initial loop. The figure shows a large residual stress far from the dislocation loop that can
only decay diffusively in the standard phase field model. Indeed, we have verified numerically that the configurational stress is
only divergence-less for the PFC-MEq model. We note that in our set the loop is seeded in a glide plane, thus its shape remains
approximately circular for both models, while the shrinkage rate is different. Note that with the addition of this advection step, the
model is no longer guaranteed to be fully dissipative.

The problem addressed in this section involves finding the elastic distortion 𝑢𝑘𝑙 (which away from defects it can be written as
𝑢𝑘𝑙 = 𝜕𝑘𝑢𝑙 for a displacement field 𝐮) given the dislocation density tensor 𝛼𝑖𝑗 as a state variable (Acharya et al., 2019). The first part
is the incompatibility of the elastic distortion

𝜖𝑖𝑙𝑚𝜕𝑙𝑢𝑚𝑘 = −𝛼𝑖𝑘, (40)

and the second is the mechanical equilibrium condition on 𝑢𝑘𝑙

𝜕𝑗𝐶𝑖𝑗𝑘𝑙(𝑢𝑘𝑙)𝑆 = 0, (41)

where 𝐶𝑖𝑗𝑘𝑙 is the tensor of elastic constants, and (𝑆) denotes the symmetric part of the tensor. Eq. (40) has a non trivial kernel
consisting of gradients of vector fields ∇𝐮𝛿 . This vector field is determined by Eq. (41) given appropriate boundary conditions that
guarantee uniqueness. A computational method for solving for 𝑢𝑘𝑙 and 𝐮𝛿 , using the dislocation density as a state variable, was first
given in Ref. Roy and Acharya (2005). The main difference between this reference and the method outlined in this section is that,
since the incompatibility of the distortion is captured by the state of the phase field, we only need to solve for the compatible part
of the distortion using the force density 𝐠𝜓 from the phase field as a source.

While the stress profile shown in Fig. 5(b), can be shown numerically to have vanishing divergence, we would like to see a
direct comparison of the stress with the prediction from continuum elasticity. As the model purports to evolve the phase-field at
mechanical equilibrium, and we are able to extract the dislocation density from the phase-field at any time through Eq. (12), this
amounts to the problem of finding the stress tensor for a given dislocation density, under the constraint of mechanical equilibrium
and with periodic boundary conditions (zero surface traction). This problem was addressed in Ref. Brenner et al. (2014), and in
Appendix A.6, we show how we solve Eqs. (40)–(41) to derive the equilibrium stress field from 𝛼𝑖𝑗 using spectral methods. Fig. 6
shows all the stress components after the dislocation loop has shrunk to 90% of its initial diameter for both dynamical models, as
well as the stress 𝜎(𝛼) computed directly from the dislocation density tensor.1 Note that the mean value of the components of 𝜎(𝛼)𝑖𝑗 ,
is not determined by Eqs. (40)–(41), and is set to zero. In this comparison, we have also subtracted from 𝜎𝜓𝑖𝑗 its mean value. As

1 Due to the geometric similarity in how the loop annihilates in the different models, there is no observable difference in the continuum elastic stress field
predictions between using 𝛼 from either model as a source.
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Fig. 6. In-plane sections (𝑦 = 17.5𝑎0) of the stresses for the dislocation loop after it has shrunk to 90% of its initial circumference in (top row) the PFC model
𝜎𝜓,𝑈𝑖𝑗 , (middle row) the PFC-MEq model 𝜎𝜓𝑖𝑗 and (bottom row) the prediction from continuum elasticity 𝜎(𝛼)𝑖𝑗 using the dislocation density extracted from the PFC
as a source. The stresses predicted from continuum elasticity are singular, so the colorbar for each column is saturated at ±max(|𝜎𝜓,𝑈𝑖𝑗 |) and contour lines are
drawn at ±15%,±40% of this value. For the comparison, we have subtracted from 𝜎𝜓,𝑈𝑖𝑗 and 𝜎𝜓𝑖𝑗 their mean values (see text). The stresses are given in units of
the shear modulus 𝜇.

expected, the stresses obtained from the PFC-MEq model agree well with 𝜎(𝛼)𝑖𝑗 . The small differences observed are due to the fact
that the configurational stress determined by 𝜓 is naturally regularized by the lattice spacing and the finite defect core, whereas
the stress 𝜎(𝛼)𝑖𝑗 is for a continuum elastic medium with a singular dislocation source (numerically, the 𝛿-functions in Eq. (12) is
regularized by an arbitrary width of the Gaussian approximation). Investigating exactly which length scale of core regularization
derives from the PFC model is an open and interesting question that we will address in the future.

4. Conclusions

We have introduced a theoretical method, and the associated numerical implementation, to study topological defect motion
in a three dimensional, anisotropic, crystalline PFC lattice. The dislocation density tensor and velocity are directly defined by the
spatially periodic phase field, where dislocations are identified with the zeros of its complex amplitudes.

To illustrate the method, we have studied the motion of a shear dislocation loop, and found that it accurately tracks the loop
position, circumference, and velocity. As an application, we have shown that under certain simplifying assumptions, the overdamped
dislocation velocity follows from the Peach–Koehler force, with the defect mobility determined by equilibrium lattice properties. We
have introduced the PFC-MEq model for three dimensional anisotropic media which constrains the classical PFC model evolution to
remain in mechanical equilibrium, and shown that loop motion is much faster with this modification. The PFC-MEq model produces
stress profiles that are in agreement, especially far from the defect core, to stress fields directly computed from the instantaneous
dislocation density tensor.

In summary, we have presented a comprehensive framework, based on the phase field crystal model for the analysis of dislocation
motion in crystalline phases in three spatial dimensions. Starting from a free energy that has a ground state of the proper symmetry,
the model naturally incorporates defects, the associated topological densities, and the resulting defect line kinematic laws that are
compatible with topological density conservation. Configurational stresses induced by defects are defined and analyzed, and shown
to lead to a Peach–Koehler type force on defects, with an explicit expression for the line segment mobility given.
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Appendix A. Numerical methods

A.1. Amplitude demodulation

Given a phase-field configuration described by slowly varying amplitudes 𝜂𝑛(𝐫)

𝜓(𝐫) = �̄�(𝐫) +
∑
𝑛′
𝜂𝑛′ (𝐫)𝑒𝑖𝐪

(𝑛′)⋅𝐫 , (A.1)

we can find the amplitudes using the principle of resonance under coarse graining. Coarse graining �̃� with respect to a length scale
𝑎0 is introduced as a convolution with a Gaussian filter function

⟨�̃�⟩(𝐫) = ∫ 𝑑𝐫′ �̃�(𝐫′)
(2𝜋𝑎20)

𝑑∕2
exp

(
−(𝐫 − 𝐫′)2

2𝑎20

)
. (A.2)

Given the PFC configuration of Eq. (A.1), to find 𝜂𝑛(𝐫), we multiply by 𝑒−𝐪(𝑛)⋅𝐫 and coarse grain to get
⟨
𝜓(𝐫)𝑒−𝐪(𝑛)⋅𝐫

⟩
= �̄�(𝐫)

⟨
𝑒−𝐪

(𝑛)⋅𝐫
⟩
+
∑
𝑛′
𝜂𝑛′ (𝐫)

⟨
𝑒𝑖(𝐪

(𝑛′)−𝐪(𝑛))⋅𝐫
⟩
= 𝜂𝑛(𝐫), (A.3)

where we have used the slowly varying nature of the complex amplitudes to pull them out of the coarse graining operation and
used the resonance condition ⟨𝑒𝑖(𝐪(𝑛′)−𝐪(𝑛))⋅𝐫⟩ = 𝛿𝑛𝑛′ (Skogvoll et al., 2021a).

A.2. Dislocation density tensor decomposition

A singular value decomposition of 𝛼 is introduced as 𝛼 = 𝑈𝛴𝑉 𝑇 , where 𝛴 is a diagonal matrix containing the singular values
of 𝛼, and 𝑈 and 𝑉 are unitary matrices containing the normalized eigenvectors of (𝛼𝛼𝑇 ) and (𝛼𝑇 𝛼), respectively. We assume that
the dislocation density tensor can be written as the outer product of the unitary tangent vector 𝐭 and a local spatial Burgers vector
density 𝐁(𝐫), i.e., 𝛼𝑖𝑗 = 𝑡𝑖𝐵𝑗 . Under this assumption, one finds 𝛴 with only one non zero singular value, |𝐁|, and the columns of 𝑈
and 𝑉 that correspond to this singular value will be 𝐭 and 𝐁∕|𝐁|, respectively.

A.3. Evolution of the phase field

The dimensionless parameters for the bcc ground state are set to: 𝛥𝐵0 = −0.3, 𝑇 = 0 and 𝜓0 = −0.325. Lengths have been made
dimensionless by choosing |𝐪(𝑛)| = 𝑞0 = 1, yielding a bcc lattice constant 𝑎0 = 2𝜋

√
2. In all simulations, the computational domain

is given by 35 × 35 × 35 base periods of the undistorted bcc lattice, with grid spacing 𝛥𝑥 = 𝛥𝑦 = 𝛥𝑧 = 𝑎0∕7. Periodic boundary
conditions are used throughout. Eq. (18) is integrated forward in time with an explicit method (Cox and Matthews, 2002), and
𝛥𝑡 = 0.1. A Fourier decomposition of the spatial fields is introduced to compute the spatial derivatives of the fields, while nonlinear
terms are computed in real space.

A.3.1. Mechanical equilibrium
We implement the correction scheme of Eq. (35) between every time step 𝛥𝑡. If 𝑢max = max𝐫∈Domain(𝐮𝛿(𝐫)) > 0.1𝑎0, we rescale 𝐮𝛿

so that 𝑢max = 0.1𝑎0, and repeat the process again until elastic equilibrium is achieved. Typically, when initializing the PFC field
with a dislocation, around 5 such iterations are needed, after which, 𝑢max is on the order of 0.01𝑎0 at each correction step.

The dislocation loop shrink velocity is sensitive to the time interval 𝛥𝑡 between each equilibration correction. As shown in Fig. 4,
the effect of imposing this correction at every time interval 𝛥𝑡 = 0.1 accelerates the annihilation process by approximately a factor
of |𝐯PFCMEq,𝛥𝑡=0.1|∕|𝐯PFC| ≈ 7.5. A slow convergence in the limit 𝛥𝑡 → 0 is observed, where we have estimated that the shrink velocity
increases up to |𝐯PFCMEq,𝛥𝑡→0|∕|𝐯PFC| ≈ 9.8. However, to reach this numerical convergence is computationally demanding. Indeed,
this slow convergence suggests that the time scale of the elastic field relaxation is important for the process of shear dislocation
loop shrinkage. For static problems however, such as obtaining regularized stress profiles for dislocation loops, or defect nucleation
under quasi-static loading, this slow convergence is not an issue.
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Fig. A.7. Geometry of the circular dislocation loop in a slip plane given by the normal vector 𝐧.  ′ is the plane normal to the tangent vector 𝐭′ upon which
we impose a Cartesian coordinate system to determine the angles 𝜃1, 𝜃2 that are used to construct the (inset) initial amplitude phase configuration. For more
details, see Appendix A.4.

Table A.1
Dislocation charges 𝑠𝑛 =

1
2𝜋
𝐛 ⋅ 𝐪(𝑛) for different Burgers vectors 𝐛 in the bcc lattice. 𝐪(𝑛) is defined in Eq. (20).

𝐛 𝑠1 𝑠2 𝑠3 𝑠4 𝑠5 𝑠6
𝑎0
2
(−1, 1, 1) 1 0 0 0 1 1

𝑎0
2
(1,−1, 1) 0 1 0 1 0 −1

𝑎0
2
(1, 1,−1) 0 0 1 −1 −1 0

𝑎0
2
(1, 1, 1) 1 1 1 0 0 0

𝑎0(1, 0, 0) 0 1 1 0 −1 −1
𝑎0(0, 1, 0) 1 0 1 −1 0 1
𝑎0(0, 0, 1) 1 1 0 1 1 0

A.4. Initializing a dislocation loop in the PFC model

In this section, we show how to multiply the initial amplitudes 𝜂0 with complex phases, to produce a dislocation loop with
Burgers vector 𝐛 in a slip plane given by normal vector 𝐧 (see Section 3.1). Given a point 𝐫, it belongs to a plane  ′ perpendicular
to 𝐭′ for some point 𝐫′ on the dislocation loop (see Fig. A.7). This plane also intersects the diametrically opposed point 𝐫′′ of the
dislocation loop. If 𝐫0 is the center of the loop, the distance vector 𝐫 − 𝐫0 lies in  ′. Let (𝑚1, 𝑚2) be the first and second coordinate
in the Cartesian coordinate system defined by the right-handed orthonormal system {(𝐧 × 𝐭′),𝐧, 𝐭′} centered at 𝐫0. If 𝑚1 > 0, we get
from geometrical considerations

𝑚2 = (𝐫 − 𝐫0) ⋅ 𝐧, (A.4)

𝑚1 = |(𝐫 − 𝐫0) − 𝑚2𝐧|. (A.5)

Both 𝑚1 and 𝑚2 are thus determined by 𝐫, 𝐫0 and the normal vector to the loop plane 𝐧. 𝜃1 (𝜃2) is the angle between 𝐫 − 𝐫′ (𝐫 − 𝐫′′)
and 𝐧 × 𝐭′ in the plane  ′ and are found numerically by using the four-quadrant inverse tangent atan2(𝑦, 𝑥), so that

𝜃1 = atan2
(
𝑚2, 𝑚1 + 𝑅

)
(A.6)

𝜃2 = atan2
(
𝑚2, 𝑚1 − 𝑅

)
, (A.7)

where 𝑅 is the radius of the loop. For each point 𝐫, we determine 𝜃1(𝐫) and 𝜃2(𝐫) according to the equations above and initiate the
PFC with the phases

𝜂𝑛 = 𝜂0𝑒
i𝑠𝑛(𝜃1(𝐫)−𝜃2(𝐫)), (A.8)

where 𝑠𝑛 = 1
2𝜋 𝐪

(𝑛) ⋅ 𝐛 is given in Table A.1. This ensures that the complex phases have the right topological charge (Eq. (8)).
The inset in Fig. A.7 shows the phase of 𝑒i(𝜃1−𝜃2) in  ′ for 𝐧 = 1√

2
[−1, 0, 1], which is the slip plane chosen in the simulation in
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Section 3.1. Note that points 𝐫 for which 𝑚1 < 0 are computed by the same equation for the tangent vector at 𝐫′′, with the same
formula, thus validating the Eqs. (A.6)–(A.7) for all values in  ′. Since the expressions are independent of the particular plane  ′

and each point 𝐫 belongs to one such plane, they are also valid for all points in the simulation domain.

A.5. Calculating the perimeter of a dislocation loop

To calculate numerically the perimeter of a dislocation loop, recall that

𝛼𝑖𝑗 = 𝑏𝑗 ∫ 𝑑𝑙
′
𝑖𝛿

(3)(𝐫 − 𝐫′(𝑙)), (A.9)

where we have added a subscript (𝑙) onto 𝐫′ to emphasize that it is the point on the loop as indexed by the line element 𝑑𝐥. Taking
the double dot product with itself, we find

𝛼𝑖𝑗𝛼𝑖𝑗 = |𝐛|2 ∫ ∫ 𝑑𝑙
′
𝑖𝑑𝑚

′
𝑖𝛿

(3)(𝐫 − 𝐫′(𝑙))𝛿
(3)(𝐫 − 𝐫′(𝑚)). (A.10)

The contributions to this integral will only come from points on the loop  and only when 𝐫′(𝑙) = 𝐫′(𝑚), where 𝑑𝑙′𝑖 = 𝑑𝑚′
𝑖 , so

𝑑𝑙𝑖𝑑𝑚𝑖 = (𝑑𝐥)2 = |𝑑𝑙𝑖|2 = |𝑑𝑙𝑖||𝑑𝑚𝑖|. Thus

𝛼𝑖𝑗𝛼𝑖𝑗 = |𝐛|2 ∫ |𝑑𝑙
′
𝑖 |𝛿(3)(𝐫 − 𝐫′(𝑙))∫ |𝑑𝑚

′
𝑖|𝛿(3)(𝐫 − 𝐫′(𝑚)) = |𝐛|2

(
∫ |𝑑𝑙

′
𝑖 |𝛿(3)(𝐫 − 𝐫′(𝑙))

)2
. (A.11)

Taking the square root and integrating over all space, we find

∫ 𝑑3𝑟
√
𝛼𝑖𝑗𝛼𝑖𝑗 = |𝐛|∫𝐶 |𝑑𝑙𝑖|∫ 𝑑3𝑟𝛿(3)(𝐫 − 𝐫′(𝑙)) = |𝐛|𝐿, (A.12)

where 𝐿 is the perimeter of the dislocation loop. Thus,

𝐿 = 1
|𝐛| ∫ 𝑑3𝑟

√
𝛼𝑖𝑗𝛼𝑖𝑗 . (A.13)

A.6. Direct computation of stress fields

The dislocation density tensor is calculated directly from the phase field 𝜓 through Eq. (12). The general method of solving
Eqs. (40)–(41) on a periodic medium is given in Ref. Brenner et al. (2014) given 𝛼𝑖𝑗 , where also the uniqueness of the elastic fields
is proven given appropriate conditions on the dislocation density 𝛼𝑖𝑗 . In the present case, the conditions on 𝛼𝑖𝑗 are automatically
satisfied as it is calculated from the phase-field. In this section, we thus show for our computational setup, how we compute the
Green’s function in the relating the distortion 𝑢𝑖𝑗 to the dislocation density tensor 𝛼𝑖𝑗 as a source. Since (40)–(41) given the periodic
boundary conditions can be solved uniquely, we Fourier transform both sets of equations and add the condition of mechanical
equilibrium (Eq. (41)) to the diagonal equations (𝑖 = 𝑘) in Eq. (40), which gives in Fourier space

𝛿(𝑖)𝑘
i𝐶(𝑖)𝑗𝑚𝑙

𝜇
𝑞𝑗 �̃�𝑚𝑙 − i𝜖𝑖𝑙𝑚𝑞𝑙 �̃�𝑚𝑘 = �̃�𝑖𝑘, (A.14)

where there is no summation over (𝑖), and we have multiplied the elastic constant tensor by i∕𝜇 where 𝜇 is the shear modulus of
the cubic lattice, and 𝐶𝑖𝑗𝑘𝑙 = 𝜆𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇(𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘) + 𝛾𝛿𝑖𝑗𝑘𝑙. By defining the 1D vectors �̃� and �̃� as

�̃�𝑇 =
(
𝑢11, 𝑢12, 𝑢13, 𝑢21, 𝑢22, 𝑢23, 𝑢31, 𝑢32, 𝑢33

)
,

�̃�𝑇 =
(
𝛼11, 𝛼12, 𝛼13, 𝛼21, 𝛼22, 𝛼23, 𝛼31, 𝛼32, 𝛼33

)
,

we rewrite Eq. (A.14) more compactly as

𝑀(𝐪)�̃� = �̃�, (A.15)

where the explicit form of 𝑀(𝐪) in the case of cubic anisotropy is given by

𝑀(𝐪) = i

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝜆+2𝜇+𝛾
𝜇 𝑞1 𝑞2 𝑞3 𝑞2 + 𝑞3

𝜆
𝜇 𝑞1 0 −𝑞2 + 𝑞3 0 𝜆

𝜇 𝑞1

0 0 0 0 𝑞3 0 0 −𝑞2 0
0 0 0 0 0 𝑞3 0 0 −𝑞2

−𝑞3 0 0 0 0 0 𝑞1 0 0
𝜆
𝜇 𝑞2 𝑞1 − 𝑞3 0 𝑞1

𝜆+2𝜇+𝛾
𝜇 𝑞2 𝑞3 0 𝑞1 + 𝑞3

𝜆
𝜇 𝑞2

0 0 −𝑞3 0 0 0 0 0 𝑞1
𝑞2 0 0 −𝑞1 0 0 0 0 0
0 𝑞2 0 0 −𝑞1 0 0 0 0
𝜆
𝜇 𝑞3 0 𝑞1 + 𝑞2 0 𝜆

𝜇 𝑞3 −𝑞1 + 𝑞2 𝑞1 𝑞2
𝜆+2𝜇+𝛾

𝜇 𝑞3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (A.16)
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𝑀(𝐪) can be inverted to yield the Fourier transform of the distortion 𝐔,

�̃� =𝑀−1(𝐪)�̃�. (A.17)

Once �̃� (denoted by �̃�𝑘𝑙 in components) is known, we compute the stress field in mechanical equilibrium

�̃�𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙 �̃�𝑘𝑙 . (A.18)

The dislocation density 𝛼𝑖𝑘 as obtained from the phase field as in Eq. (12) has a very small divergence due to numerical round-off
errors. We impose 𝜕𝑖𝛼𝑖𝑘 = 0 explicitly before evaluating �̃�, which improves numerical stability.

Appendix B. Inversion formula for highly symmetric lattice vector sets

In inverting Eq. (5) to obtain the displacement field 𝐮 in terms of the phases 𝜃𝑛, we used the result of Eq. (6). This follows from
the properties of moment tensors constructed from lattice vector sets  = {𝐪(𝑛)}𝑁𝑛=1. The 𝑝th order moment tensor constructed from
 is given by

𝑄𝑖1 ...𝑖𝑝 =
𝑁∑
𝑛=1

𝑞(𝑛)𝑖1 ...𝑞
(𝑛)
𝑖𝑝
. (B.1)

In two dimensions, for a parity-invariant lattice vector set that has a B-fold symmetry, Ref. Chen and Orszag (2011) showed that
all 𝑝th order moments vanish for odd 𝑝 and are isotropic for 𝑝 < 𝐵. Every isotropic rank 2 tensor is proportional to the identity
tensor 𝛿𝑖𝑗 , so for a 2D lattice vector set having four-fold symmetry, such as the set of shortest reciprocal lattice vectors {𝐪(𝑛)}4𝑛=1 of
the square lattice, we have ∑4

𝑛=1 𝑞
(𝑛)
𝑖 𝑞(𝑛)𝑗 ∝ 𝛿𝑖𝑗 (Figs. 3 and 5 in Ref. Skogvoll et al. (2021a) show the reciprocal lattice vector sets

discussed in this appendix). Taking the trace and using that the vectors have the same length |𝐪(𝑛)| = 𝑞0, we get ∑4
𝑛=1 𝑞

(𝑛)
𝑖 𝑞(𝑛)𝑗 = 4𝑞20𝛿𝑖𝑗 .

In general, for any 2D parity invariant lattice vector set {𝐪(𝑛)}𝑁𝑛=1 with a 𝐵-fold symmetry where 𝐵 > 2, we have

2D:
𝑁∑
𝑛=1

𝑞(𝑛)𝑖 𝑞(𝑛)𝑗 =
𝑁𝑞20
2

𝛿𝑖𝑗 . (B.2)

As mentioned, this holds for the 2D square lattice, but it also holds for the 2D hexagonal lattice. In fact, the six-fold symmetry of
the hexagonal lattice ensures that also every fourth-order moment tensor is isotropic, which results in elastic properties of the 2D
hexagonal PFC model being isotropic (Skogvoll et al., 2021a).

To show this identity for a 3D parity invariant vector set with cubic symmetry, we generalize the proof in Ref. Chen and Orszag
(2011) to a particular case of a 3D vector set that is symmetric with respect to 90◦ rotations around each coordinate axis, such
as the set of shortest reciprocal lattice vectors {𝐪(𝑛)}𝑁𝑛=1 of bcc, fcc or simple cubic structures. Let 𝐯 be an eigenvector of 𝑄𝑖𝑗 with
eigenvalue 𝜆, i.e., 𝑄𝑖𝑗𝑣𝑗 = 𝜆𝑣𝑖. Since 𝑄𝑖𝑗 is invariant under a 90◦ rotation 𝑅(𝑥)

𝑖𝑗 around the 𝑥-axis (i.e., 𝑅(𝑥)
𝑖𝑘 𝑄𝑘𝑙(𝑅

(𝑥)𝑇 )𝑘𝑗 = 𝑄𝑖𝑗), we get
𝑄𝑖𝑗𝑅

(𝑥)
𝑗𝑙 𝑣𝑙 = 𝜆𝑅(𝑥)

𝑖𝑙 𝑣𝑙, showing that 𝑅(𝑥)𝐯 is also an eigenvector of 𝑄𝑖𝑗 with the same eigenvalue 𝜆. Repeating for a rotation around
the 𝑦-axis demonstrates that 𝑄𝑖𝑗 has only one eigenvalue 𝜆, so that it must be proportional to the rank 2 identity tensor 𝑄𝑖𝑗 ∝ 𝛿𝑖𝑗 .
Taking the trace and using that the vectors have the same length |𝐪(𝑛)| = 𝑞0, we find

3D:
𝑁∑
𝑛=1

𝑞(𝑛)𝑖 𝑞(𝑛)𝑗 =
𝑁𝑞20
3

𝛿𝑖𝑗 . (B.3)

Appendix C. Time derivatives of the dislocation density tensor

C.1. Delta-function form

Consider a moving dislocation line  = {𝐫′(𝜆, 𝑡)} of points 𝐫(𝜆, 𝑡) parametrized by the time 𝑡 and a dimensionless 𝜆 which can be
taken to go from 0 to 1 without loss of generality. Keeping the labeling fixed through its time evolution, we get

𝛼𝑖𝑗 (𝐫, 𝑡) = 𝑏𝑗 ∫
1

𝜆=0
𝛿(3)(𝐫 − 𝐫′(𝜆, 𝑡))(𝜕𝜆𝑟′𝑖(𝜆, 𝑡))𝑑𝜆. (C.1)

Suppressing the dependence of 𝐫′ on 𝜆 and 𝑡, we get taking the time derivative of Eq. (2),

𝜕𝑡𝛼𝑖𝑗 = 𝑏𝑗 ∫
1

𝜆=0
(𝜕𝑡𝛿(3)(𝐫 − 𝐫′))(𝜕𝜆𝑟′𝑖)𝑑𝜆

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
(1)

+ 𝑏𝑗 ∫
1

𝜆=0
𝛿(3)(𝐫 − 𝐫′)(𝜕𝑡𝜕𝜆𝑟′𝑖)𝑑𝜆

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
(2)

. (C.2)

Starting with the first term using the chain rule, we have

(1) = 𝑏𝑗 ∫
1

𝜆=0
(𝜕𝑘′𝛿(3)(𝐫 − 𝐫′))𝑉𝑘(𝐫′)(𝜕𝜆𝑟′𝑖)𝑑𝜆, (C.3)
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where 𝜕𝑘′ = 𝜕∕𝜕𝑟′𝑘 and 𝑉𝑘 is a field at time 𝑡 which is defined on 𝐫′ ∈  as 𝐕(𝐫′) = 𝜕𝑡𝐫′, the velocity of the line segment perpendicular
to the tangent vector. We can rewrite 𝜕𝑘′𝛿(3)(𝐫 − 𝐫′) = −𝜕𝑘𝛿(3)(𝐫 − 𝐫′) and pull it outside the integral. Additionally, since 𝑉𝑘(𝐫′) is
multiplied by a delta function, we can replace it by 𝑉𝑘(𝐫), so we get

(1) = −𝜕𝑘

(
(𝑏𝑗 ∫

1

𝜆=0
𝛿(3)(𝐫 − 𝐫′)(𝜕𝜆𝑟′𝑖)𝑑𝜆)(𝑉𝑘(𝐫))

)
= −𝜕𝑘(𝛼𝑖𝑗𝑉𝑘). (C.4)

Turning to the second term, we get

(2) = 𝑏𝑗 ∫
1

𝜆=0
𝛿(3)(𝐫 − 𝐫′)(𝜕𝜆𝑉𝑖(𝐫′))𝑑𝜆 = 𝑏𝑗 ∫

1

𝜆=0
𝛿(3)(𝐫 − 𝐫′)(𝜕𝑘′𝑉𝑖(𝐫′))(𝜕𝜆𝑟′𝑘)𝑑𝜆. (C.5)

Since 𝜕𝑘′𝑉𝑖(𝐫′) is multiplied with a delta-function inside the integral, we can replace it by 𝜕𝑘𝑉𝑖(𝐫). We thus get

(2) =

(
𝑏𝑗 ∫

1

𝜆=0
𝛿(3)(𝐫 − 𝐫′)(𝜕𝜆𝑟′𝑘)𝑑𝜆

)
(𝜕𝑘𝑉𝑖) = 𝛼𝑘𝑗𝜕𝑘𝑉𝑖 = 𝜕𝑘(𝛼𝑘𝑗𝑉𝑖), (C.6)

since 𝜕𝑘𝛼𝑘𝑗 = 𝜕𝑘(𝑏𝑗 ∫ 𝛿(3)(𝐫 − 𝐫′)𝑑𝑟′𝑘) = −𝑏𝑗 ∫ (𝜕𝑘′𝛿(3)(𝐫 − 𝐫′))𝑑𝑟′𝑘 = −𝑏𝑗 [𝛿(𝐫 − 𝐫′)]𝐫
′(𝜆=1)

𝐫′(𝜆=0) = 0, either because  is a loop such that

𝐫′(𝜆 = 0) = 𝐫′(𝜆 = 1) or else 𝐫′(𝜆 = 0) ≠ 𝐫 ≠ 𝐫′(𝜆 = 1) since the dislocation cannot end inside the crystal. This gives

𝜕𝑡𝛼𝑖𝑗 = −𝜕𝑘(𝛼𝑖𝑗𝑉𝑘) + 𝜕𝑘(𝛼𝑘𝑗𝑉𝑖) = −𝜖𝑖𝑘𝑙𝜕𝑘(𝜖𝑙𝑚𝑛𝛼𝑚𝑗𝑉𝑛). (C.7)

C.2. Amplitude form

Taking the time derivative of Eq. (12), we have

𝜕𝑡𝛼𝑖𝑗 =
6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝑞(𝑛)𝑗 (𝜕𝑡𝐷
(𝑛)
𝑖 )𝛿(2)(𝜂𝑛)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
(1)

+ 6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝑞(𝑛)𝑗 𝐷(𝑛)
𝑖 𝜕𝑡𝛿

(2)(𝜂𝑛)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
(2)

. (C.8)

The vector field 𝐷(𝑛)
𝑖 satisfies a conservation law which can be obtained by differentiating Eq. (11) with respect to time (Angheluta

et al., 2012; Mazenko, 1999). This gives 𝜕𝑡𝐷
(𝑛)
𝑖 = −𝜖𝑖𝑘𝑙𝜕𝑘𝐽

(𝑛)
𝑙 , with the associated current given by 𝐽 (𝑛)

𝑙 = ℑ(𝜕𝑡𝜂𝑛𝜕𝑙𝜂∗𝑛 ). Thus

(1) = −𝜖𝑖𝑘𝑙
6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝑞(𝑛)𝑗 (𝜕𝑘𝐽
(𝑛)
𝑙 )𝛿(2)(𝜂𝑛). (C.9)

Differentiating through the delta-function in the second term (2), we get

𝐷(𝑛)
𝑖 𝜕𝑡𝛿

(2)(𝜂𝑛) = 𝜖𝑖𝑘𝑙(𝜕𝑘𝜂𝑛,1)(𝜕𝑙𝜂𝑛,2)
2∑
𝑟=1

(
𝜕

𝜕𝜂𝑛,𝑟
𝛿(2)(𝜂𝑛)

)
𝜕𝑡𝜂𝑛,𝑟, (C.10)

where 𝜂𝑛,1 and 𝜂𝑛,2 denotes the real and imaginary part of 𝜂𝑛, respectively. Straight forward, but tedious algebra, shows that this is
equal to

−𝜖𝑖𝑘𝑙𝐽
(𝑛)
𝑙 𝜕𝑘𝛿

(2)(𝜂𝑛) = −𝜖𝑖𝑘𝑙ℑ(𝜕𝑡𝜂𝑛𝜕𝑙𝜂∗𝑛 )
2∑
𝑟=1

(
𝜕

𝜕𝜂𝑛,𝑟
𝛿(2)(𝜂𝑛)

)
𝜕𝑘𝜂𝑛,𝑟, (C.11)

after inserting 𝜂𝑛 = 𝜂𝑛,1 + i𝜂𝑛,2. Thus

(2) = −𝜖𝑖𝑘𝑙
6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝑞(𝑛)𝑗 𝐽 (𝑛)
𝑙 𝜕𝑘𝛿

(2)(𝜂𝑛). (C.12)

Taken together, this gives

𝜕𝑡𝛼𝑖𝑗 = −𝜖𝑖𝑘𝑙𝜕𝑘

(
6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝑞(𝑛)𝑗 𝐽 (𝑛)
𝑙 𝛿(2)(𝜂𝑛)

)
, (C.13)

as desired.

Appendix D. Calculation details of dislocation velocity

Inserting the expression for the delta-function in terms of the dislocation density tensor 𝛿(2)(𝜂𝑛) = 𝛼𝑖𝑘𝐷
(𝑛)
𝑖 𝑞

(𝑛)
𝑘 ∕(2𝜋|𝐃(𝑛)|2) into

Eq. (14), we get

𝑙𝑗 = 6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝛼𝑖𝑘𝐽
(𝑛)
𝑙 𝑞(𝑛)𝑗

𝐷(𝑛)
𝑖 𝑞

(𝑛)
𝑘

2𝜋|𝐃(𝑛)|2
. (D.1)
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Equating  (𝛼)
𝑙𝑗 and 𝑙𝑗 at a point 𝐫′ on the dislocation line, where 𝛼𝑖𝑗 = 𝑡′𝑖𝑏𝑗𝛿

(2)(𝛥𝐫⟂) using 𝐛 ⋅ 𝐪(𝑛) = 2𝜋𝑠𝑛,

𝜖𝑙𝑚𝑛𝑡
′
𝑚𝑏𝑗𝑣

′
𝑛𝛿

(2)(𝛥𝐫⟂) =
6𝜋
𝑁𝑞20

𝑁∑
𝑛=1

𝑠𝑛𝑡
′
𝑖𝛿

(2)(𝛥𝐫⟂)𝐽
(𝑛)
𝑙 𝑞(𝑛)𝑗

𝐷(𝑛)
𝑖

|𝐃(𝑛)|2
. (D.2)

We now integrate out the delta-function in the  ′-plane and contract both sides of the equation with 𝑏𝑗 to get

𝜖𝑙𝑚𝑛𝑡
′
𝑚𝑣

′
𝑛 =

12𝜋2

𝑁𝑞20 |𝐛|2
𝑁∑
𝑛=1

𝑠2𝑛
𝑡′𝑖𝐷

(𝑛)
𝑖

|𝐃(𝑛)|2
𝐽 (𝑛)
𝑙 , (D.3)

as desired.

Appendix E. Amplitude decoupling

The (complex) polynomial 𝑓 s (see Eq. (23)) results from the amplitude expansion of the 𝜓3 and 𝜓4 terms in Eq. (17). It may
be computed by substituting Eq. (19) into Eq. (17) and integrating over the unit cell, under the assumption of constant amplitudes
(Goldenfeld et al., 2005; Athreya et al., 2006; Salvalaglio and Elder, 2022). It features terms reading ∏𝐿

𝓁=1 𝜂𝑛𝓁 , with 𝐿 = 3, 4 and 𝑛𝓁
for which the condition ∑𝐿

𝓁=1 𝐪(𝑛𝓁 ) = 0 is satisfied. By multiplying this condition by 𝐛 and using Eq. (8) it then follows that
𝐿∑

𝓁=1
𝑠𝑛𝓁 = 0. (E.1)

In the equation for the dislocation velocity, Eq. (16), the only contributing amplitudes are those for which 𝑠𝑛 ≠ 0. The condition (E.1)
implies that at least one of the other amplitudes, {𝜂𝑚}𝑚≠𝑛, appearing in terms of 𝑓 𝑠 containing 𝜂𝑛, also has 𝑠𝑚 ≠ 0 and then vanishes
at the corresponding defect. Thus, for a given amplitude 𝜂𝑛 with 𝑠𝑛 ≠ 0, the terms in 𝜕𝑓 𝑠

𝜕𝜂∗𝑛
always contain at least one vanishing

amplitude. Eq. (25) then reduces to Eq. (26) at the defect as 𝜂𝑛 = 0 and 𝜕𝑓 𝑠

𝜕𝜂∗𝑛
= 0 there. Importantly, a full decoupling of the

evolution equation for amplitudes which vanish at the defect is obtained.
This can be straightforwardly verified for specific lattice symmetries and dislocations. When accounting for the bcc lattice

symmetry through 𝐪(𝑛) as in Eq. (20), the (complex) polynomial 𝑓 s entering the coarse-grained energy 𝐹𝜂 defined in Eq. (23) is

𝑓 s = −2𝑇 (𝜂∗1𝜂2𝜂6 + 𝜂
∗
1𝜂3𝜂5 + 𝜂

∗
2𝜂3𝜂4 + 𝜂4𝜂

∗
5𝜂6) + 6𝑉 (𝜂∗1𝜂2𝜂

∗
4𝜂5 + 𝜂

∗
1𝜂3𝜂4𝜂6 + 𝜂

∗
2𝜂3𝜂5𝜂

∗
6 ) + c.c. (E.2)

which gives
𝜕𝑓 s

𝜕𝜂∗1
= −2𝑇 (𝜂2𝜂6 + 𝜂3𝜂5) + 6𝑣(𝜂2𝜂∗4𝜂5 + 𝜂3𝜂4𝜂6),

𝜕𝑓 s

𝜕𝜂∗2
= −2𝑇 (𝜂1𝜂∗6 + 𝜂3𝜂4) + 6𝑉 (𝜂1𝜂4𝜂∗5 + 𝜂3𝜂5𝜂

∗
6 ),

𝜕𝑓 s

𝜕𝜂∗3
= −2𝑇 (𝜂1𝜂∗5 + 𝜂2𝜂

∗
4 ) + 6𝑉 (𝜂1𝜂∗4𝜂

∗
6 + 𝜂2𝜂

∗
5𝜂6),

𝜕𝑓 s

𝜕𝜂∗4
= −2𝑇 (𝜂2𝜂∗3 + 𝜂5𝜂

∗
6 ) + 6𝑉 (𝜂∗1𝜂2𝜂5 + 𝜂1𝜂

∗
3𝜂

∗
6 ),

𝜕𝑓 s

𝜕𝜂∗5
= −2𝑇 (𝜂1𝜂∗3 + 𝜂4𝜂6) + 6𝑉 (𝜂1𝜂∗2𝜂4 + 𝜂2𝜂

∗
3𝜂6),

𝜕𝑓 s

𝜕𝜂∗6
= −2𝑇 (𝜂1𝜂∗2 + 𝜂

∗
4𝜂5) + 6𝑉 (𝜂1𝜂∗3𝜂

∗
4 + 𝜂

∗
2𝜂3𝜂5).

(E.3)

By comparing Eqs. (E.3) with the dislocation charges for the possible Burgers vector in the bcc lattice, Table A.1, and noting that,
at the dislocation core, 𝜂𝑛 = 0 for 𝑠𝑛 ≠ 0, we find

𝑠𝑛 ≠ 0 ∶ 𝜕𝑓 s

𝜕𝜂𝑛
= 0, (E.4)

allowing for a decoupled system of evolution relations for 𝜂1,… , 𝜂6, as described by Eq. (26).
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A unified field theory of topological defects and non-linear local excitations

Vidar Skogvoll, Jonas Rønning, Marco Salvalaglio, and Luiza Angheluta
(Dated: March 29, 2023)

Topological defects and excitations of ground states determine the properties of systems exhibiting
collective order. We introduce a general framework that comprehensively describes these excitations,
including metastable configurations and transient dynamics, and show that it delivers general in-
formation for understanding and tailoring collective behaviors. We focus on systems with O(n)
broken rotational symmetry described by order parameters which are uniform in the ordered phase
and vanish in the disordered phase. From these smooth order parameters, we derive a non-singular
defect density, a conserved quantity that tracks both topological defects and non-linear localized
excitations. Its associated conserved density current is determined by the evolution of the order
parameter and describes defect dynamics. Within this formalism, we explore fast events, such as
defect nucleation/annihilation and dynamical phase transitions where the interaction between exci-
tations becomes particularly important. In particular, we use this framework to highlight the similar
topological structures and precursory patterns for the nucleation of topological defects in superfluid
Bose-Einstein condensates, active nematics, and crystal lattices. For the last two examples, where
translational symmetry is essential, our formalism also sheds light on a hierarchy of topological
defects associated with coexisting broken symmetries and their role in dynamical transitions.

I. INTRODUCTION

Topological defects are hallmarks of systems exhibit-
ing collective order. They are widely encountered from
condensed matter, including biological systems, to el-
ementary particles, and the very early Universe [1–8].
The small-scale dynamics of interacting topological de-
fects are crucial for the emergence of large-scale non-
equilibrium phenomena, such as quantum turbulence in
superfluids [9], spontaneous flows in active matter [10],
or dislocation plasticity in crystals [11]. In fact, clas-
sical discrete modeling approaches such as point vortex
models [12] and discrete dislocation dynamics [13] de-
scribe turbulence and plasticity in terms of the collective
dynamics of topological defects as interacting charged
points (in 2D) or line defects (in 3D). In most of these
theories, the interactions of topological defects are mod-
eled through the linear excitations that they induce in
the far fields. The physics of events on short time- and
length scales, such as core energies, nucleation condi-
tions, defect interaction, etc., are often introduced by
ad-hoc rules, such as cut-off parameters, Schmidt stress
nucleation criteria, and defect line recombination rules.
However, the dynamics of these events play a vital role
in the transitions between different dynamical regimes.
This is the case, for example, in stirred Bose-Einstein
condensates where different superfluid flow regimes are
observed depending on the size and speed of the moving
obstacle [14–19], and where there is a subtle interplay
between vortices and shock waves. Active nematic fluids
are characterized by a dynamic transition to active tur-
bulence at a sufficiently large activity where the sponta-
neous flows are sustained by the creation and annihilation
of orientational defects [20, 21]. During plastic deforma-
tion of polycrystals, grains are progressively fragmented,
a process governed by the nucleation and patterning of
dislocations [22]. A number of macroscopic criteria exist
for the nucleation of topological defects in crystals [23–

25]. Due to the highly non-linear nature of this process,
however, it still remains poorly understood.

In this paper, we present a formalism to describe the
evolution of ordered systems from the dynamics of their
topological defects and their interactions with smooth
but localized excitations. The versatility of the approach
allows us to gain new insight into defect annihilation,
the onset of collective behavior, and new perspectives on
defect structures. In particular, we apply the method
to systems of increasing topological and dynamical com-
plexity. First, we study the motion of isolated vortices
in Bose-Einstein condensates, which, in addition to con-
firming that the method correctly identifies topological
defects and their velocities, sheds new light on changes
in quantum pressure arising from the interplay between
phase slips and shock waves. For active nematics, we
observe that the onset of active turbulence as a melting
of periodic arches is signaled by the formation of bound
dipoles of nematic defects at the core of dislocations in
the nematic arches. Similarly, bound dipoles of phase
slips are also associated with the nucleation of disloca-
tions in a crystal lattice.

The proposed approach builds upon the classical
method introduced by Halperin and Mazenko (hereafter
called the HM-method) [26, 27] to track and derive ana-
lytical results for topological defects. Therefore, in Sec-
tion II, we begin with preliminary details of homotopy
theory for topological defects and how the HM-method
can be used for O(n)-symmetric theories to track their
location and kinematics. In Sec. III, we then develop a
non-singular field theory as a generalization of the HM-
method which constitutes our primary reduced defect
field. The method is then applied to the aforementioned
physical systems in Secs. IV-VI. For the sake of readabil-
ity, a rigorous derivation of the theoretical framework for
arbitrary dimensions and details of the numerical simu-
lations are reported in the Appendix. Conclusions and
perspectives for further study are outlined in the final
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section VII.

II. CLASSICAL DESCRIPTION OF
TOPOLOGICAL DEFECTS

Collective order is typically described by an order pa-
rameter field representative of symmetries and carrying
information about topological defects and smooth, local-
ized excitations. Although the order parameters are well-
established for conventional systems, one often needs to
define them for more novel/exotic systems [28, 29]. In
this paper, we focus on well-known order parameters for
systems with broken O(n) rotational symmetries, where
n is the intrinsic dimension of the order parameter.

Homotopy theory provides a valuable identification
and classification of topological defects [1]. The funda-
mental idea of homotopy theory is that the order param-
eter can be mapped onto a particular topological space R
and that the elements of the homotopy group of R clas-
sify topological defects. For example, in theXY -model of
ferromagnetism, and more generally for any system with
O(2) broken symmetry, the order parameter is mapped
by a 2D unit vector u onto R = S1, the unit circle.
The homotopy group of R = S1 consists of closed cir-
cuits (loops) in R that are homotopically different, i.e.,
that cannot be continuously deformed into another. This
group is isomorphic to Z since the difference between two
loops that are not homotopic is how many times they
have looped around the circle S1. Therefore, in regions
of space where u is continuous and well-defined, a closed
circuit ∂M in real space corresponds to a closed circuit
in S1, and the topological charge stop contained in ∂M
is given as an integer by the isomorphism between ho-
motopy group of S1 and Z. This topological charge is
obtained from u = (cos θ, sin θ), by the contour integral

stop =
1

2π

∮

∂M
dθ, (1)

which is invariant under any smooth deformations of
∂M. This also implies that by shrinking ∂M down to
a point and given that stop is a constant, there must be
regions inside ∂M where u is undefined. These are the
topological defects that have a stop charge. Therefore,
topological defects for R = S1 in 2D are points with
their charge determined by corresponding loop integra-
tion. On the other hand, such topological defects (with
R = S1) in three dimensions are lines.

In field theories of symmetry-breaking transitions, the
ground state of the order parameter minimizes a free
energy constructed from symmetry considerations. For
broken rotational symmetries, the order parameter is a
vector field Ψ, which in the ordered (ground) state has a
constant magnitude |Ψ| = Ψ0, meaning that the ground
state manifold is Sn−1, where n is the number of com-
ponents of Ψ. The link between the order parameter
Ψ, and 2D unit vector (director) field u ∈ mathcalS1 is
given by u = Ψ/|Ψ| and topological defects are located

at positions where u is undefined, which corresponds to
|Ψ| = 0 as shown in Fig. 1 (a-b).

(a) (b)

(c) (d) (e) (f)

Figure 1. A +1 defect shown in (a) the order parameter field
Ψ and (b) in the director field u = Ψ/|Ψ|. Excitations of (c)
the ground state can be categorized into (d) linear excitations
with variations in the orientation of Ψ, (e) local non-linear
excitations for which also the magnitude |Ψ| varies and (f)
topological defects.

A description of topological defects as zeros of order
parameters in O(n) models and their kinematics was pro-
posed originally by Halperin and Mazenko in the con-
text of phase-ordering kinetics [26, 27] and extended
to systems driven out of equilibrium, such as in stirred
Bose-Einstein condensation [18, 30, 31], active nemat-
ics [32, 33], and deformed crystals [34–36]. Sticking to
O(2)-symmetry in two dimensions and using the defini-
tion of a topological charge given in Eq. (1), it is possible
to express the topological defect density in terms of the
zeros of the order parameter Ψ [26] tracked by Dirac-
delta functions as

ρtop(r) ≡
∑

α

qαδ
(2)(r − rα) = D(r)δ(2)(Ψ), (2)

where qα and rα are, respectively, the charge and position
of the topological defect α, δ(2)(Ψ) = δ(Ψ1)δ(Ψ2), and
D(r) is the (signed) Jacobian determinant of the map Ψ,

D =
∂(Ψ1,Ψ2)

∂(x, y)
=∂xΨ1∂yΨ2 − ∂xΨ2∂yΨ1

=
1

2
ϵij ϵ̃mn(∂iΨm)(∂jΨn),

(3)

where ϵij (ϵ̃mn) are the components of the Levi-Civita
tensor in real space (order parameter space). Nominally,
the D field in Eq. (3) is evaluated at the location of the
defect only, because of the δ-function in Eq. (2).

III. NON-SINGULAR DEFECT FIELDS

The δ-function in the topological charge density of
Eq. (2) locates the topological defects at singular points
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where u is undefined. In O(2) models, however, even
though the ground state manifold is S1, the topological
excitations have a finite core over which the magnitude of
the order parameter goes smoothly to zero. This feature
is also seen in physical systems, for instance, in liquid
crystals, where optical retardance is an order parame-
ter that goes to zero at the core. This has been used
to quantify the size and structure of the defect cores in
liquid crystals [37]. Motivated by this, we seek to gener-
alize Eq. (2) in a way that will avoid singularities in the
resulting charge density.

Since the equilibrium value Ψ0 of |Ψ| is constant, the
order parameter effectively resides in D2, the unit disk.
We propose in this paper that the simplest generalization
of stop is to consider the relative area of D2 swept by
Ψ on the circuit ∂M. During an infinitesimal displace-
ment along ∂M, Ψ sweeps the infinitesimal area given
by half of the parallelogram spanned by Ψ and dΨ. This
(signed) area is given by 1

2 ϵ̃
mnΨmdΨn, see Fig. 2. The

complete area of D2 is πΨ2
0, and we define the charge s

as the area swept by Ψ relative to the area of D2,

s =
1

πΨ2
0

∮

∂M

1

2
ϵ̃mnΨmdΨn, (4)

where ∂M is defined as in Eq. (1). Naming s a “charge”
suggests that it satisfies a global conservation law, which
we shall prove shortly. The connection between s and stop
is made by recognizing that in the far field of a topological
defect, where |Ψ| = Ψ0, the infinitesimal area swept by
Ψ is simply 1

2Ψ
2
0dθ, so that the line integral along ∂M

gives the topological charge in the usual way. Closer
to the core, however, the magnitude |Ψ| decreases and
s is no longer an integer, which is why the associated
defect density will give information about the core extent.
Using Green’s theorem, we get

s =
1

2πΨ2
0

∮

∂M
ϵ̃mnΨm∂kΨndl

k =

∫

M
d2rρ(r), (5)

where ρ(r) is the charge density of s, given by

ρ(r) =
D(r)

πΨ2
0

. (6)

Whereas ρtop describes topological defects as point sin-
gularities in the physical space, ρ describes topological
defects with a finite core size.

The time derivative of Eq. (6) gives a continuity equa-
tion

∂tρ+∇ · J = 0, (7)

with the current density determined by the evolution of
the order parameter

J i = − 1

πΨ2
0

ϵij ϵ̃mn(∂tΨm)(∂jΨn). (8)

Thus, ρ is a globally conserved quantity, and the change
in s contained in a circuit ∂M is given by

∂ts = ∂t

∫

M
d2rρ(r) =

∫

∂M
J · dn, (9)

where dn is an infinitesimal surface area normal to the
circuit ∂M. Far away from defects, |Ψ| = Ψ0 and the
time evolution of Ψ is carried by its phase θ(r, t) through
Ψ = Ψ0(cos θ, sin θ) which can be inserted in Eq. (8) to
show that J = 0. This means that linear perturbations of
the ground state, which affect the orientation of Ψ only,
are not described by the charge density ρ. However, it
describes a certain type of local non-linear perturbations,
where the magnitude is affected; see Fig. 1(c-f). We will
exemplify this distinction in the applications. Due to the
standard continuity form of Eq. (7), we can connect it
to a velocity field v through the charge flux ρv. Eq. (7)
only determines the current ρv up to an unknown diver-
gence free contribution K, i.e., v = 1

ρ (J + K), where

∇ ·K = 0. However, when ρ ̸= 0, there exists a unique
velocity field v(Ψ) such that the evolution of Ψ can be
written in a generic advection form ∂tΨ+(v(Ψ)·∇)Ψ = 0,
equivalently expressed as

(
∂tΨ1

∂tΨ2

)
+

(
∂1Ψ1 ∂2Ψ1

∂1Ψ2 ∂2Ψ2

)(
v
(Ψ)
1

v
(Ψ)
2

)
= 0. (10)

This equation can be inverted to uniquely determine
v(Ψ) if det(∂iΨn) = D(r) ̸= 0. To find v(Ψ) where
this condition holds true, i.e. the regions of interest
where also ρ(r) ̸= 0 from Eq. (6), it is then possi-
ble to invert Eq. (10). However, it is easier to insert
∂tΨ = −(v(Ψ) · ∇)Ψ into the expression J/ρ and see
that it is a (and therefore the unique) solution of Eq. (10).
Thus, to fix the gauge on v, we setK = 0 to get v = v(Ψ)

and find

vi =
J i

ρ
= −2

ϵij ϵ̃mn(∂tΨm)(∂jΨn)

ϵij ϵ̃mn(∂iΨm)(∂jΨn)
, (11)

where it is implied that repeated indices are summed over
independently in the numerator and denominator. It fol-
lows that if a localized topological defect moves without
changing its core structure, Eq. (11) will give this veloc-
ity in the region of the core independently of the values
of ρ, which we shall shortly demonstrate. While the ex-
pression for the current of D and the velocity equation
(11) have previously been used in the HM-method, sev-
eral important distinctions can be highlighted. Firstly,
the derivation of the ρ field from the redefined charge,
Eq. (6), shows that the field carries topological infor-
mation and does not only serve as auxiliary transforma-
tion determinants of δ-functions. Secondly, the velocity
field has previously only been rigorously shown to ap-
ply to topological defects. In contrast, this derivation
also describes the velocity of ρ for other non-linear ex-
citations. Thirdly, the fixing of the gauge K has not
been adequately addressed in previous works to the au-
thors’ knowledge. While the derivation above was done
for a n = 2 order parameter in d = 2 spatial dimensions
for simplicity, topological defects exist whenever d ≥ n.
Eq. (4) can be generalized to arbitrary dimensions by
replacing the integrand with the spanned volume of the
n-sphere spanned by Ψ = (Ψ1, ...,Ψn) and normalizing
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n⃗ ≡ Ψ⃗

|Ψ⃗| ∈ O(2). Ψ⃗ ∈ D2.

dθ
dΨ⃗

1
2 ϵ̃
mnΨmdΨn

stop,1 = 1 stop,2 = −1
stop,3 = 0

s1 ≈ 0.14 s2 ≈ −0.84
s3 ≈ 0.01

Figure 2. A continuous field Ψ(r) containing defects with integer charges +1, a −1 and +2 defect in the director field u. The
net integer topological charge contained in the circuits is given by the winding number of the director field u in O(2). The
(signed) relative area gives the value of s for the circuits spanned by the order parameter Ψ in D2.

by the volume VnΨ
n
0 of the n-sphere. We show in Ap-

pendix A the formal derivation, and here we state the
result that the charge density becomes

n = 1 : ρi =
∂iΨ

2Ψ0

n ≥ 2 : ρi1...id−n
=
Di1,...id−n

VnΨn0

(12)

with

Di1...id−n
=

1

n!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn(∂µ1

Ψν1)...(∂µn
Ψνn).

(13)
Generalizing the derivation of the defect kinematics, we
find general expressions for the reduced defect velocity
field

vµ1 = −n
δ
[ν1
ν′
1
δν2ν′

2
...δ

νn]
ν′
n
(∂tΨν1)(∂

µ1Ψν
′
1)
∏n
l=2(∂µl

Ψνl)(∂
µlΨν

′
l )

δ
[ν1
ν′
1
δν2ν′

2
...δ

νn]
ν′
n

∏n
l=1(∂µl

Ψνl)(∂
µlΨν

′
l )

, (14)

Special case n = d : vµ1 = −nϵ
µ1µ2...µn ϵ̃ν1...νn(∂tΨν1)

∏n
l=2(∂µl

Ψνl)

ϵµ1...µn ϵ̃ν1...νn
∏n
l=1 ∂µl

Ψνl
, (15)

where [ν1ν2...νn] is the antisymmetrization over the in-
dices ν1ν2...νn. Eq. (15) is the special case of n = d,
where the velocity can be written in a simpler way. Still,
Eq. (14) looks complicated due to the arbitrary number
of dimensions and so we have summarized the most im-
portant cases of n ≤ d ≤ 3 in Fig. 9 of Appendix A.
Thus, Eqs. (12) and (14) are the primary general expres-
sions of the reduced defect field. The equations generalize
the description of topological defects in the HM-method
to include both topological defects and non-linear exci-
tations.

There are two important notes to be made on the
generalization beyond the case d = n = 2. Firstly, for
n ≥ 2, the charge density is a rank (d − n) tensor that
represents the defect density per n-dimensional volume-
oriented normal to the manifold, e.g., how the charge
density on a 2D surface is expressed in terms of the nor-
mal vector to the surface. The case of n = 1 is special
because densities on one-dimensional manifolds are usu-

ally expressed in terms of the density along the manifold,
i.e., the charge density per length along the curve. Sec-
ondly, in the case of n < d, the gauge K cannot be
uniquely determined by looking at the evolution of Ψ
alone. Therefore, another condition is required to obtain
Eq. (14). The most natural choice is to restrict the ve-
locity to be parallel to the charge density for n = 1 and
perpendicular to it for n ≥ 2. This velocity will be nor-
mal to topological structures in the case of topological
lines or walls. For further discussions, see Appendix A.

With the method at hand, we study phenomena in-
volving both topological charges and non-linear local ex-
citations through the reduced defect field and the in-
formation it conveys, such as the velocity of topological
defects. This is done by considering progressively such
phenomena in three representative systems with broken
O(2) symmetry and featuring increasing complexity in
terms of order parameters and collective behaviors. Both
system-specific information and general behaviors will be
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outlined. As a starting point, we consider a Bose-Einstein
condensate where the order parameter is isomorphic to
Ψ ∈ D2 so that the method can be directly applied.

IV. DEFECT ANNIHILATION:
VORTICES IN BOSE-EINSTEIN CONDENSATES

Within the Gross Pitaevskii theory of a superfluid
Bose-Einstein condensate (BEC), the condensed bosons
are described by a macroscopic wave function ψ, and its
evolution can be described by damped Gross Pitaevskii
equation [18, 38]

iℏ∂tψ = (1− iγ)

(
− ℏ2

2m
∇2 + g|ψ|2 − µ

)
ψ, (16)

where g is an effective scattering parameter between con-
densate atoms, γ > 0 is an effective thermal damping
coefficient and µ is the chemical potential. The complex
condensate wavefunction ψ is isomorphic to a real 2D vec-
tor order parameterΨ = (Ψ1,Ψ2) through ψ = Ψ1+iΨ2,
the norm of which is given by the absolute value |ψ|. In
the equilibrium ground state, the phase of ψ (and there-
fore the direction of Ψ) is constant, and the magnitude

is given by |ψ| = Ψ0 =
√
µ/g. Topological defects in the

director field correspond to quantized vortices captured
by the charge density field

ρ(ψ)(r) =
gD(r)

πµ
. (17)

In this context, the D field (calculated from Ψ) has the
physical interpretation of the generalized superfluid vor-
ticity [31]. Linear perturbations of the ground state are
phonons, which are characterized by traveling waves in
the phase of the order parameter ψ, and will not be sig-
naled in the defect density field ρ. Non-linear local per-
turbations, e.g., brought on by external stirring poten-
tials or obstacles, will lead to a decrease in the magnitude
of the order parameter near the obstacle [14, 16, 17, 39],
leading to an increase in the quantum pressure, defined
as

P = − ℏ2

2m

∇2|ψ|
|ψ| . (18)

Such excitations are detected by ρ(ψ), and mediate the
nucleation or annihilation of topological defects. To
showcase this, we simulate a BEC seeded with two vor-
tices at (x, y) = (±5,−10) as dictated by Eq. (16). Nu-
merical details are reported in Appendix B 1. Dimension-
less units are defined so that ℏ = m = g = µ = 1 and the
damping coefficient is set to γ = 0.1. Figure 3 illustrates
the defect density from Eq. (17) during the fast event of
annihilating a vortex with an anti-vortex due to a small
thermal drag.

The velocity field from Eq. (14) is plotted close to vor-
tices and shows two exciting features. At the beginning
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Figure 3. Annihilation of a vortex dipole in a Bose-Einstein
condensate. Snapshots of (a) defect density, (b) condensate
phase arg(ψ) and (c) quantum pressure at different times
from bottom to top: at t = 5, t = 60 (before annihilation),
t = 105 (after) and t = 110. (a) Defect velocity is included
prior before annihilation. Notice in (b) the large phase gra-
dients after the annihilation due to the induced shock-waves
which can also be seen in the (c) quantum pressure profiles.
The plots in column (c) have saturated colorbars because of
the singular pressure at the defect core.

of the simulations (t = 5), the non-uniform velocity over
the vortex core indicates the early core deformation in-
duced by the initial conditions. After this relaxation,
however, vortices retain stationary or rigid cores, which
feature a uniform velocity. After the annihilation event,
we can see traces of their diffusive cores in the excitations
produced by the vortex annihilation, as seen by the quan-
tum pressure in the system, which is shown in Fig. 3(c).
We will see in the following that similar traces appear
as precursory patterns for defect nucleation. Moreover,
after having dealt with a system with only one broken
symmetry, we now consider systems that have multiple
rotational or translational symmetries.

V. ONSET OF COLLECTIVE BEHAVIOR:
ACTIVE NEMATICS

In this section, we consider the case of an active ne-
matic system. This system is peculiar as we can con-
struct the defect density from different order parameters.
By applying the proposed formalism we can investigate
the transition among different regimes and the interplay
among defects. Interestingly, we will show that defects in
one broken symmetry are the nucleation sites of defects
for a separate order.
Within the hydrodynamic approach [40], the nematic

orientational order of active matter in two dimensions is
described by a rank-2 symmetric and traceless tensor Q
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determined by the nematic director n = (cos(θ), sin(θ))

Q = S

(
n1n1 − 1

2 n1n2
n2n1 n2n2 − 1

2

)
≡
(
Ψ1 Ψ2

Ψ2 −Ψ1

)
, (19)

where S is an order parameter which is 0 in the disor-
dered phase. Q is thus related to the D2 order parameter
Ψ field by Ψ = S

2 (cos(2θ), sin(2θ)). The evolution of the
Q-tensor follows dissipative dynamics coupled with an
incompressible Stokes fluid flow [41]. Details on the evo-
lution equation and its numerical method are reported
in Appendix B. The system is here initialized in a homo-
geneous nematic phase with small perturbations in the
angle of the director field. These perturbations are en-
hanced by the active stress creating a striped phase that
is further destabilized and eventually melts due to the
creation of topological defects leading into active turbu-
lence. The ground state corresponds to constant a con-
stant magnitude |Ψ| ≡ Ψ0 =

√
B/2 dependent on the

parameter B, which is defined in Appendix B 2. Within
the framework introduced in Sec. III, this gives the fol-
lowing expression for the defect density

ρ(Q) =
4D(r)

πB
, (20)

which supports orientational defects with half-integer
charge stop = ±1/2. In Fig. 4(a), we show the nematic
orientation θ in the colorbar to emphasize the breaking
of translational symmetry and the formation of a (tran-
sient) striped order. The striped order arises from mod-
ulations in the nematic orientation which, to first order,
do not change the magnitude of the order parameter Ψ.
Thus, these are linear perturbations not signaled by ρ(Q).

The inset of Fig. 4(a) shows a dislocation in the pe-
riodic arches in the nematic director. To describe these
defects, we represent the parameter Ψ as a complex field
ψ = |Ψ|eiθ and decompose it into a slowly-varying am-
plitude field of the periodic arch mode as

ψ(r) = ψ0(r) + ηq(r)e
iq·r + η−q(r)e

−iq·r, (21)

where ψ0(r), ηq, η−q, are slowly-varying complex fields
on the length scale a0 of the director field modulations. q
is the wave vector of the modulations which is q = 2π

a0
ex

due to the initial condition. We can extract the complex
amplitude of a q mode by a demodulation of ψ,

ηq = ⟨ψe−iq·r⟩, (22)

through the convolution with a Gaussian kernel denoted
by ⟨·⟩, which filters out the small-scale variations (Eq.
(B6) with w = a0). The modulation length scale a0 and
the equilibrium value η0 of |ηq| are found numerically to
be a0 = 10.6 and η0 = 0.20 for the given parameters.
From the order parameter ηq, we can construct the de-

fect density ρ(ηq) as for the complex wavefunction in the
BEC. This field locates the dislocations from the nematic
arches as shown in panel (b) at t = 240, just prior to the
nucleation of nematic defects.

By also showing the reduced defect field ρ(Q) associ-
ated with the rotational symmetry (Fig. 4(c)), we clearly
notice that each dislocation detected by ρ(ηq) is a source
for the nucleation of a dipole of half-integer defects. The
precursory pattern of the two bound defects prior to nu-
cleation is similar to the pattern retained by the dipole
annihilation in the BEC. However, for active nematics,
the bound state is associated with a dislocation in the
periodic arches, while for BECs it is a source of quan-
tum pressure. Notice also that the core size of the de-
fects in the state with broken translational symmetry is
much bigger than that of the nematic order. The sponta-
neous nucleation of ±1/2 defects from the dissociation of
dislocations occurs very fast and simultaneously at var-
ious locations, such that the system quickly transitions
to active turbulence, where the translational symmetry is
fully restored. In this state, ρ(ηq) decreases by an order of
magnitude and no longer shows well-defined topological
defects, which is natural because a description in terms
of dislocations in translational order is no longer mean-
ingful. From ρ(Q) and the velocity formula in Eq. (14),
we can track the velocity v = ⟨|v|⟩ of ±1/2 defects at
the onset of the nucleation event (insets in Fig. 4). Fig-
ure 4(e) shows that prior to nucleation, the two defects
have the same speed in their bound state as positive and
negative charge coalesce. Once they unbound through
nucleation, the +1/2 defect self-propels due to activity.
To summarise this part, our analysis offers an alterna-

tive perspective on the onset of active turbulence using
the presence of competing symmetries. The transition
to a turbulent state from a periodic arch state seems to
be mediated by the dissociation of one type of topolog-
ical defect into a different kind associated with changes
in the global symmetries. In the following section, we
study a system where the order parameters with O(n)-
symmetry are found by decomposing a more complicated
topological space.

VI. DEFECT STRUCTURES:
SOLID CRYSTALS

We focus here on the study of defects and collective
order in crystals. The ground state manifold for three-
dimensional crystal lattices is the 3-torus T 3. However,
a factorization into product topology of fundamental S1

spaces can be considered and has a straightforward phys-
ical interpretation related to the crystals having a well-
defined (Bravais) reference lattice reflecting the broken
translational symmetry. As discussed below, this implies
that the dislocation can be represented as bound vortices
in the amplitudes of the fundamental periodic modes,
similar to vortices as discussed in previous sections. In-
deed, by applying the formalism introduced in Sec. III,
analogies with previously discussed systems emerge, as
well as peculiar features which will be discussed in de-
tail.
Local distortions from the ground state are character-
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Negative charge
velocity
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Figure 4. (a) The angle of the nematic director at t = 240, prior to nucleation of half-integer defects from the unstable periodic

arches, and (d) at t = 260, after nucleation. (b) The defect density ρ(ηq) at t = 240, corresponding to the broken translational
symmetry, shows the charge signature of dislocations with large core structures. The dislocation core harbors a bound dipole
(inset) shown in (c) the defect density ρ(Q) of the charge density associated to nematic order, which splits into fully formed

± 1
2
defects after nucleation as shown in (f) ρ(Q) at t = 260. Panel (e) shows the average velocity v = ⟨|v|⟩ of the positive and

negative defect charge at the nucleation site as a function of time t, where the dashed line indicates the time of nucleation (see
text).

ized by a displacement field u ∈ T 3 as a function of space,
which supports topological line defects, i.e., dislocations.
For a path ∂M in real space circling one such defect, the
charge is given by the vector difference between the end
and starting point, namely the Burgers’ vector b,

∮

∂M
du = −b, (23)

(minus sign by convention). The corresponding disloca-
tion density tensor αij is defined through the integral of
some 2D surface M bounded by ∂M

∫

M
αijn

idS = bj , (24)

where n is the normal vector to the surface element dS.

In the conserved Swift-Hohenberg modeling of crystal
lattices, commonly named phase-field crystal (PFC) [42,
43], the order parameter is a weakly distorted periodic
scalar field ψ(r), which preserves the crystalline symme-

tries and can be approximated as

ψ(r) = ψ̄ +
N∑

n=1

ηne
iq(n)·r, (25)

where ψ̄ and {ηn}Nn=1 are slowly varying (on the lat-
tice unit length scale) amplitude fields, and N is the
number of reciprocal lattice vectors {q(n)}Nn=1 taken into
consideration. For a perfect lattice, ψ̄(r) = ψ0 and
ηn(r) = η0 are constant, and an affine displacement

r → r − u amounts to a phase change ηn = η0e
−q(n)·u.

As mentioned, the 3-torus is the product space T 3 =
S1 × S1 × S1, which can be seen explicitly by multiply-
ing Eq. (23) with a reciprocal lattice vector q(n) of the
structure, which gives

∮

∂M
d(q(n) · u) = −2πsn, (26)

where sn is an integer by definition of the reciprocal lat-
tice vector. This shows that the phase of an amplitude
θn ≡ (−q(n) ·u) is a topological order parameter that has
integer winding numbers, i.e., θn ∈ S1.
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The amplitude ηn acts as an order parameter in D2,
i.e., Ψ1 = ℜ(ηn) and Ψ2 = ℑ(ηn). A topological descrip-
tion of dislocations using the HM-framework has been
provided in two and three dimensions in Refs. [34, 36].
Here, we adopt an alternative and convenient description
using the charge density from Eq. (12), which is a vector
field for 3D lattices

ρ
(ηn)
i =

D
(n)
i

πΨ2
0

, (27)

where

D(n) =



(∂yΨ1)(∂zΨ2)− (∂yΨ2)(∂zΨ1)
(∂xΨ2)(∂yΨ1)− (∂xΨ1)(∂zΨ2)
(∂xΨ1)(∂yΨ2)− (∂xΨ2)(∂yΨ1)


 . (28)

By contracting Eq. (24) with qj , we can relate the dislo-
cation density tensor with the defect charge density in a
given amplitude [36]

αij =
2d

Nη20

N∑

n=1

D
(n)
i q

(n)
j , (29)

where d is the spatial dimension. The amplitudes ηn
used to calculate D(n) are extracted from the phase-field
ψ as in Eq. 22, and only the modes corresponding to the
shortest reciprocal lattice vectors are used to calculate
αij .

Next, we focus on two examples to highlight new in-
sights obtained from using this approach. We consider
the nucleation of dislocations in a square lattice from the
point of view of its precursory pattern formations and
quantify the dislocation core size. Then, we consider the
classical inclusion problem of a rotated spherical crystal
embedded in another crystal with the same lattice sym-
metry, to show how the surface of the inclusion changes
its topology as a function of the lattice misorientation.

1. Dislocations in 2D square lattices

A minimal PFC free energy minimized by a square
lattice reads [44, 45]

F sq
ψ =

∫
d2r

(
1

2
(L1L2ψ)

2 +
r

2
ψ2 +

1

4
ψ4

)
, (30)

where LX = X+∇2 and r is a parameter. The minimizer
field ψ, for certain model parameters, has a perfect square
lattice symmetry with an accurate two-mode amplitude
expansion

ψ = ψ̄ +
2∑

n=1

ηne
iq(n)·r +

4∑

n=3

ηne
iq(n)·r + c.c., (31)

where {q(n)} = {(1, 0), (0, 1), (1, 1), (1,−1)} are the re-
ciprocal lattice vectors of the square lattice with lengths

1 and
√
2. This sets the characteristic length a0 = 2π

of the system, which is the width of the square unit cell.
At equilibrium, the amplitude field ηn goes to the equi-
librium values η1,2 → Asq, η3,4 → Bsq. The character-
istic unit of stress is given by the elastic shear modulus
µ = 16B2

sq [45]. The dislocation density tensor can be
factorized as αij = tiBj , where B is a 2D Burgers vector
density and t the tangent vector to the dislocation line.
In two dimensions, we define t to point out-of-plane so
that the Burgers vector density is given by

B = (α31, α32). (32)

We initiate a perfect square lattice of 101×101 unit cells
and use the sHPFC model of Ref. [46] to apply a local
stress in the central region which causes the nucleation of
a dislocation dipole. The PFC deforms gradually, trying
to account for the externally imposed stress, increasing
from linear to non-linear strains until nucleation of a pure
±a0ex dislocation dipole. Once formed, these disloca-
tions move under the action of the Peach-Koehler force
[47], namely they separate at large speeds due to the
external stress and slow down as they reach the far-field
regions of the crystal. Simulation details are given in Ap-
pendix B 3. Figure 5 shows the region of applied stress
during the nucleation event. Like for the nucleation of
nematic defects, the nucleation is singled by a precur-
sory localised pattern formation in the Burgers vector
density, which corresponds to a bound dipole of phase
slips. While variations only in the phase of the complex
amplitudes are associated with linear elastic perturba-
tions, non-linear elastic strains cause a decrease in the
equilibrium value of the amplitudes [48] and so produce
a signal in the reduced defect density given by the ex-
pression of the dislocation density. Thus, the excitations
visible in the dislocation density B prior to nucleation are
due to non-linear elastic strains. From the signal profile,
Fig. 5(c), we observe that these large non-linear elastic
strains can be connected to a bound dislocation dipole.

From the defect density corresponding to η1 for q =
(1, 0), we can also determine the average velocity v =
⟨|v|⟩ of dislocations with positive and negative charge
before and after nucleation. The defect speed as a func-
tion of time is shown in Fig. 5(e). Like for the nucleation
of defects in the active nematic, we observe a speed build
up prior to nucleation succeeded by a relaxation to a con-
stant speed. Unlike the ±1/2 defects in active nematics,
however, both dislocations are equally mobile in this case.

The Burgers vector density, in addition to describing
the process of nucleation itself, provides us with use-
ful information about the defect core. To extract the
core size directly from the Burger vector density without
free-tuning parameters, we consider a coarse-grained ver-
sion of the PFC model, namely its amplitude expansion
(APFC) [49, 50]. This approach gives access to phases
and lattice deformation directly rather than through the
demodulation of Eq. (22). It builds on the definition of
a free energy functional Fη derived from the PFC free
energy F sq

ψ under the approximation of slowly-varying
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(c) (d)

(e)

y/a0

y/a0
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Positive charge
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Figure 5. (a) The PFC at t = 1600 prior to the nucleation of
(b) a dislocation dipole at t = 1800. Panels (c) and (d) show
the x-component Bx of the dislocation density B at t = 1600
and t = 1800, respectively. The magnitude of By is, in both
cases, two orders of magnitude smaller and not shown. (e)
The average velocity v = ⟨|v|⟩ at the nucleation site of positive
charge (Bx > 0) and negative charge (Bx < 0) where the
dashed line indicates the time of nucleation (see text).

amplitudes. We simulate a square lattice hosting dis-
locations in a static, periodic configuration, and focus
on a single defect therein. The expression for Fη, the

choice of q(n), and details of the simulation setup are
given in Appendix B 4. For the given lattice structure,
the extension of its core depends on the parameters r′

and s in the free energy Fη. The parameter r′ corre-
sponds to a phenomenological temperature controlling a
first-order order-disorder phase transition at r′ = r0 with
r0 the critical point and ordered (disordered) phase for
r′ < r0 (r′ > r0), and s is a constant scaling the elas-
tic moduli [51, 52]. ∆r = r0 − r′ is referred to as the
quenching depth. These parameters affect the competi-
tion among gradient terms and the bulk energy terms in
Fη. Fig. 6(a)–(b) illustrate two different core sizes for
the same dislocation obtained with different values for r′

and s. They show the reconstructed densities obtained
by computing Eq. (25) with the numerical solution for
the amplitudes (first column), the Burgers vector den-

sity component Bx (second column), a plot of Bx(x, 0)
and Bx(0, y) (third column, empty symbols) with Gaus-
sian fits (solid lines). The data fitting is obtained via
G exp(−x2/2σ2

x − y2/2σ2
y) with G, σx and σy fitting pa-

rameters (dashed lines), well reproducing its shape and
allowing for an estimation of the core size. The definition
here introduced for the Burgers vector density fully char-
acterizes the loss of coherency at the dislocation core.
Importantly, it realizes a spreading of the topological
charge at the core similar to non-singular continuum the-
ories based either on regularization of singularities [53] or
within strain-gradient elasticity theories [54, 55].

The amplitude expansion defined in Eq. (25), and thus
the density field ψ, correspond to the sum of plane waves
(Fourier modes) which are periodic stripe phases similar
to the one shown in Fig. 4. The dislocation in the crystal
then corresponds to the superposition of defects in such
stripe phases. Interestingly, dislocations do not neces-
sarily correspond to a defect for all the coupled stripe
phases. Indeed, by applying Eq. (1) to the phase of the
amplitudes one gets −

∮
q(n) ·u = 2πq(n) ·b. At least for

perfect dislocations, those having a translation vector of
the lattice as Burgers vector, we have that q(n) ·b = 0, for
some n. Thus, while for stripe phases, the (single) order
parameter vanishes at the core, de-facto corresponding
to a disordered phase, a different ordered phase forms at
the core of dislocations in periodic density fields. This is

further shown in Fig. 6(c), reporting the fields ηne
iq(n)·r

entering the sum in Eq. (25). Three out of four stripe
phases (n = 1, 3, 4) vanish at the core, while one (n = 2)
features a small variation of its amplitudes with no topo-
logical content.

The defect core can then be interpreted as a transi-
tion region between two different ordered phases, one of
which is present at the dislocation core only. By com-
paring its extension with the width of a solid-liquid in-
terface, w, which corresponds to the order-disorder cor-
relation length, we find some analogies and differences in
the dependence on the parameters entering the free en-
ergy. For the latter, traveling-wave solutions exist with
amplitudes having hyperbolic tangent profiles and width
ξ ∝ √

s/(1 +
√

1− 8r′/9r0) [52, 56, 57]. Measuring the
size of the core through σx and σy from a Gaussian fit
as in Fig. 6(a)-(b), we find that it scales linearly with
w when varying s, while a different scaling is observed
when varying r′, c.f. Fig. 6(d). The width w is com-
puted here for an interface with normal along the x-axis
(⟨10⟩ crystallographic direction, further details are re-
ported in Appendix B 4). Here s is an energy scale that
is associated with gradients in the amplitudes, similar
to theories based on Ginzburg-Landau energy function-
als [57]. r′, instead, affects the equilibrium values of the
amplitudes, which are qualitatively different for an in-
terface, where they all vanish in the disordered phase,
and a defect, where some amplitudes are non-zero ow-
ing to a non-singular phase (see Fig. 6(c)). Also, for
r′ ̸= r0, interfaces move, which affects the width w [58].
A more detailed analysis would require finding a solution
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Figure 6. Dislocation core size near melting by APFC modeling. (a)–(b) Reconstructed density (left), Bx (center), and Bx

along x and y direction for a relatively small and large core size, respectively obtained with (a) ∆r = 10−4, s = 3.16 and
(b) ∆r = 10−1, s = 1, with r0 = 7.455 · 10−2 the critical point. Symbols show values from APFC simulations; dashed lines
correspond to Gaussian fits. The latter are exploited to quantify the size of the core in terms of the variance along x and y,
namely σx and σy. (c) Periodic modes ηne

iqn·r + c.c. for the density in panel (b). (d) Core size in terms of σx as a function of
the order-disorder correlation length w, for various values of s and r′ (the latter shown by different colors and symbols). (e)
Comparison of σx and σy as function of w for ∆r = 0.00464 and s ∈ [10−1, 3.16].

for the amplitudes’ profile at defects, which goes beyond
the goals of this investigation and will be addressed in
future work.

The evaluation of the Burgers vector density also al-
lows for the characterization of anisotropies in the be-
havior of phases at the core as illustrated in Fig. 6(d).
σy/σx ≈ 0.75 throughout the whole range of parameters
investigated here as also illustrated in Fig. 6(e). This may
be ascribed to the asymmetry introduced by the specific
orientation of the Burgers vector. We conclude that, for
systems described by order parameters as in the phase-
field crystal model, as well as in descriptions exploited in
previous sections, the defect density may be exploited to
characterize the loss of coherency at defects.

2. Order transition for 3D crystal inclusions

Like the melting of translational order in the nematic
liquid crystal through the nucleation of defects in the
nematic field, the global translational order in a single
crystal is also destroyed under large deformations and
rotations. To highlight this, we use a full 3D PFC model
corresponding to a cubic lattice for which the PFC den-
sity in the one-mode approximation reads as

ψ(r) = ψ0 +
∑

q∈R(1)
bcc

η0e
iq(n)·r, (33)

where R(1)
bcc are the reciprocal lattice vectors of the bcc

Bravais lattice with unit length [45]. This sets the length

of the bcc unit cell as a0 = 2π
√
2. We consider spheri-

cal inclusions with radius 17a0, rotated at an angle θrot
about the [1, 1, 1]-axis. The initial condition is relaxed
by dissipative dynamics with an appropriate symmetry-
conserving free energy; see further details in Appendix
B 5. We choose three representative angles θrot and cal-
culate the Frobenius norm |α| =

√
αijαij of α at each

angle. Since |α| > 0, we plot its isosurface at half its
maximum value |α|M = maxr(|α|(r)) in Fig. 7 for three
representative misorientation angles θrot. For small lat-
tice misorientations, |α| ≪ 1, indicating only slight non-
linear elastic excitations (and no fully formed disloca-
tions) at the interface between the inclusion and the ma-
trix. As expected, these non-linear strains are largest in
the plane perpendicular to the rotation axis, since the
rotation deformation field scales with distance from the
rotation axis. Notably, we observe a three-fold symmetry
in the profile of |α|, which can be ascribed to the under-
lying crystallographic orientation. For larger values of
θrot, the non-linear distortions increase and localize into
a network of dislocations. Notice that such a defect net-
work is determined directly by the Burgers vector density
rather than through arbitrary reconstructions [59, 60].
The description breaks down at large misorientations, as
witnessed by the decrease in the magnitude of the defect
density field since there is no longer a global transla-
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θrot =
1

648π

|α|M = 1.7× 10−2

θrot =
20
648π

|α|M = 8.1× 10−3

θrot =
54
648π = π

12

Figure 7. Rotated inclusions in the bcc PFC model. The panels show, for three representative rotation angles θrot the isosurface
of the Frobenius norm of the coarse dislocation density tensor |α| =

√
αijαij at 50% of its maximal value |α|M = maxr(|α|(r)),

which is given in the panels.

tional order. Indeed, large misorientations lead to the
nucleation of grain boundaries which are fully described
by accounting for the bicrystallography of the two crys-
tals meeting at the interface rather than the deformation
with respect to a reference lattice [61]. Such a regime
shift echoes the onset of active turbulence in the nematic
liquid, where the description in terms of the order pa-
rameter ρ(ηq) also breaks down due to the destruction of
global translational order.

VII. CONCLUSIONS

In-depth understanding and tailoring of collective be-
haviors require a unified description of defects associ-
ated with symmetry breaking and the non-topological
excitations of ground states. Here, we proposed a sys-
tematic way of deriving reduced defect fields from or-
der parameters associated with O(n) broken symmetries
which captures topological defects, localized non-linear
excitations, and their dynamics. This enables the non-
singular description of defects and their interaction, ac-
counting for precursory and resulting patterns involv-
ing non-topological excitations. Moreover, the proposed
framework can be used to study concurrent symmetry
breakings and order transitions. Applications to systems
of general interest, such as superfluids, active nematics,
and solid crystals, are shown to showcase the considered
framework, while we envisage applications in many other
contexts.

We have shown that the method accurately tracks
topological defects since these appear as localized blobs
in the defect density field. The associated current density
and velocity field determine the kinematics of the defects,
and its utility has been shown to extend beyond tracking
the velocity of topological defects. For example, in the
case of the motion of vortices in a BEC, the velocity field

accounts for both the overall velocity of the defect and
local variations associated with the early-stage rearrange-
ments of the defect core evolving towards its stationary
shape. Thus, the uniformity of the velocity field over the
core extent tests whether the frozen-core approximation
[1] is valid. For active nematics and solid crystals, the
velocity formula is shown to track the dynamics of defect
dipoles, during, and after the nucleation of topological
defects, pointing at interesting analogies and differences
between processes in different physical systems. The rig-
orous derivation of these fields given in the appendix for
any dimensions makes the equations readily applicable
to tracking topological defects and localized excitations
in general.

We have found interesting features and new insights
about the evolution of these systems with broken sym-
metries. After the annihilation of the vortex dipole in
the BEC, the remaining shock wave produces a signal
in the defect density field that echoes the charge density
pattern of the dipole. In the active nematics, the large
cores of the dislocation in the translational order harbor
a bound dipole of orientational defects associated with
the rotational order. This picture presents the idea of a
hierarchy of topological defects, where the defects asso-
ciated with one symmetry can spontaneously dissociate
into stable defects for a different symmetry and melt the
former ordered state. This is a non-equilibrium transition
that echos the equilibrium Kosterlitz-Thouless transition
for melting of 2D crystals via the hexatic phase [62].

In the case of a 3D crystal, a rotated inclusion was
shown to be described as a network of topological de-
fects (dislocations) up to a point before these dissociated
into other types of defects (grain boundaries) and the
global orientational order was destroyed. The best topo-
logical description of polycrystalline materials is an open
challenge, even though candidates, such as interacting
disconnections [61], exist. Applying this formalism to
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such topologies is a fascinating avenue of research. Em-
ploying the APFC framework, where the periodic nature
of crystal densities is inherently coarse-grained, we have
shown that dislocation cores in Swift-Hohenberg theories
emerge as transition regions from crystalline to point-
wise stripe-like phases. When approaching the solid-
liquid coexistence limit, analogies between the disloca-
tion core size and the extensions of order-disordered in-
terfaces have been found.

Finally, while the whole framework is presented for sys-
tems with one broken rotational symmetry, it is a power-
ful tool that can be generalized to systems with multiple
broken symmetries and reveal hidden hierarchies of topo-
logical defects associated with each symmetry, laying the
foundation for unified theories in systems characterized
by collective behaviors.
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Figure 8. Real 3D space and order parameter space for a D3 order parameter. ∂M is the boundary of a 3D subvolume M, on
which variations along the surface (dxµ2 , dxµ3) lead to variations of the order parameter (dΨ(2), dΨ(3)).

Appendix A: Generalization to arbitrary dimensions

For the proofs in this section, we follow the notation conventions of Ref. [63]. We consider topological defects for
Sk order parameters, which is the space consisting of (k + 1)-dimensional unit vectors. It is known that the i-th
homotopy group of Sk is trivial for i < k. In particular, every loop (i = 1) on the two-sphere (k = 2) can be
reduced to a point by a continuous deformation. Thus, to get a description of the topological defects for Sk order
parameters, we need to consider the k-th homotopy groups πk(Sk) ≃ Z corresponding to topological defects with
integer charges. The dimension of the defect is given by dtop = d− (k + 1), where d is the physical space dimension.
The homotopy classification of loops in Sk is useful beyond the direct application to models from this group because,
in many systems, their order parameter space can be mapped or decomposed into products of Sk spaces. We define
an order parameter Ψ = (Ψ1, ...,Ψn) which resides in the order parameter space Dn. The subvolume of Dn swept by
Ψ and n− 1 independent variations {dΨ(k)}nk=2 is given by the (signed) volume of the n-dimensional cone

1

n
ϵ̃ν1...νnΨν1dΨ

(2)
ν2 ...dΨ

(n)
νn , (A1)

where ϵ̃ν1...νn are the components of the Levi-Civita tensor in order parameter space. See Fig. 8 for an example of
n = d = 3. The charge s is then given as the natural generalization of Eq. (4), i.e.,

s =
1

VnΨn0

∮

∂M

1

n
ϵ̃ν1...νnΨν1dΨ

(2)
ν2 ...dΨ

(n)
νn . (A2)

Here, ∂M is a (n − 1)-dimensional submanifold of Rd, the boundary of some n-dimensional submanifold M, and
{dΨ(k)}nk=2 are changes in Ψ due to displacements dxµ on ∂M. Formally, we write the integrand in terms of the
coordinates {xµ}dµ=1 of Rd as follows

ω =
1

n
ϵ̃ν1...νnΨν1(∂µ2

Ψν2)...(∂µn
Ψνn)dx

µ2 ⊗ ...⊗ dxµn , (A3)

Since ωµ2...µn is completely anti-symmetric under interchange of indices, ω is a (n− 1)-form and we can apply Stokes’
generalized theorem

∮

∂M
ω =

∫

M
dω (A4)

where dω is the exterior derivative of ω, whose components are given by

(dω)µ1...µn
= n∂[µ1

ωµ2...µn] = ∂[µ1

(
ϵ̃ν1...νnΨν1(∂µ2

Ψν2)...(∂µn]Ψνn)
)
= ϵ̃ν1...νn(∂µ1

Ψν1)...(∂µn
Ψνn), (A5)

where the notation [...] is the antisymmetrization over free indices (µ1...µn). Thus, we get

s =
1

VnΨn0

∫

M
ϵ̃ν1...νn(∂µ1Ψν1)...(∂µnΨνn)dx

µ1 ⊗ ...⊗ dxµn . (A6)
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In the case of n = 1, for which V1 = 2, integrals over M are typically evaluated in this way, i.e., as line integrals over
the one-dimensional manifold M. We then immediately recover the defect density for n = 1, given by

ρµ =
∂µΨ

2Ψ0
(n = 1). (A7)

For higher values of n, however, one evaluates the integral in coordinates on the manifold M. Thus, at each point, we
choose d − n orthogonal unit vectors {n(k)}d−nk=1 normal to the manifold M and introduce local coordinates {yi}ni=1

on M. Expressed in these coordinates, we have

s =
1

VnΨn0

∫

M
ϵ̃ν1...νn(∂τ1Ψν1)...(∂τnΨνn)dy

τ1 ⊗ ...⊗ dyτn

=
1

VnΨn0

∫

M
ϵ̃ν1...νn(∂τ1Ψν1)...(∂τnΨνn)δ

τ1
κ1
...δτnκn

dyκ1 ⊗ ...⊗ dyκn , (A8)

where τ -indices iterate from 1 to n. Now, we invoke the identity

n!δ[τ1κ1
...δτn]κn

= ϵ̂τ1...τn ϵ̂κ1...κn
(A9)

where ϵ̂ is the Levi-Civita tensor on M, i.e., the induced volume element from Rd. Using the fact that the integrand

is already anti-symmetric in τ -indices, we can replace δτ1κ1
...δτnκn

→ δ
[τ1
κ1 ...δ

τn]
κn and get

s =
1

VnΨn0

∫

M
ϵ̃ν1...νn(∂τ1Ψν1)...(∂τnΨνn)

1

n!
ϵ̂τ1...τn ϵ̂κ1...κn

dyκ1 ⊗ ...⊗ dyκn

=
1

VnΨn0

∫

M

1

n!
ϵ̂τ1...τn ϵ̃ν1...νn(∂τ1Ψν1)...(∂τnΨνn)ϵ̂ (A10)

Finally, we want to express the integrand in terms of coordinates of Rd. Using that ϵ̂ expressed in these coordinates
is

ϵ̂µ1...µn = N i1...id−nϵi1...id−n

µ1...µn (A11)

where N i1...id−n ≡ ni1(1)...n
id−n

(d−n), we get

s =
1

VnΨn0

∫

M

1

n!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn(∂µ1

Ψµ1
)...(∂τnΨνn)N

i1...id−n ϵ̂ (A12)

Identifying N i1...id−n ϵ̂ as the oriented volume element of M, we identify the defect density as

ρi1...id−n
=
Di1...id−n

VnΨn0
(n ≥ 2) (A13)

where

Di1...id−n
=

1

n!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn(∂µ1Ψν1)...(∂µnΨνn). (A14)

We now turn to finding the general equation for the velocity of the defect density. To differentiate Eq. (A13) with
respect to time, consider

∂tDi1...id−n
= ∂t

(
1

n!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn(∂µ1

Ψν1)...(∂µn
Ψνn)

)

=
1

n!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn ((∂µ1∂tΨν1)...(∂µnΨνn) + ...+ (∂µ1Ψν1)...(∂µn∂tΨνn))

=
1

n!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn ((∂µ1

∂tΨν1)...(∂µn
Ψνn) + ...(∂µn

Ψνn) + ...+ (∂µn
Ψνn)...(∂µ1

∂tΨν1))

=
1

(n− 1)!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn(∂µ1

∂tΨν1)...(∂µn
Ψνn)

= ∂µ1

(
1

(n− 1)!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn(∂tΨν1)...(∂µn

Ψνn)

)
, (A15)
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where, in going from line 2 to 3, we have used that due to the contraction with both the anti-symmetric Levi-Civitas,
the terms are invariant under simultaneously interchanging µk ↔ µk′ and νk ↔ νk′ , so that we can write every term in
the parenthesis like the first. In going from line 4 to 5, we have used that the contraction with ϵµ1...µn

i1...id−n
ensures

that only the first term survives when applying the product rule. Thus, we find ∂tρi1...id−n
+ ∂µ1

Jµ1
i1...id−n

= 0,
where

Jµ1
i1...id−n

=
−1

VnΨn0 (n− 1)!
ϵµ1µ2...µn

i1...id−n
ϵ̃ν1...νn(∂tΨν1)(∂µ2

Ψν2)...(∂µn
Ψνn). (A16)

Like for the d = n = 2 case, we want to identify this expression with the density current vµ1ρi1...id−n
. They are related

up to a divergence free contribution ∂µ1
Kµ1

i1...id−n
= 0, so

vmρi1...id−n
= Jµ1

i1...id−n
+Kµ1

i1...id−n
. (A17)

In the d = n = 2 case, the charge density on the left-hand side had no free indices and so we could simply divide by

the charge density to solve for v. In the general case, however, we project the equation by contracting with ρi1...id−n

|ρ|2 ,

where |ρ| =
√
ρi1...id−nρi1...id−n

is the Frobenius norm, and get

vµ1 =
ρi1...id−nJmi1...id−n

|ρ|2 +
ρi1...id−n

Kµ1
i1...id−n

|ρ|2 . (A18)

In order to fix the gauge Kµ1
i1...id−n

, we look at the evolution of the order parameter Ψ as advected by a velocity
field v(Ψ)

∂tΨn + vµ1

(Ψ)∂µ1
Ψn = 0. (A19)

These are n linearly independent linear equations to determine d components of the velocity v(Ψ). If n < d, it is
under-determined and therefore d− n additional equations are needed to determine vµ1 uniquely. We define

vµ1

candidate ≡
ρi1...id−nJµ1

i1...id−n

|ρ|2

=

1
n!ϵµ′

1...µ
′
n

i1...id−n ϵ̃ν′
1...ν

′
n
(∂µ′

1
Ψν

′
1)...(∂µ′

n
Ψν

′
n) −1

(n−1)!ϵ
µ1µ2...µn

i1...id−n
ϵ̃ν1...νn(∂tΨν1)(∂µ2

Ψν2)...(∂µn
Ψνn)

|D|2

= −
(d− n)!δµ1

[µ′
1
δµ2

µ′
2
...δµn

µ′
n]
ϵ̃ν′

1...ν
′
n
(∂µ′

1
Ψν

′
1)...(∂µ

′
nΨν′

n
)ϵ̃ν1...νn(∂tΨν1)(∂µ2

Ψν2)...(∂µn
Ψνn)

(n− 1)!|D|2

= −
(d− n)!n!δ

[ν1
ν′
1
...δ

νn]
ν′
n
(∂µ1Ψν

′
1)...(∂µnΨν

′
n)(∂tΨν1)(∂µ2

Ψν2)...(∂µn
Ψνn)

(n− 1)!|D|2

= − (d− n)!n

|D|2 δ
[ν1
ν′
1
...δ

νn]
ν′
n
(∂tΨν1)(∂

µ1Ψν
′
1)

n∏

l=2

(∂µl
Ψνl)(∂

µlΨν
′
l ) (A20)

Calculating |D|2 gives

|D|2 =
1

n!
ϵµ1...µn

i1...id−n
ϵ̃ν1...νn(∂µ1Ψν1)...(∂µnΨνn)

1

n!
ϵµ′

1...µ
′
n

i1...id−n ϵ̃ν′
1...ν

′
n
(∂µ1Ψν′

1
)...(∂µnΨν′

n
)

=
1

(n!)2
n!(d− n)!δ

[µ1

µ′
1
...δ

µn]
µ′
n
ϵ̃ν1...νn(∂µ1Ψν1)...(∂µnΨνn)ϵ̃ν′

1...ν
′
n
(∂µ

′
1Ψν′

1
)...(∂µ

′
nΨν′

n
)

= (d− n)!δ
[ν1
ν′
1
...δ

νn]
ν′
n

n∏

l=1

(∂µl
Ψνl)(∂

µlΨν
′
l ). (A21)

which gives

vµ1

candidate = −n
δ
[ν1
ν′
1
...δ

νn]
ν′
n
(∂tΨν1)(∂

µ1Ψν
′
1)
∏n
l=2(∂µl

Ψνl)(∂
µlΨν

′
l )

δ
[ν1
ν′
1
...δ

νn]
ν′
n

∏n
l=1(∂µl

Ψνl)(∂
µlΨν

′
l )

(A22)
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where it is understood that the repeated indices are summed over independently in the numerator and denominator.
By inserting this expression in the LHS of Eq. (A19) after multiplying by the denominator, we get

δ
[ν1
ν′
1
...δ

νn]
ν′
n

(
n∏

l=1

(∂µl
Ψνl)(∂

µlΨν
′
l )

)
∂tΨk

︸ ︷︷ ︸
(Mercury)

− nδ
[ν1
ν′
1
...δ

νn]
ν′
n
(∂tΨν1)(∂

µ1Ψν
′
1)

(
n∏

l=2

(∂µl
Ψνl)(∂

µlΨν
′
l )

)
∂µ1

Ψk.

︸ ︷︷ ︸
(Venus) (A23)

We split the term (Venus) into ν1 = k and ν1 ̸= k as follows

(Venus) =

nδ
[k
ν′
1
δν2ν′

2
...δ

νn]
ν′
n
(∂tΨk)(∂

µ1Ψν
′
1)

(
n∏

l=2

(∂µl
Ψνl)(∂

µlΨν
′
l )

)
∂µ1

Ψk

︸ ︷︷ ︸
(Tellus)

+n
∑

ν1 ̸=k
δ
[ν1
ν′
1
...δ

νn]
ν′
n
(∂tΨν1)(∂

µ1Ψν
′
1)

(
n∏

l=2

(∂µl
Ψνl)(∂

µlΨν
′
l )

)
∂µ1

Ψk.

︸ ︷︷ ︸
(Mars) (A24)

(Mars) is identically zero, which the following argument shows: Because of the antisymmetrization over ν1...νn, in
every term in (Mars) ν1, ..., νn will take every value 1, ..., n. Since ν1 ̸= k, it means that there is some m > 1 such
that νm = k. Isolating the corresponding factor from the product, we get

(Mars) = n
∑

ν1 ̸=k
δ
[ν1
ν′
1
...δ

νn]
ν′
n
(∂tΨν1)(∂

µ1Ψν
′
1)(∂µ1

Ψk)(∂µm
Ψk)(∂

µmΨν
′
m)




n∏

l=2,l ̸=m
(∂µl

Ψνl)(∂
µlΨν

′
l )


 = 0 (A25)

because the factor (∂µ1Ψν
′
1)(∂µ1

Ψk)(∂µm
Ψk)(∂

µmΨν
′
m), this is symmetric under the interchange ν′1 ↔ ν′m, but the

Kronicker-delta product is antisymmetric. Now consider (Mercury). As before, in every term, ν1, ..., νn will take every
value 1, ..., n. Thus, in each term of (Mercury), there will be an m such that νm = k, so we write

(Mercury) =
n∑

m=1

δ
[ν1
ν′
1
...δkν′

m
...δ

νn]
ν′
n
(∂µm

Ψk)(∂
µmΨν

′
m)




n∏

l=1̸=m

(∂µl
Ψνl)(∂

µlΨν
′
l )


 (∂tΨk)

=
n∑

m=1

δ
[k
ν′
m
δν1ν′

1
...δ

νm−1

ν′
m−1

δ
νm+1

ν′
m+1

...δ
νn]
ν′
n
(∂µm

Ψk)(∂
µmΨν

′
m)




n∏

l=1̸=m

(∂µl
Ψνl)(∂

µlΨν
′
l )


 (∂tΨk). (A26)

Now, renaming ν′m → ν′1, ν1 → ν2, ν
′
1 → ν′2, and so on up to ν′m−1 → ν′m, and µm → µ1, µ1 → µ2, and so on up to

µm−1 → µm, we get

(Mercury) =
n∑

m=1

δ
[k
ν′
1
δν2ν′

2
...δ

νn]
ν′
n
(∂µ1

Ψk)(∂
µ1Ψν

′
1)

(
n∏

l=2

(∂µl
Ψνl)(∂

µlΨν
′
l )

)
(∂tΨk)

= nδ
[k
ν′
1
δν2ν′

2
...δ

νn]
ν′
n
(∂µ1

Ψk)(∂
µ1Ψν

′
1)

(
n∏

l=2

(∂µl
Ψνl)(∂

µlΨν
′
l )

)
(∂tΨk) = (Tellus). (A27)

This, in turn, means (Mercury) = (Venus), which shows that vµ1

candidate is a solution to Eq. (A19). We have verified
this calculation explicitly up to n = d = 5, using symbolic mathematical software. In addition, it is straight-forward
to show that vµ1

candidate is orthogonal to ρi1...id−n
in the sense that vikcandidateρi1...ik...id−n

= 0 for all k. Identifying these

as the (d− n) necessary conditions to determine v(Ψ), we get v(Ψ) = vcandidate, and fix the gauge on v by v = v(Ψ).
which gives, finally, the closed expression for the velocity

vµ = −n
δ
[ν1
ν′
1
...δ

νn]
ν′
n
(∂tΨν1)(∂

µ1Ψν
′
1)
∏n
l=2(∂µl

Ψνl)(∂
µlΨν

′
l )

δ
[ν1
ν′
1
...δ

νn]
ν′
n

∏n
l=1(∂µl

Ψνl)(∂
µlΨν

′
l )

(A28)
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While this derivation holds in general, we note that in the case of n = d, there is no contraction in getting to Eq. (A18),
so the velocity can be equivalently written as

Special case n = d : vµ =
Jµ

ρ
= −nϵ

µ1...µn ϵ̃ν1...νn(∂tΨν1)
∏n
l=2(∂µl

Ψνl)

ϵµ1...µn ϵ̃ν1...νn
∏n
l=1 ∂µl

Ψνl
, (A29)

which together gives the expressions of the velocities in Eq. (14). For the physically most interesting cases of n ≤ d ≤ 3,
see Fig. 9.

Appendix B: Numerical methods

1. Bose-Einstein condesates

The damped Gross Pitaevskii equation, Eq. (16), is
solved by using a Fourier pseudo-spectral integration
scheme on a periodic grid of size [−32, 32] × [−32, 32]
with spatial discretization ∆x = ∆y = 0.25.

2. Active nematic liquid crystals

The evolution of the Q-tensor follows dissipative dy-
namics coupled with an incompressible Stokes fluid
flow [41]

∂tQij + v · ∇Qij −QikΩkj +ΩikQkj

= λWij + γ−1Hij , (B1)

(Γ− η∇2)vi = ∂j(αQji)−∇p, ∇ · v = 0, (B2)

where v is the flow velocity that advects the nematic
structure, p is the fluid pressure, Γ is the friction with a
substrate, η is the viscosity and αQ is the active stress.
The vorticity tensor 2Ωij = (∂ivj − ∂jvi) rotates the ne-
matic structure, λ is the flow alignment parameter which
aligns the nematic orientation in the direction of shear

Wij = Eij + (EikQkj +QikEkj)−QlkEkl(δij +Qij),

with the trace less strain rate 2Eij = (∂ivj + ∂jvi −
δij∂kvk). The molecular field

Hij = K∇2Qij +A(B − 2Q2
kk)Qij . (B3)

controls the relaxation to equilibrium with γ as the rota-
tional diffusivity. We have here assumed a single Frank
elastic constant K, treating splay and bend distortions
similarly. The second term in the molecular field is a re-
laxation to a homogeneous nematic state. The parameter
A is the quench dept,h and B sets the value of the order
parameter S0 =

√
B in the homogeneous state. We dis-

cretize the above equations on a [−64, 64]× [−64, 64] grid
with spatial discretization ∆x = ∆y = 0.5, and solve the
system using pseudo-spectral methods. The parameters
are set to K = Γ = γ = 1, A = λ = η = 0.5, B = 2 and
α = −1.4. The initial state is S =

√
2 with the angle of

the director θ being uniformly distributed in the interval
(−0.05, 0.05).

3. 2D square lattice PFC

To simulate the PFC dynamics, we use the sHPFC
model proposed in Ref. [46], namely

∂tψ = Γ∇2
δF sq

ψ

δψ
− v · ∇ψ, (B4)

coupled to a momentum equation for ∂tv

ρ0∂tv = ⟨µ̃c∇ψ −∇f̃⟩+ ΓS∇2v + f (ext). (B5)

⟨·⟩ is a convolution with a Gaussian kernel given by

⟨X̃⟩ =
∫
dr′

X̃(r′)
2πw2

exp

(
− (r − r′)2

2w2

)
, (B6)

which filters out variations on length scales smaller than
w. The quench depth in Eq (30) is set to r = −0.3 and
the average density to ψ̄ = −0.3. Parameters are set to
Γ = 1, ρ0 = ΓS = 2−6, and an initial velocity field v = 0.
As detailed in Ref. [46], we solve the system of coupled
equations with a Fourier pseudo-spectral method. The
spatial grid of the simulation is set to ∆x = ∆y = a0/7.
In the simulation reported in Fig. 5, the perfect lattice

is indented by an applied external force density given by

a Gaussian profile f (ext) = f0
(y−y0)
a0

exp
(
− (r−r0)

2

2w2

)
ex.

Above a critical strength f0 = 3.5µ/a0 and width w = a0,
this force causes the nucleation of a dislocation dipole.

4. 2D square lattice APFC

The evolution of the amplitudes as delivered by the
APFC model can then be directly expressed as

∂ηn
∂t

= −
∣∣∣q(n)

∣∣∣
2 δFη
δη∗n

, (B7)

with Fη the free energy depending on {ηn} that can be
derived by substituting Eq. (25) in F sq

ψ and integrating

over the unit cell [57]. By assuming constant ψ̄ it reads

Fη =

∫
d2r

(
s
N∑

n=1

|Gnηn|2 +W ({ηn}) + C(ψ̄)

)
, (B8)

with Gn = (∇2 + 2iq(n) · ∇), s a coefficient that con-
trols elastic constants, W ({ηn}) = r′Φ/2 + (3/4)Φ2 −
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Case Order parameter Charge density Formulae

d = 1, n = 1
Point defects

ρ = ∂xΨ
2Ψ0

vx = − ∂tΨ
∂xΨ

d = 2, n = 1
Line defects

ρi =
∂iΨ
2Ψ0

vi = −∂iΨ∂tΨ
|∇Ψ|2

d = 2, n = 2
Point defects

ρ =
ϵij ϵ̃mn(∂iΨm)(∂jΨn)

2πΨ2
0

vi = −2
ϵij ϵ̃mn(∂tΨm)(∂jΨn)
ϵij ϵ̃mn(∂iΨm)(∂jΨn)

d = 3, n = 1
Wall defects

ρi =
∂iΨ
2Ψ0

vi = −∂iΨ∂tΨ
|∇Ψ|2

d = 3, n = 2
Line defects

ρi =
ϵijk ϵ̃mn(∂jΨm)(∂kΨn)

2πΨ2
0

vi = −2
δ
[m

m′δ
n]

n′ (∂tΨm)(∂iΨm′
)(∂jΨn)(∂

jΨn′
)

δ
[m

m′δ
n]

n′ (∂iΨm)(∂iΨm′ )(∂jΨn)(∂jΨn′ )

d = 3, n = 3
Point defects

ρ =
ϵijk ϵ̃mno(∂iΨm)(∂jΨn)(∂kΨo)

8πΨ3
0

vi = −3
ϵijk ϵ̃mno∂tΨm∂jΨn∂kΨo

ϵijk ϵ̃mno∂iΨm∂jΨn∂kΨo

Figure 9. Examples of reduced defect field corresponding to stable topological defects in O(n) models for n = 1, 2, 3 in d = 1, 2, 3.
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(3/4)
∑N
n=1 |ηn|4 + fs({ηn}), r′ = r + 3ψ̄2, Φ =∑N

n=1 |ηn|2, and fs({ηn}) a symmetry-dependent poly-
nomial in the amplitudes. For the square symmetry
as encoded in Eq. (30) and the choice q(1) = (1, 0),
q(2) = (0, 1), q(3) = (1, 1), q(4) = (−1, 1) and
{q(n)} = {−q(n−4)} for n = 5, . . . , 8, we have f s({ηn}) =
2ψ̄(η1η2η

∗
3 + η1η

∗
2η4) + 3(η21η

∗
3η4 + η22η

∗
3η

∗
4) + c.c., with

{η∗n} = {ηn−4} for n = 5, . . . , 8 as ψ is a real function.
Therefore, one may consider just ηn with n = 1, . . . , 4
as variables. C(ψ̄) is a constant depending on ψ̄ [57],
set here to ψ̄ = −0.3 as set in the corresponding PFC
modeling of the 2D square lattice. r′ corresponds to a
phenomenological temperature. With r0 the solid-liquid
critical point, the solid crystalline phase is favored for
r′ < r0.

We simulate a stationary system hosting dislocations
with the APFC model exploiting the (FEM) numeri-
cal approach with adaptive grid refinement outlined in
Refs. [64, 65]. We consider dislocations with spacing
L = 50a0 arranged in a periodic, 2D matrix with alter-
nating Burgers vectors ±a0x̂. The system is initialized
by setting the displacement field of dislocation known
from classical continuum mechanics [47] in the phase of
amplitudes, −q(n) · u, and let relaxed according to the
amplitudes evolution law (B7). We can consider a system
2L× 2L by exploiting periodic boundary conditions.

In section VI, we characterize the extension of the core
of dislocations through the field D(n) as entering the
definition of the dislocation density tensor α, Eq. (29).
We compare the size of the defects extracted with the
aid of Gaussian fits (see Fig. 6(a)-(b)) with the exten-
sion of a solid-liquid interface, w, computed numerically
as the average of interface width for single amplitudes.
This is obtained by initializing the solid phase with a
straight interface having normal along the x-axis and
letting the system evolve by Eq. (B7) until reaching a
steady state. Then, a fit of each amplitude with a func-
tion ϕi = Āi[1−tanh(x−x̄i)/w̄i], representing a travelling
wave solution for a solid-liquid interface [52, 56, 58], is
performed with Āi, x̄i and w̄i parameters and the solid-
liquid interface thickness extracted as w =

∑4
i=1 w̄i/4.

5. 3D bcc lattice PFC

Numerical simulations reported in Sec. VI 2 are ob-
tained by solving the classical PFC equation encoding
dissipative dynamics,

∂tψ = ∇2
δF bcc

ψ

δψ
, (B9)

where F bcc
ψ is a free energy functional that produces a

stable bcc lattice, given by

F bcc
ψ =

∫
d3r

1

2
(L1ψ)

2 +
r

2
ψ2 +

1

4
ψ4. (B10)

As parameters, we use r = −0.3 and ψ0 = −0.325
with spatial discretization ∆x = ∆y = ∆z = a0/7 and

exploiting a Fourier pseudo-spectral integration scheme.
We consider a 51 × 51 × 51 cubic crystal as matrix in
which we embed a spherical inclusion with radius 17a0
rotated at an angle θrot about the [1, 1, 1]-axis. This ini-
tial condition is obtained just by a rotation of grid points
inside the inclusion. This leaves a sharp (and unphysi-
cal) interface which is regularized by letting this initial
condition relax as dictated by Eq. (B9) for 300 time steps
with ∆t = 0.1.
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fects, in Physique Des Défauts/ Physics of Defects, edited
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