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Abstract

We consider a market model with one riskfree and one risky asset, in which the
dynamics of the risky asset is governed by a geometric Brownian motion. In this
market we consider an investor who consumes from the bank account and who has
the opportunity at any time to transfer funds between the two assets. We suppose
that these transfers involve a fixed transaction cost k > 0, independent of the size
of the transaction, plus a cost proportional to the size of the transaction.

The objective is to maximize the cumulative expected utility of consumption
over a planning horizon. We formulate this problem as a combined stochastic con-
trol/impulse control problem, which in turn leads to a (nonlinear) quasivariational
Hamilton-Jacobi-Bellman inequality (QVHJBI). We prove that the value function
is the unique viscosity solution of this QVHJBI. Finally numerical results are pre-
sented.

1 Introduction

Let (Ω,F , P ) be a probability space with a given filtration {Ft}t≥0. We denote by X(t) the
amount of money the investor has in the bank at time t and by Y (t) the amount of money
invested in the risky asset at time t. We assume that in the absence of consumption and
transactions the process X(t) grows deterministically at exponential rate r, while Y (t) is
a geometric Brownian motion, i.e.

dX(t) = rX(t)dt; X(0) = x(1.1)

1Dept. of Mathematics, University of Oslo, P. O. Box 1053 Blindern, N–0316 Oslo, Norway
email: oksendal@math.uio.no

2Norwegian School of Economics and Business Administration, Helleveien 30, N–5045 Bergen, Norway
3INRIA, Domaine de Voluceau-Rocquencourt B.P. 105, F–78153 Le Chesnay Cedex, France

email: Agnes.Sulem@inria.fr

Øksendal & Sulem: Optimal consumption ... 1



Øksendal & Sulem: Optimal consumption ... 2

dY (t) = αY (t)dt + σY (t)dW (t) ; Y (0) = y(1.2)

where W (t) is a 1-dimensional Ft-Brownian motion and α > r > 0 and σ �= 0 are
constants.

Suppose that at any time t the investor is free to choose a consumption rate c(t) ≥ 0.
This consumption is automatically drawn from the bank account holding with no extra
costs. Moreover, at any time the investor can decide to transfer money from the bank
account to the stock and conversely. Assume that a purchase of size � of stocks incurs
a transaction cost consisting of a sum of a fixed cost k > 0 (independent of the size of
the transaction) plus a cost λ � proportional to the transaction (λ ≥ 0). These costs are
drawn from the bank account. Similarly a sale of size m of stocks incures the fixed cost
K > 0 plus the proportional cost µm (µ ≥ 0). For simplicity we will assume that K = k
and µ = λ. In this context the investor will only change his portfolio finitely many times
in any finite time interval. The control of the investor will consist of a combination of
a regular stochastic control c(t) and an impulse control v = (τ1, τ2, . . . ; ξ1, ξ2, . . .). Here
0 ≤ τ1 < τ2 < . . . are Ft-stopping times giving the times when the investor decides
to change his portfolio and {ξj ∈ R; j = 1, 2, . . .} are Fτj

-measurable random variables
giving the sizes of the transactions at these times. We assume that

c(t) is Ft-adapted, c(t, ω) ≥ 0 and lim
j→∞

τj = ∞ a.s.(1.3)

(possibly τn = ∞ a.s. for some n < ∞).

If such a control w = (c, v) is applied to the system (X(t), Y (t)) it gets the form

dX(t) = (rX(t) − c(t))dt ; τi ≤ t < τi+1(1.4)

dY (t) = αY (t)dt + σY (t)dW (t) ; τi ≤ t < τi+1(1.5)

X(τi+1) = X(τ−
i+1) − k − ξi+1 − λ|ξi+1| ,(1.6)

Y (τi+1) = Y (τ−
i+1) + ξi+1 .(1.7)

Thus a positive value of ξi+1 indicates that money is being taken from the bank account
at time τi+1 to buy stocks, and conversely if ξi+1 is negative.

If our agent has the amount x on the bank account and y in stocks, his net wealth is
given by

H(x, y) = max{x + y − λ|y| − k, min{x, y}} .(1.8)

Therefore it is natural to define the solvency region S by

S = {(x, y) ∈ R2; H(x, y) ≥ 0}(1.9)

and we put
S̃ = R+ × S .(1.10)
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Define the line segments �1, �2 by

�1 = {(x, y); x + (1 − λ)y = k, x < 0}(1.11)

�2 = {(x, y); x + (1 + λ)y = k, y < 0}(1.12)

and let the points P, Q be the end points of these segments, i.e.

P =
(
0,

k

1 − λ

)
, Q = (k, 0) .(1.13)

(See Figure 1 and also Remark 2.4.)

x

0

x + (1 + λ)y = k
Q
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y

Figure 1

The investor’s objective is to maximize over all combined controls w = (c, v) the expression

Jw(s, x, y) = Es,x,y
[ ∞∫

0

e−δ(s+t) c
γ(t)

γ
dt

]
= e−δsEx,y

[ ∞∫
0

e−δt c
γ(t)

γ
dt

]
(1.14)

where δ > 0, 0 < γ < 1 are constants (1−γ is the relative risk aversion coefficient), Es,x,y

denotes the expectation with respect to the probability law P s,x,y of

Z(t) = Zw(t): = (s + t, X(t), Y (t)) ; t ≥ 0(1.15)

starting at z = (s, x, y).
We seek the value function(s)

Φ(s, x, y) = sup
w∈W

Jw(s, x, y) , Ψ(x, y) = Φ(0, x, y)(1.16)
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where W = W(x, y) is the set of all admissible controls, i.e. all combined controls which
satisfy (1.3) and which do not cause the process Z(t) to exit from S. Note that

Jw(s, x, y) = e−δsJw(0, x, y) and Φ(s, x, y) = e−δsΦ(0, x, y) = e−δsΨ(x, y) ,(1.17)

so the introduction of the s-variable is not really necessary. However, it turns out to be
convenient in order to simplify the notation and the arguments in some of the proofs later.

We also seek a corresponding optimal control, i.e. a combined control w∗ such that

Φ(s, x, y) = Jw∗
(s, x, y) = e−δsΨ(x, y) .(1.18)

This problem may be regarded as a generalization of optimal consumption and portfolio
problems studied by Merton [M] and Davis & Norman [DN]. See also Shreve and Soner
[SS]. [M] considers the case with no transaction costs (λ = k = 0), in which case the
problem is no longer a combined control problem but a pure stochastic control problem.
In this case it is proved in [M] that it is optimal to choose the portfolio such that

Y (t)

X(t)
=

π∗

1 − π∗ for all t ,(1.19)

(the Merton line) where

π∗ =
α − r

(1 − γ)σ2
.(1.20)

Moreover, the corresponding value function in the Merton case λ = k = 0 is given by

Ψ0(x, y) = C1(x + y)γ(1.21)

where

C1 =
1

γ
Cγ−1

0 , with C0 =
1

1 − γ

[
δ − γr − γ(α − r)2

2σ2(1 − γ)

]
(1.22)

provided that

δ > γ
[
r +

(α − r)2

2σ2(1 − γ)

]
.(1.23)

See e.g. [DN, Section 2].
From now on we assume that (1.23) holds.

It is easy to see that
Ψ(x, y) ≤ Ψ0(x, y) .(1.24)

This is also pointed out in Corollary 2.2, to be proved later.
[DN] and [SS] consider the case with proportional transaction costs only (k = 0), in

which case the problem can be formulated as a singular stochastic control problem. It is
proved in [DN] and [SS] that under some conditions there exist two straight lines Γ1, Γ2
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through the origin, bounding a cone NT , such that it is optimal to make no transactions if
(X(t), Y (t)) ∈ NT and make transactions corresponding to local time at ∂(NT ), resulting
in reflections back to NT every time (X(t), Y (t)) ∈ ∂(NT ). Depending on the parameters
the Merton line may or may not go between the lines Γ1, Γ2 (see the discussion in [AMS,
Section 7.2]). For an extension of these results to markets with jumps see [FØS1] and
[FØS2].

x

y = π∗

1−π∗ x

Γ2

Γ1

NT

The Merton line

y

Figure 2

The first paper to model markets with fixed transaction costs k > 0 by impulse control
theory seems to be [EH], but they do not consider optimal consumption.

Perhaps the paper which is closest to ours is [K]. Here optimal consumption in markets
with fixed transaction costs are considered, but consumption is only allowed at the discrete
times of the transactions. This makes it possible to put the problem within the framework
of impulse control and quasi-variational inequalities.

In our paper we allow consumption to take place at any time, independent of the
(discrete) times chosen for the transactions. As explained above we model this as a
combined stochastic control and impulse control problem, or a combined control problem,
for short.

In Section 2 we introduce quasi-variational Hamilton-Jacobi-Bellman inequalities
(QVHJBI) associated to this combined control problem. We point out that if a function
ψ(x, y) satisfies these QVHJBI (and some additional smoothness conditions), then ψ
coincides with the value function Ψ, defined by (1.16). (See Theorem 2.1).

In Section 3 we prove that the value function Ψ is the unique viscosity solution of the
QVHJBI formulated in Section 2.

Finally in Section 4 we present some numerical estimates for Ψ and the optimal
consumption-investment policy w∗ = (c∗, v∗).

For other recent papers on impulse control and combined control see e.g. [BØ], [MØ],
[CZ1], [CZ2] and [BP] and the references therein. We refer to [BL] for a comprehensive
treatment of the general theory of impulse control and their quasi-variational inequalities.
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Remark 1.1 Another natural choice of solvency region would be the set

S+: = [0,∞) × [0,∞) .(1.25)

This choice models a situation where no borrowing or shortselling is allowed. We will
mostly use the choice S given by (1.9) in this paper, but we point out that the proofs
carry over to the S+ case with only minor modifications. (Usually the S+ case is simpler.)

2 Quasi-variational Hamilton-Jacobi-Bellman

inequalities (QVHJBI)

Let Ac be the generator of the process Zc(t) = (s + t, Xc(t), Y c(t)) when there are no
transactions, i.e. Ac is the partial differential operator given by

(Acf)(s, x, y) =
∂f

∂s
+ (rx − c)

∂f

∂x
+ αy

∂f

∂y
+ 1

2
σ2y2∂2f

∂y2
(2.1)

for any f : R3 → R and (s, x, y) such that the derivatives exist. In particular, if
f(s, x, y) = e−δsg(x, y) then

(Acf)(s, x, y) = e−δsLcg(x, y) ,

where

Lcg(x, y) = −δg + (rx − c)
∂g

∂x
+ αy

∂g

∂y
+ 1

2
σ2y2 ∂2g

∂y2
.(2.2)

For (x, y) ∈ S and ξ �= 0 put

x′ = x′(ξ) = x − k − ξ − λ|ξ| , y′ = y′(ξ) = y + ξ .(2.3)

We define the intervention operator M by

Mh(x, y) = sup{h(x′, y′); ξ ∈ R \ {0}, (x′, y′) ∈ S}(2.4)

for all locally bounded h : S → R+, (x, y) ∈ S.
If (x′, y′) �∈ S for all ξ ∈ R\{0} we put Mh(x, y) = 0. If for all (x, y) ∈ S there exists

(x′, y′) = (x′(ξ), y′(ξ)) ∈ S such that

Mh(x, y) = h(x′, y′)

then we put
ξ̂(x, y) = ξ̂h(x, y) = (x′, y′)(2.5)

(More precisely, we let ξ̂(x, y) denote a measurable selection of the map (x, y) → (x′, y′).)
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If Φ is the value function for our problem, then for each s we can interprete MΦ(s, x, y)
as the maximal value we can obtain by making an admissible transaction at (s, x, y).

Following [BØ] we call a locally bounded function h : S̃ → R+ stochastically C2 with
respect to Zc if (Ach)(z) exists for a.a. z = (s, x, y) with respect to the Green measure
(expected occupation time measure) G(z0, ·), and the generalized Dynkin formula holds
for h, i.e.

E
z0 [h(Zc(τ ′))] = E

z0 [h(Zc(τ))] + E
z0

[ τ ′∫
τ

(Ach)(Zc(t))dt
]

for all stopping times τ, τ ′ such that

τ ≤ τ ′ ≤ TR: = inf{t > 0, |Zc(t)| ≥ R} ∧ R for some R < ∞ .(2.6)

Recall that for each z0 ∈ S̃ the Green measure G(z0, ·) of the process Zc in S̃ is defined
by

G(z0, H) = E
z0

[ τ∫
0

XH(Zc(t))dt
]

for all Borel sets H ⊂ S̃

where τ = inf{t > 0; Zc(t) �∈ S̃} and XH(z) = 1 if z ∈ H, XH(z) = 0 if z �∈ H.
If h is a function on S we define

Lh(x, y) = sup
c≥0

{
Lch(x, y) +

cγ

γ

}
; (x, y) ∈ S(2.7)

and

L0h(x, y) = L0h(0, y) = −δh + αy
∂h

∂y
+ 1

2
σ2y2∂2h

∂y2
(2.8)

for all points (x, y) where the partial derivatives of h involved in Lch exist.
We then put (see (1.11)–(1.13) for definitions of �1, �2 and P )

L1h(x, y) =

 Lh(x, y) for (x, y) ∈ S \ (�1 ∪ �2) \ [0, P ]

L0h(x, y) for (x, y) ∈ [0, P ]
(2.9)

Note that at [0, P ] the only admissible consumption is c = 0.
By adapting Theorem 3.1 in [BØ] to our situation we get the following sufficient

QVHJBI:

Theorem 2.1 Let S and S̃ be as defined in (1.9) and put U = S\(�1∪�2), Ũ = [0,∞)×U .

a) Suppose we can find a locally bounded function ψ : S → R+ such that ψ ∈ C1(U) and

φ(s, x, y): = e−δsψ(x, y) is stochastically C2 with respect to Zc(t)(2.10)

for all Markov controls c = c(x, y)

L1ψ ≤ 0 a.e. with respect to G(z0, ·) on Ũ for all z0 ∈ Ũ(2.11)

ψ(x, y) ≥ Mψ(x, y) for all (x, y) ∈ U .(2.12)
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Then
ψ(x, y) ≥ Ψ(x, y) for all (s, x, y) ∈ Ũ .

b) Define the continuation region

D = {(x, y) ∈ U ; ψ(x, y) > Mψ(x, y)} .

Suppose
L1ψ(x, y) = 0 on D .(2.13)

and that ξ̂(x, y) = ξ̂ψ(x, y) (defined in (2.5)) exists for all (x, y) ∈ S. Define

c∗(x, y) =

 (∂ψ
∂x

)
1

γ−1 for (x, y) ∈ U \ [0, P ]

0 for (x, y) ∈ [0, P ]

and define the impulse control

v∗: = (τ ∗
1 , τ ∗

2 , . . . ; ξ∗1 , ξ
∗
2 , . . .)

as follows:
Put τ ∗

0 = 0 and inductively

τ ∗
k+1 = inf{t > τ ∗

k ; (X(k)(t), Y (k)(t)) �∈ D}(2.14)

ξ∗k+1 = ξ̂(X(k)(τ ∗−
k+1), Y

(k)(τ ∗−
k+1))(2.15)

where ξ̂ is as defined in (2.5) and (X(k), Y (k)) is the process obtained by applying the
combined control

w(k): = (c∗, (τ ∗
1 , . . . , τ ∗

k ; ξ∗1 , . . . , ξ
∗
k)) ; k = 1, 2, . . .

Suppose w∗: = (c∗, v∗) ∈ W and that

e−δtψ(X(w∗)(t), Y (w∗)(t)) → 0 as t → ∞ a.s.(2.16)

and that the family

{e−δτψ(X(w∗)(τ), Y (w∗)(τ)); τ stopping time}(2.17)

is uniformly integrable. Then
ψ(x, y) = Ψ(x, y)(2.18)

and w∗ is optimal.
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Proof. This follows by the proof of Theorem 3.1 in [BØ] with only minor modifications.
Note that the Hamilton-Jacobi-Bellman inequality (HJBI) (3.7) in [BØ] has the fol-

lowing form in our case, if (x, y) ∈ U \ [0, P ],

Lψ(x, y) = sup
c≥0

{
− δψ + (rx − c)

∂ψ

∂x
+ αy

∂ψ

∂y
+

1

2
σ2y2∂2ψ

∂y2
+

cγ

γ

}
≤ 0 .

This can only hold if ∂ψ
∂x

> 0 and then the supremum of this expression is obtained when

c = c∗ =
(

∂ψ

∂x

) 1
γ−1

.(2.19)

If (x, y) ∈ [0, P ] then only the zero consumption c = c∗ = 0 is admissible so again by the
HJBI we get L0ψ(0, y) = 0. �

We can use this to prove the claim (1.24):

Corollary 2.2
a) As in (1.21)–(1.22) let

Ψ0(x, y) = C1(x + y)γ(2.20)

be the value function for the Merton problem (k = λ = 0). Then

Ψ(x, y) ≤ Ψ0(x, y) for all (x, y) ∈ S .(2.21)

b) Let b be a constant such that

1 − λ ≤ b ≤ 1 + λ(2.22)

Suppose
δ > γα .(2.23)

Then there exists K < ∞ such that

Ψ(x, y) ≤ K(x + by)γ for all (x, y) ∈ S .(2.24)

Proof. a) We verify that ψ: = Ψ0 satisfies the conditions of Theorem 2.1 a): First,
φ(s, x, y) = e−δsψ(x, y) is C2 and therefore trivially stochastically C2. Hence (2.10) holds.
Second, ψ satisfies (2.11), because Ψ0 satisfies the Hamilton-Jacobi-Bellman equation.
Third, if we put, as in (2.3)

x′ = x′(ξ) = x − ξ − k − λ|ξ| and y′ = y′(ξ) = y + ξ ,

then x′ + y′ ≤ x + y for all x, y, ξ and therefore

MΨ0(x, y) = sup
ξ �=0

Ψ0(x
′, y′) = sup

ξ �=0
{C1(x

′ + y′)γ}

≤ C1(x + y)γ = Ψ0(x, y) ,(2.25)
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where C1 is defined in (1.22). Therefore (2.12) also holds. Hence (2.21) follows.

b) We proceed as in a), except now we choose K < ∞ and define

u(x, y) = K(x + by)γ .(2.26)

Now we get

x′ + by′ =
{

x + by − k − ξ(1 + λ − b) for ξ > 0
x + by − k − ξ(1 − λ − b) for ξ < 0

Thus in any case we have, by (2.22),

x′ + by′ ≤ x + by

and this proves that
u(x, y) ≥ Mu(x, y) .

It remains to verify that ψ: = u satisfies (2.11): By (2.26) we get

Lu(x, y) = (x + by)γ−2
[(

1 − γ

γ
(Kγ)

γ
γ−1 − δK

)
(x + by)2

+Kγ(rx + αby)(x + by) − 1
2
σ2Kγ(1 − γ)b2y2

]
.

Hence Lu(x, y) ≤ 0 for all (x, y) ∈ S if and only if[
1 − γ

γ
(Kγ)

γ
γ−1 − δK + Kγα

]
(x + by)2 ≤ 1

2
σ2Kγ(1 − γ)b2y2

for all (x, y) ∈ S. This holds if and only if

δ > γα + (1 − γ)(Kγ)
1

γ−1 .(2.27)

If (2.23) holds, then (2.27) holds for K large enough. Thus (2.24) follows from Theo-
rem 2.1a). �

Remark 2.3 Corollary 2.2 proves in particular that the value function Ψ is finite. More-
over, Ψ(x, y) is bounded on every straight line in S of the form

x + by = constant,

for every constant b ∈ [1 − λ, 1 + λ].
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x
0

�2

(x′, y′)
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(x′, y′) (x, y)

(x, y)
�1

y

Figure 3

Remark 2.4 (Some comments on the boundary behaviour) Suppose the current
position of the investor is a point (x, y) ∈ S. If we make a transaction of size ξ at that
instant, then after the transaction the new position is given by{

x′ = x − ξ − λ|ξ| − k
y′ = y + ξ

(2.28)

Hence
x′ + (1 − λ)y′ = x + (1 − λ)y − k − λ(|ξ| + ξ)(2.29)

and
x′ + (1 + λ)y′ = x + (1 + λ)y − k − λ(|ξ| − ξ) .(2.30)

In particular, if we sell stocks (ξ < 0) then x′ + (1 − λ)y′ = x + (1 − λ)y − k, so (x, y)
will move to a point (x′, y′) on the line parallell to �1 lying k

1−λ
units below the parallell

of �1 through (x, y). See Figure 3.
Similarly, if we buy stocks (ξ > 0) then x′ + (1 + λ)y′ = x + (1 + λ)y − k, so (x, y) will

move to a point (x′, y′) on the line parallell to �2 lying k
1+λ

units below the parallell of �2

through (x, y).
We now use this to deduce the boundary behaviour of the value function Ψ on ∂S.

(i) If (x, y) ∈ �1 then we have to make an immediate transaction to avoid that the
diffusion Y (t) will take us out of S. By the above we see that the only possibility
is to sell stocks of such an amount that (x′, y′) = (0, 0). We conclude that

Ψ(x, y) = MΨ(x, y) = 0 for (x, y) ∈ �1 .(2.31)

(ii) If (x, y) ∈ �2 we argue similarly: The only admissible action is to buy stocks imme-
diately of such an amount that (x′, y′) = (0, 0). Hence
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Ψ(x, y) = MΨ(x, y) = 0 for (x, y) ∈ �2 .(2.32)

(iii) On the segment 0 < x < k, y = 0 we are not allowed to make any transaction.
There is no diffusion and all we can do is to consume optimally. Hence the HJB
equation indicates that, with L as in (2.7) we should have

LΨ = −δΨ + rx
∂Ψ

∂x
+

1 − γ

γ

(
∂Ψ

∂x

) γ
γ−1

= 0 for x ∈ (0, k) ,(2.33)

provided that Ψ is smooth enough (see Section 4).

(iv) On the segment x = 0, 0 < y < k
1−λ

we cannot consume because this would bring
us outside S. Hence the HJB equation indicates that

LΨ(0, y) = c∗ = 0 for 0 < y < k
1−λ

(2.34)

and hence that

L0Ψ: = −δΨ + αy
∂Ψ

∂y
+ 1

2
σ2y2∂2Ψ

∂y2
= 0 for 0 < y < k

1−λ
,(2.35)

provided that Ψ is smooth enough (see Section 4).

Summarizing we see that the boundary behaviour of Ψ on ∂S can be described by
Ψ(x, y) = MΨ(x, y) = 0 for (x, y) ∈ �1 ∪ �2

LΨ(x, y) = 0 for 0 ≤ x ≤ k, y = 0 i.e., (x, y) ∈ [0, Q]
L0Ψ(x, y) = 0 for x = 0, 0 ≤ y ≤ y1 = k

1−λ
i.e., (x, y) ∈ [0, P ].

(2.36)

Note that Ψ is not continuous on ∂S: The points (0, k
1−λ

) and (k, 0) are points of
discontinuity. However, Ψ is upper semicontinuous.

3 Viscosity solutions

Theorem 2.1 is a verification theorem, stating that if we can find a smooth enough function
satisfying the required (quasi-) variational inequalities, then we have also found the value
function of the problem. It is natural to ask if the converse is also true: Is the value
function always a solution of the corresponding (quasi-) variational inequalities? The
problem is that the value function need not be smooth enough for these inequalities to
be welldefined in the strong sense. In fact, the value function is not even continuous at
the points P and Q (see (2.36) and below). However, we shall see that the inequalities
are satisfied in a weak sense: The value function is a viscosity solution of the (quasi-)
variational inequalities.

We first recall the following concepts, which will be useful for us:
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Definition 3.1 If C is a topological space and u: C → R is a function, then the upper
semi-continuous (usc) envelope u: C → R and the lower semi-continuous (lsc) envelope
u: C → R of u are defined by

u(x) = lim sup
y→x
y∈C

u(y) , u(x) = lim inf
y→x
y∈C

u(y) , respectively.

We let USC(C) and LSC(C) denote the set of usc functions and lsc functions on C,
respectively.

Note that in general we have
u ≤ u ≤ u

and that u is usc if and only if u = u, u is lsc if and only if u = u. In particular, u is
continuous if and only if

u = u = u .

We establish some auxiliary results about the operator M:

Lemma 3.2
(i) If u : S → R is usc, then Mu is usc.
(ii) If u : S → R is continuous, then Mu is continuous.

Proof. (i) Suppose u : S → R is usc. For ζ = (x, y) ∈ S define

�(ζ) = �(x, y) = {(x′(ξ), y′(ξ)) ∈ S ; ξ ∈ R \ {0}}

where x′, y′ are as in (2.3). Then �(ζ) is a union of two closed finite line segments and
since u is usc there exists ζ∗ ∈ �(ζ) such that

Mu(ζ) = sup{u(ζ ′); ζ ′ ∈ �(ζ)} = u(ζ∗) .

Fix ζ0 ∈ S and let {ζn}∞n=1 be a sequence in S such that ζn → ζ0 as n → ∞. We must
show that

Mu(ζ0) ≥ lim sup
n→∞

Mu(ζn) .

Let ζ̂ be a cluster point of {ζ∗
n}∞n=1, i.e. ζ̂ is the limit of some convergent subsequence

{ζ∗
nk
}∞k=1 of {ζ∗

n}∞n=1. Since ζn → ζ0 we see that �(ζn) → �(ζ0), in the natural sense. Hence,

since ζ∗
nk

∈ �(ζnk
) for all k, we conclude that ζ̂ = lim

k→∞
ζ∗
nk

∈ �(ζ0). Therefore

Mu(ζ0) ≥ u(ζ̂) ≥ lim sup
n→∞

u(ζ∗
n) = lim sup

n→∞
Mu(ζn) .

(ii) Suppose u : S → R is continuous. Fix ζ0 ∈ S and let ζn → ζ0 as in (i). By (i) it
suffices to show that

(∗) Mu(ζ0) ≤ lim inf
n→∞

Mu(ζn) .
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Suppose not. Then u(ζ∗
0 ) = Mu(ζ0) > lim inf

n→∞
Mu(ζn) + ε = lim inf

n→∞
u(ζ∗

n) + ε for some

ε > 0.
Since u is continuous there is a neighbourhood G of ζ∗

0 such that

u(ζ ′) ≥ lim inf u(ζ∗
n) + ε for all ζ ′ ∈ G .

But if n is big enough we have �(ζn)∩G �= ∅ so since ζ∗
n is a maximum point of u on �(ζn)

we have
u(ζ∗

n) ≥ u(ζ ′) for n big enough .

This contradiction shows that (∗) holds, and the proof is complete. �

Lemma 3.3 (i) Let u : S → R. Then Mu ≤ Mū.
(ii) Let ψ : S → R be such that ψ ≥ Mψ. Then ψ ≥ Mψ.

Proof. (i): Choose ζ0, ζn ∈ S, n = 1, 2, . . ., such that ζn → ζ0 and Mu(ζn) → Mu(ζ0)
as n → ∞. Then by Lemma 3.2 (i) applied to the usc function ū

Mu(ζ0) = lim
n→∞

Mu(ζn) ≤ lim sup
n→∞

Mū(ζn) ≤ Mū(ζ0)

(ii): Choose ζ0, ζn ∈ S, n = 1, 2, . . ., such that ζn → ζ0 and Mψ(ζn) → Mψ(ζ0) as
n → ∞. Then

ψ(ζ0) ≥ Mψ(ζ0) = lim
n→∞

Mψ(ζn) ≥ lim inf
n→∞

Mψ(ζn) ≥ Mψ(ζ0) .

�

Corollary 3.4 Suppose u : S → R is usc and u(ζ0) > Mu(ζ0) + η for some ζ0 ∈ S,
η > 0. Then u(ζ0) > Mu(ζ0) + η.

Proof. u(ζ0) > Mu(ζ0) + η = Mū(ζ0) ≥ Mu(ζ0) + η by Lemma 3.3 (i). �

As in (2.7) we let L be the differential operator

Lh(x, y) = sup
c≥0

{
− δh + (rx − c)

∂h

∂x
+ αy

∂h

∂y
+

1

2
σ2y2∂2h

∂y2
+

cγ

γ

}
(3.1)

and as in (2.2) we put

Mh(x, y) = sup
ξ �=0

{h(x′, y′); (x′, y′) ∈ S} for (x, y) ∈ S ,(3.2)

where
x′ = x − k − ξ − λ|ξ| , y′ = y + ξ .(3.3)
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The inequalities (2.11), (2.12) and (2.13) of Theorem 2.1 together with the boundary
behaviour (2.36) can be combined into one equation as follows:

F (D2Ψ(ζ), DΨ(ζ), Ψ, ζ) = 0 for all ζ = (x, y) ∈ S ,(3.4)

where
F :R2×2 × R2 × RS × R2 → R

is defined by

F (A, p, g, ζ) =



max{Λ(A, p, g, ζ), (Mg − g)(ζ)} ; ζ ∈ S0

Λ(A, p, g, ζ) ; ζ ∈ [0, Q]

Λ0(A, p, g, ζ) ; ζ ∈ [0, P ]

(Mg − g)(ζ) ; ζ ∈ �1 ∪ �2

(3.5)

where

Λ(A, p, g, ζ) = −δg + rζ1p1 + αζ2p2 + 1
2
σ2ζ2

2A22 + maxc≥0

(
− cp1 + cγ

γ

)
(3.6)

and
Λ0(A, p, g, ζ) = −δg + αζ2p2 + 1

2
σ2ζ2

2A22 , A = [Aij]1≤i,j≤2 .(3.7)

Note that F is not a local operator: The value of F at (A, p, g, ζ) depends on the value
of g on the whole space S.

Also note that

F (A, p, g, ζ) = max{Λ(A, p, g, ζ), (Mg − g)(ζ)} for all ζ ∈ S(3.8)

and that
F (A, p, g, ζ) = F (A, p, g, ζ) (i.e. F is lsc)(3.9)

Following Barles [B] we now give the definition of viscosity solution of elliptic equations
of type (3.4):

Definition 3.5
a) A function u ∈ USC(S) is a viscosity subsolution of

F (D2u(ζ), Du(ζ), u, ζ) = 0 for all ζ = (x, y) ∈ S(3.10)

if for every function f which is C2 in a neighbourhood of S and for every point ζ0 ∈ S
such that f ≥ u on S and f(ζ0) = u(ζ0) we have

F (D2f(ζ0), Df(ζ0), u, ζ0) ≥ 0 .(3.11)
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b) A function u ∈ LSC(S) is a viscosity supersolution of (3.10) if for every function f
which is C2 in a neighbourhood of S and for every point ζ0 ∈ S such that f ≤ u on S and
f(ζ0) = u(ζ0) we have

F (D2f(ζ0), Df(ζ0), u, ζ0) ≤ 0 .(3.12)

c) We say that a function u:S → R is a viscosity solution of (3.10) if u is locally
bounded and u is a viscosity subsolution and u is a viscosity supersolution of (3.10).

An equivalent definition of viscosity solutions which is useful for proving uniqueness
results is the following (see [CIL, Section 2]):

Definition 3.6
a) A function u ∈ USC(S) is a viscosity subsolution of (3.4) if

F (A, p, u, ζ) ≥ 0 for all (p, A) ∈ J̄2,+
S u(ζ), ζ ∈ S(3.13)

b) A function u ∈ LSC(S) is a viscosity supersolution of (3.4) if

F (A, p, u, ζ) ≤ 0 for all (p, A) ∈ J̄2,−
S u(ζ), ζ ∈ S .

Here the second order “superjets” J2,+
S , J2,−

S and their “closures” J̄2,+
S , J̄2,−

S are defined
by

J2,+
S u(ζ) = {(p, A) ∈ R2 × R2×2 ;

lim sup
η→ζ
η∈S

{[u(η) − u(ζ) − p · (η − ζ) − 1
2
(η − ζ)T A(η − ζ)]|η − ζ|−2} ≤ 0}(3.14)

(where ( )T denotes matrix transposed)

J̄2,+
S u(ζ) = {(p, A) ∈ R2 × R2×2 ; ∃(ζn, pn, An) ∈ S × R2 × R2×2 ,

with (pn, An) ∈ J2,+
S u(ζn) and (ζn, u(ζn), pn, An)

→ (ζ, u(ζ), p, A) when n → ∞}(3.15)

and
J2,−
S u = −J2,+

S (−u) , J̄2,−
S u = −J̄2,+

S (−u) .(3.16)

We are now ready for the first main result of this section:

Theorem 3.7 Suppose (2.23) holds. Then the value function Ψ is a viscosity solution of
(3.4).
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Proof. We first make some useful observations:
Suppose w = (c, v) ∈ W is an admissible control with v = (τ1, τ2, . . . ; ξ1, ξ2, . . .) where
τ1 > 0 a.s. Then by the Markov property we have, with Jw as in (1.14),

Jw(z) = Ez
[ τ∫

0

e−δ(s+t) c
γ(t)

γ
dt + Jw(Z(w)(τ))

]
(3.17)

for all stopping times τ ≤ τ1.
Note that

Ψ(ζ) ≥ MΨ(ζ) for all ζ ∈ S .(3.18)

To see this, suppose on the contrary that there exists ζ1 such that

Ψ(ζ1) < MΨ(ζ1) .

This would mean that we could improve the performance at ζ1 by making a transaction
immediately. This contradicts that Ψ(ζ1) is the optimal performance value at ζ1.

Also note that since τ1 is a stopping time, we know that {ω; τ1(ω) = 0} is F0-
measurable and hence this event has either probability 1 or 0. So we either have

τ1(ω) = 0 a.s. or τ1(ω) > 0 a.s.

a) We prove that Ψ̄ is a viscosity subsolution. To this end, let f be a C2 function in
a neighbourhood of S and let ζ0 ∈ S be such that f ≥ Ψ̄ on S and f(ζ0) = Ψ̄(ζ0). We
consider two cases separately:

Case 1. Ψ̄(ζ0) ≤ MΨ̄(ζ0).
Then by (3.8) F̄ (D2f(ζ0), Df(ζ0), f(ζ0), Ψ̄, ζ0) ≥ (MΨ̄ − Ψ̄)(ζ0) = 0 and hence (3.11)
holds at ζ0 for u = Ψ̄.

Case 2. Ψ̄(ζ0) > MΨ̄(ζ0).
It suffices to prove that Lf(ζ0) ≥ 0.

We argue by contradiction: Suppose ζ0 = (x0, y0) ∈ S and Lf(ζ0) < 0. Then from
the definition (3.1) of L we deduce that ∂f

∂x
(ζ0) > 0. Hence by continuity, ∂f

∂x
(ζ) > 0 in a

neighbourhood G of ζ0. But then, with ζ = (x, y),

Lf(ζ) = −δf(ζ) + (rx − ĉ)
∂f

∂x
+ αy

∂f

∂y
+ 1

2
σ2y2∂2f

∂y2
+

ĉγ

γ

with ĉ = ĉ(ζ) = (∂f
∂x

)
1

γ−1 for all ζ ∈ G ∩ S.
Hence Lf(ζ) is continuous on G ∩ S and so there exists a (bounded) neighbourhood

Gρ of ζ0 such that Gρ = {(x, y); |x − x0| < ρ and |y − y0| < ρ} for some ρ > 0 and

Lf(ζ) < 1
2
Lf(ζ0) < 0 for all ζ ∈ Gρ ∩ S .(3.19)
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Now let η be any number such that

0 < η < (Ψ̄ −MΨ̄)(ζ0) .(3.20)

Since Ψ̄(ζ0) > MΨ̄(ζ0) + η we can by Corollary 3.4 find a sequence {ζn}∞n=1 ⊂ Gρ ∩ S
such that ζn → ζ0 and Ψ(ζn) → Ψ̄(ζ0) as n → ∞ and

MΨ(ζn) < Ψ(ζn) − η for all n ≥ 1 .(3.21)

Choose ε ∈ (0, η). Since Ψ̄(ζ0) = f(ζ0) we can choose n0 such that

|Ψ(ζn) − f(ζn)| < ε for all n ≥ n0 .(3.22)

In the following we fix n ≥ n0 and put ζ = ζn.
Let w̃ = (c̃, ṽ) with ṽ = (τ̃1, τ̃2, . . . ; ξ̃1, ξ̃2, . . .) be an ε-optimal control for ζ, in the

sense that
Ψ(ζ) ≤ J w̃(0, ζ) + ε .

If τ̃1 = 0 a.s. then (X(w̃), Y (w̃)) makes an immediate jump from ζ to some point ζ ′ ∈ S
and hence by (3.17)

J w̃(0, ζ) = E0,ζ0 [J w̃(0, ζ ′)] .

But then

Ψ(ζ) ≤ J w̃(0, ζ) + ε = E0,ζ [J w̃(0, ζ ′)] + ε ≤ E0,ζ [Ψ(ζ ′)] + ε ≤ MΨ(ζ) + ε

which contradicts (3.21). We conclude that τ̃1 > 0 a.s.
Fix R < ∞ and define τ to be the stopping time

τ = τ(ε) = τ̃1 ∧ R ∧ inf{t > 0; (X(w̃)(t), Y (w̃)(t)) �∈ Gρ} .

Then by the Dynkin formula we have

E0,ζ [e−δτf(X(w̃)(τ), Y (w̃)(τ))] = f(ζ) + E0,ζ
[ τ∫

0

e−δtLc̃f(X(w̃)(t), Y (w̃)(t))dt
]

+E0,ζ [e−δτ [f(X(w̃)(τ), Y (w̃)(τ)) − f(X(w̃)(τ−), Y (w̃)(τ−))]]

or

E0,ζ [e−δτf(X(w̃)(τ−), Y (w̃)(τ−))]=f(ζ) + E0,ζ
[ τ∫

0

e−δtLc̃f(X(w̃)(t), Y (w̃)(t))dt
]
.
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Combining this with (3.17) we get, since Ψ ≥ MΨ,

Ψ(ζ) ≤ J (w̃)(0, ζ) + ε

= E0,ζ
[ τ∫

0

e−δt c̃
γ(t)

γ
dt + J w̃(Z(w̃)(τ))

]
+ ε

≤ E0,ζ
[ τ∫

0

e−δt c̃
γ(t)

γ
dt + e−δτΨ(X(w̃)(τ), Y (w̃)(τ))

]
+ ε

≤ E0,ζ
[ τ∫

0

e−δt c̃
γ(t)

γ
dt + e−δτ{Ψ(X(w̃)(τ−), Y (w̃)(τ−)) · χτ<τ̃1

+MΨ(X(w̃)(τ−), Y (w̃)(τ−)) · χτ=τ̃1}
]

+ ε

≤ E0,ζ
[ τ∫

0

e−δt c̃
γ(t)

γ
dt + e−δτΨ(X(w̃)(τ−), Y (w̃)(τ−))

]
+ ε

≤ E0,ζ
[ τ∫

0

e−δt c̃
γ(t)

γ
dt + e−δτf(X(w̃)(τ−), Y (w̃)(τ−))

]
+ ε

= f(ζ) + E0,ζ
[ τ∫

0

e−δt
(
Lc̃f(X(w̃)(t), Y (w̃)(t)) +

c̃γ(t)

γ

)
dt

]
+ ε

≤ Ψ(ζ) + E0,ζ
[ τ∫

0

e−δtLf(X(w̃)(t), Y (w̃)(t))dt
]

+ 2ε .

We conclude from this that

E0,ζ
[ τ∫

0

e−δtLf(X(w̃)(t), Y (w̃)(t)dt
]
≥ −2ε .(3.23)

On the other hand, from (3.19) we deduce that

E0,ζ
[ τ∫

0

e−δtLf(X(w̃)(t), Y (w̃)(t))dt
]
≤ 1

2δ
Lf(ζ)(1 − E0,ζ [e−δτ ]) .(3.24)

We claim that

E0,ζn [e−δτ(ε)] is bounded away from 1(3.25)

when n → ∞ and ε → 0.
If this claim is proved, then we see that (3.23) contradicts (3.24) if ε is small enough.

This contradiction proves that Lf(ζ0) ≤ 0 and hence (3.11) holds. Therefore, to complete
the proof we must verify the claim (3.25).
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First note that for t < τ we have by (1.4)

X(w̃)(t) = X(0)ert − ert

t∫
0

e−rs c̃(s)ds ≥ X(0) − ρ

and hence, with some constant C2 < ∞,
τ∫

0

e−δt c̃γ(t)

γ
dt ≤ 1

γ

[ τ∫
0

e−rtc̃(t)dt
]γ[ τ∫

0

e
rγ−δ
1−γ

t
dt

]1−γ

≤ C2

(
X(0)(1 − e−rτ ) + ρe−rτ

)γ
, since rγ − δ < 0 by (1.2) and (2.23) .

Combining this with (3.17) we get

Ψ(ζ) − ε ≤ J (w̃)(0, ζ)

≤ E0,ζ
[ τ∫

0

e−δt c̃γ(t)

γ
dt + e−δτΨ(X(w̃)(τ), Y (w̃)(τ))

]
≤ E0,ζ [C2(x − (x − ρ)e−rτ )γ] + E0,ζ [e−δτΨ(X(w̃)(τ−), Y (w̃)(τ−)) · Xτ̃1>τ ]

+E0,ζ [e−δτ{Ψ(X(w̃)(τ), Y (w̃)(τ)) − Ψ(X(w̃)(τ−), Y (w̃)(τ−))} · Xτ̃1≤τ ]

≤ E0,ζ [C2(x − (x − ρ)e−rτ )γ] + E0,ζ [e−δτΨ(X(w̃)(τ−), Y (w̃)(τ−)) · Xτ̃1>τ ]

+E0,ζ [e−δτMΨ(X(w̃)(τ−), Y (w̃)(τ−)) · Xτ̃1≤τ ]

≤ E0,ζ [C2(x − (x − ρ)e−rτ )γ] + E0,ζ [e−δτXτ̃1>τ ] · sup{Ψ(ζ̃); ζ̃ ∈ Gρ}
+E0,ζ [e−δτXτ̃1≤τ ] · sup{MΨ(ζ̃); ζ̃ ∈ Gρ} .(3.26)

Now if there exists a sequence εk → 0 and a subsequence {ζnk
} of {ζn} such that

E
0,ζnk [e

−δτ(εk)
] → 1 when k → ∞ ,

then
E

0,ζnk [e
−δτ(εk)Xτ̃1>τ ] → 0 when k → ∞ ,

so by choosing ζ = ζnk
, τ = τ(εk) in (3.26) and letting k → ∞ we obtain

Ψ̄(ζ0) ≤ C2ρ
γ + sup{MΨ(ζ̃); ζ̃ ∈ Gρ} .

Hence by Lemma 3.3 and (3.20)

Ψ̄(ζ0) ≤ lim
ρ→0

(C2ρ
γ + sup{MΨ(ζ̃); ζ̃ ∈ Gρ})

= MΨ(ζ0) ≤ MΨ̄(ζ0) < Ψ(ζ0) − η .

This contradiction proves the claim (3.25) and completes the proof that Ψ̄ is a viscosity
subsolution.
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b) Next we prove that Ψ is a viscosity supersolution. So we let f be a C2 function in a
neighbourhood of S and we let ζ0 ∈ S be such that f ≤ Ψ on S and f(ζ0) = Ψ(ζ0). We
want to show that

F (D2f(ζ0), Df(ζ0), f(ζ0), Ψ, ζ0) ≤ 0 .

Since by Lemma 3.3 (ii) MΨ − Ψ ≤ 0 everywhere, we see from (3.5) that this holds for
ζ0 ∈ �1 ∪ �2 and it suffices to show that

Lf(ζ0) ≤ 0 for ζ0 ∈ S0 ∪ [0, Q]

and
L0f(ζ0) ≤ 0 for ζ0 ∈ [0, P ] .

For ε > 0 let ŵ = ŵε,c be an admissible control beginning with a constant consumption
rate c ≥ 0 and no transactions up to the first time τ = τε the process Zc(t) exits from

Kε = {(s, x, y); |(s, x, y) − (0, x0, y0)| < ε} ∩ S̃

where ζ0 = (x0, y0). Choose ζn ∈ Kε such that ζn → ζ0 and Ψ(ζn) → Ψ(ζ0) as n → ∞.
Then by combining Dynkin’s formula with the dynamic programming principle ([Kr,

Th. 6, p. 150]) we get for all n

Ψ(ζn) ≥ E0,ζn

[ τ∫
0

e−δt c
γ

γ
dt + e−δτΨ(X(ŵ)(τ), Y (ŵ)(τ))

]

≥ E0,ζn

[ τ∫
0

e−δt c
γ

γ
dt + e−δτf(X(ŵ)(τ), Y (ŵ)(τ))

]

= f(ζn) + E0,ζn

[ τ∫
0

e−δt
(
Lcf(X(ŵ)(t), Y (ŵ)(t)) +

cγ

γ

)
dt

]
.

We conclude that

E0,ζn

( τε∫
0

e−δt
{
Lcf(X(ŵ)(t), Y (ŵ)(t)) +

cγ

γ

}
dt

]
≤ Ψ(ζn) − f(ζn) for all n .

Taking the limit as n → ∞ we obtain

E0,ζ0

[ τε∫
0

h(t)dt
]
≤ 0 .

where

h(t) = e−δt
(
Lcf(X(ŵ)(t), Y (ŵ)(t)) +

cγ

γ

)
.
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By dividing the left hand side by E0,ζ0 [τε] we get

E0,ζ0 [
∫ τε
0 h(t)dt]

E0,ζ0 [τε]
=

E0,ζ0 [
∫ τε
0 (h(t) − h(0))dt] + h(0)E0,ζ0 [τε]

E0,ζ0 [τε]

−→ h(0) as ε → 0, since h(t) is continuous at t = 0.

We conclude that

h(0) = Lcf(ζ0) +
cγ

γ
≤ 0(3.27)

for all c ≥ 0 such that ŵε,c is admissible for ε small enough. If ζ0 ∈ S0 ∪ [0, Q] this is
clearly the case for all c ≥ 0 and therefore (3.27) implies that Lf(ζ0) ≤ 0. If ζ0 ∈ [0, P ]
the only such admissible c is c = 0. Therefore we get L0f(ζ0) ≤ 0 in this case, as required.

�

Next we turn to the question of uniqueness. Our second main result in the section is
the following:

Theorem 3.8 (Comparison theorem)
a) Suppose u is a viscosity subsolution and v is a viscosity supersolution of (3.4) and
that u and v satisfy the estimates

−C|x + y|γ ≤ u(x, y) for all (x, y) ∈ S(3.28)

v(x, y) ≤ C|x + y|γ for all (x, y) ∈ S(3.29)

for some constant C < ∞. Then

u ≤ v in S0 .

b) Moreover, if in addition

v(x, y) = lim inf
(ξ,η)→(x,y)

(ξ,η)∈S0

v(ξ, η) for all (x, y) ∈ ∂S(3.30)

then
u ≤ v in S .

Corollary 3.9 Suppose u and v are two viscosity solutions of (3.4) satisfying (3.28) and
(3.29). Then

u = v in S0

and u is continuous in S0. In particular, if (2.23) holds then the value function Ψ is
continuous on S0.
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Proof of Corollary 3.9. Since u is a viscosity solution it follows that u is a viscosity
subsolution and u is a viscosity supersolution and similarly for v. Hence, by Theorem 3.8,

u ≤ v ≤ v ≤ u ≤ u in S0 .

This implies that
u = u = v = v in S0 .

The last statement of Corollary 3.9 now follows from Theorem 3.7 and Corollary 2.2.
�

Proof of Theorem 3.8. The proof is based on the technique of Ishii (see [B], [CIL] and
[IL]) and on the proofs of Lemma 3.12 of [AMS] and Theorem 5.7 in [AST]. Consequently
we shall not give here a detailed proof but rather point out the special treatment required
to handle the non local intervention operator M.

Let u and v be as in Theorem 3.8. We first construct a strict supersolution of (3.4)
by making a perturbation of v:

Choose γ′ ∈ (γ, 1) such that (see (1.23))

δ > γ′
[
r +

(α − r)2

2σ2(1 − γ′)

]
.(3.31)

Put
g(x, y) = (x + y)γ′

(3.32)

and choose ε > 0. Then
M(v + εg) ≤ Mv + εMg(3.33)

and hence
M(v + εg) − (v + εg) ≤ (Mv − v) + ε(Mg − g) .(3.34)

Since v is a supersolution we have

Mv − v ≤ 0 .(3.35)

Moreover, with ζ = (x, y),

(Mg − g)(ζ) = sup
ξ �=0

{g(x − k − ξ − λ|ξ|, y + ξ)} − g(x, y)

= sup
ξ �=0

{(x + y − k − λ|ξ|)γ′} − (x + y)γ′

≤ (x + y)γ′
[(

1 − k

x + y

)γ′

− 1
]

.(3.36)

Therefore, for each compact subset C of S \ {0} there exists ρ1 > 0 such that
(Mg − g)(ζ) ≤ −ρ1 for all ζ ∈ C. So from (3.34) and (3.35) we get

M(v + εg) − (v + εg) ≤ −ερ1 in C .(3.37)
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Now if we define the operator L0 by (see (2.2))

L0 = −δI + rx
∂

∂x
+ αy

∂

∂y
+ 1

2
σ2y2 ∂2

∂y2
(3.38)

where I is the identity operator, then

L0g(x, y) = −δ(x + y)γ′
+ (rx + αy)γ′(x + y)γ′−1

+1
2
σ2y2γ′(γ′ − 1)(x + y)γ′−2

= (x + y)γ′
[
− δ + γ′ rx + αy

x + y
+ 1

2
σ2γ′(γ′ − 1)

y2

(x + y)2

]
.(3.39)

If we put

η =
y

x + y
so that

x

x + y
= 1 − η

we get
L0g(x, y) = (x + y)γ′

[−δ + γ′r + γ′(α − r)η + 1
2
σ2γ′(γ′ − 1)η2] .

By (3.31) it follows that

L0g(x, y) < 0 for all (x, y) �= (0, 0) .

Consequently, on every compact C of S \ {0} there exists ρ2 > 0 such that

L0g(x, y) + max
c≥0

(
− c

∂g

∂x

)
≤ −ρ2 on C .

Therefore, since v is a supersolution of (3.4) we conclude that on every compact C of
S \ {0} there exists ρ > 0 such that

vε: = v + εg

is a viscosity supersolution of

F (D2vε(ζ), Dvε(ζ), vε(ζ), vε, ζ) = −ερ for ζ ∈ C .

Let us now prove the theorem by contradition. Assume that

sup
ζ∈S

{u(ζ) − v(ζ)} > 0 .(3.40)

Choose ε > 0 such that
sup
ζ∈S

{u(ζ) − vε(ζ)} > 0 .(3.41)

Define
h(ζ): = u(ζ) − vε(ζ) .(3.42)
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Since h is upper semicontinuous and tends to −∞ when |ζ| → ∞, the set

Argmax h: = {ζ; h(ζ) = sup{h(ζ); ζ ∈ S}}

is nonempty and compact in S \ {0}. Choose an open set G ⊂ S \ {0} containing this
compact (G open relative to S) and with G compact. In order to get a contradition it
suffices to prove that

u ≤ vε in G .

Thus we have reduced the problem to proving a comparison theorem for a strict superso-
lution vε and a subsolution u of (3.4) in an open subset G of S \{0} with compact closure
G, when the supremum of u − vε is attained in G only. This is proved by using Ishii’s
technique, adapted as in [B, Theorem 4.6] and in [AMS, Theorem 5.7] for the boundary
conditions. We now explain this in more detail:

For j = 1, 2, . . . define, for (ζ, η) ∈ S × S,

Hj(ζ, η) = u(ζ) − vε(η) − j

2
|ζ − η|2(3.43)

and put
mj = sup{Hj(ζ, η); (ζ, η) ∈ S × S}(3.44)

and
m = sup{h(ζ); ζ ∈ S} .(3.45)

Proceeding exactly as in [AMS] we obtain that there exist ζj, ηj in S such that

mj = Hj(ζj, ηj) < ∞ .(3.46)

Moreover,
j|ζj − ηj|2 → 0 as j → ∞(3.47)

and
mj → m as j → ∞ .(3.48)

Suppose
Argmax h is contained in S0(3.49)

and choose ζ̂ ∈ S0 such that
m = h(ζ̂) .

Then we get that
(ζj, ηj) ∈ S0 × S0 for j large enough .(3.50)

By applying [CIL, Theorem 3.2] we now obtain that there exist 2×2 matrices Pj, Qj such
that

(pj, Pj) ∈ J̄2,+u(ζj) and (qj, Qj) ∈ J̄2,−vε(ηj)
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and [
Pj 0
0 −Qj

]
≤ 3j

[
I −I
−I I

]
,(3.51)

where
pj = j(ζj − ηj) and qj = pj .

Since u is a subsolution and vε is a strict supersolution we obtain

F (Pj, pj, u, ζj) ≥ 0(3.52)

and
F (Qj, qj, vε, ηj) ≤ −ερ .(3.53)

From (3.53) it follows that
Λ(Qj, qj, vε, ηj) < 0

and proceeding as in [AMS] we obtain

Λ(Pj, pj, u, ζj) − Λ(Qj, qj, vε, ηj) < 0 .(3.54)

Consequently Λ(Pj, pj, u, ζj) < 0 and from (3.52) we obtain that

(Mu − u)(ζj) ≥ 0 .(3.55)

From (3.53) we have
(Mvε − vε)(ηj) ≤ −ερ < 0 .(3.56)

Therefore, combining (3.55) and (3.56) we get

mj < u(ζj) − vε(ηj) < Mu(ζj) −Mvε(ηj) − ερ .(3.57)

Since ζj, ηj → ζ̂ and u is usc, we obtain

m < lim inf
j→∞

[Mu(ζj) −Mvε(ηj)] .(3.58)

Since u is usc and vε is lsc we see, after some reflections, that

lim sup
j→∞

Mu(ζj) ≤ Mu(ζ̂)(3.59)

and
lim sup

j→∞
(−Mvε(ηj)) ≤ −Mvε(ζ̂) .(3.60)

Hence we get the desired contradition

m < Mu(ζ̂) −Mvε(ζ̂)

= sup
ξ1 �=0

{u(x̂′(ξ1), ŷ
′(ξ1))} − sup

ξ2 �=0
{vε(x̂

′(ξ2), ŷ
′(ξ2))}

≤ sup
ξ �=0

{(u − vε)(x̂
′(ξ), ŷ′(ξ))}

≤ sup{(u − vε)(ζ); ζ ∈ S} = m ,
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where ζ̂ = (x̂, ŷ) and (see (2.3))

x̂′(ξ) = x̂ − ξ − λ|ξ| − k , ŷ′(ξ) = ŷ + ξ .

This contradiction shows that assumption (3.49) cannot hold. Therefore we must have

ζ̂ ∈ Argmax h ∩ ∂S .(3.61)

To treat the boundary points we proceed exactly as in the proof of Theorem 5.7 of [AST],
which itself is based on the proof of Theorem 4.6 in [B] (see Appendix, p. 166).

From (3.30) there exists a sequence {ζj} ⊂ S0 ∩G converging to ζ̂ such that vε(ζj) →
vε(ζ̂) when j → ∞. Let εj = |ζj − ζ̂|. The idea is now to introduce the test function

wj(ζ, η) = u(ζ) − vε(η) − θj(ζ, η) ; (ζ, η) ∈ S × S

where

θj(ζ, η) =
|ζ − η|2

2εj

+ 1
4

(
d(η) − d(ζ)

d(ζj)
− 1

)4

+ 1
4
|ζ − ζ̂|4 .

Here d(η) denotes the distance from η to ∂S and similarly for d(ζ), d(ζj).
Following exactly the same steps as in [AST] and treating the term Mu−u as we did

before, we obtain a contradiction also in the case (3.61). This shows that (3.40) cannot
hold and this completes the proof of Theorem 3.8. �

We summarize the results of this section in the following:

Theorem 3.10 Let Ψ(x, y) be the value function given by (1.17). Suppose (2.23) holds,
i.e.

δ > γα .(3.62)

Then Ψ is continuous on S0 and Ψ is the unique viscosity solution of (3.4) with the
property that there exists C < ∞ such that

|Ψ(x, y)| ≤ C|x + y|γ for all (x, y) ∈ S .(3.63)

4 Numerical results

In this section we present the result of a numerical method used to approximate the
viscosity solution of (3.4) in the case when the solvency region is S+ = [0,∞) × [0,∞)
(see Remark 1.1). This method will be detailed in a forthcoming paper [CØS]. It is based
on an iterative method which permits us to obtain the QVHJBI as a limit of variational
HJB inequalities. Each variational inequality is approximated by a finite difference scheme
and then solved by a Howard algorithm.
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Figure 4: Optimal policy for k = 0.1, λ = 0.01, σ = 0.3, r = 0.07, δ = 0.1, γ = 0.3, α = 0.11

Figure 4 represents the boundary of the no-transaction region for the following values
of the parameters: k = 0.1, λ = 0.01, σ = 0.3, r = 0.07, δ = 0.1, γ = 0.3, α = 0.11.
The dotted lines (situated inside the no-transaction region) represent the set of positions
reached after a transaction.

It is natural to ask if it is possible to obtain more information about the shape of the
no-transaction region NT, both for this choice S+ of solvency region and for the choice
S given by (1.9). As mentioned in the introduction we know that if k = 0, then NT is
bounded by two straight lines from the origin [DN] (see Figure 2). If k > 0, is NT still
bounded by two curves? If so, what can be said about the form of these curves? Can
they be given an explicit description?

Remark For results on viscosity solutions of QVIs corresponding to impulse control
problems (which, however, do not apply to our situation), see [I], [P] and [TY].
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