
Exact and approximate solutions to the Helmholtz, Schrödinger

and wave equation in R3 with radial data

Adrian Kirkeby∗

Abstract

We derive simple-to-evaluate, closed-form solutions to the inhomogeneous Helmholtz

equation, ∆u + k2u = χBx0,r
, the Schrödinger equation, i~∂tu + ~2

2m∆u = 0 with initial

data u(x, 0) = χBx0,r
, and the Cauchy problem for the linear wave equation, ∂2t u− c2∆u = 0

with initial data (u(x, 0), ∂tu(x, 0)) =
(
χBx0,r

, χBx0,r

)
. The function χBx0,r

is the charac-

teristic function on the ball Bx0,r = {x ∈ R3 : |x0 − x| ≤ r}. Furthermore, we use these

solutions to construct explicit approximate solutions when the data are radial functions

on Bx0,r, and give various error estimates on these approximations.

1 Introduction

The Helmholtz, Schrödinger and wave equation are well known, fundamental partial differ-

ential equations. The Helmholtz equation models the propagation of monochromatic waves,

i.e., waves with a fixed temporal frequency, and can be applied to the study of acoustic and

electromagnetic wave propagation. The Cauchy problem for the wave equation model the

time-dependent propagation of waves due to initial disturbances. The Schrödinger equation

governs the probabilistic evolution of particles in quantum mechanics. These equations have

been thoroughly analyzed many times; see for example [3, 7, 12] on the Helmholtz equa-

tion, [4, 7, 8, 14] on the wave equation and [4, 6, 7, 17,18] on the Schrödinger equation.

Closed form solutions to wave equations are useful for multiple reasons, for example in res-

olution and uncertainty analysis in scattering problems [5, 9], synthetic data generation in

inverse problems [11], regularity estimates [3, 7], perturbation methods for non-linear prob-

lems and qualitative analysis of wave fields. Due to their oscillating nature, wave equations

are demanding to deal with computationally, especially for high-frequency waves and large

domains, see for example [1, 2, 10, 15] and references therein. As a consequence, closed form

solutions are valuable for convergence testing and analysis of numerical methods.

In this paper we use a method that relies on the spatial symmetry of fundamental solutions

to construct closed form solutions to these equations in R3, when the data, i.e., the initial

conditions or the source term, is a characteristic function on a ball with arbitrary location

and radius. The main results are found in Propositions 1-3 in Section 2. In Section 3 we

show how these solutions can be used to construct approximate solutions when the data is a

function with radial symmetry on such balls. Since all equations are linear, the results imply
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the construction of solutions to equations when the data is any finite sum of such character-

istic functions. Although the literature on these equations is vast, we believe the results to

be novel.

The idea behind this paper originated while trying to generate non-trivial, high-frequency

solutions for an inverse problem for the Helmholtz equation in [11].

2 Results

This section contains solutions to equations followed by their derivations. In the first subsec-

tion on the Helmholtz equation, we show in detail the method used in all computations.

2.1 Helmholtz equation

We consider the inhomogeneous Helmholtz equation,{
(∆ + k2)uk = χBx0,r

, x ∈ R3,

lim
|x|→∞

|x|(∂|x| − ik)uk = 0, uniformly for x/|x| ∈ S2. (1)

Here, k = ω
c > 0 is the wavenumber1, where c is the wave speed of the medium and ω is the

temporal frequency of the wave. S2 is the unit sphere in R3, and the Sommerfeld radiation

condition guarantees a unique, radiating solution uk (cf. [7], p. 91). The source term is the

characteristic functions χBx0,r
(x), defined as

χBx0,r
(x) =

{
1, for x ∈ Bx0,r,

0, for x ∈ R3 \Bx0,r,
(2)

where Bx0,r = {x ∈ R3 : |x0 − x| ≤ r} is a closed ball of radius r centered at x0.

We now present the first result.

Proposition 1. Let d = |x− x0|. The solution to (1) is given by

uk(x) =


(i− kr)eik(d−r) − (i+ kr)eik(d+r)

2dk3
, for x ∈ R3 \Bx0,r,

(i+ kr)(eik(r−d) − eik(r+d))− 2dk

2dk3
, for x ∈ Bx0,r.

(3)

Proof. The solution to (1) is given by the convolution

uk(x) =

∫
B0

Gk(x− y)χBx0,r
(y)dy, x ∈ R3. (4)

Here Gk is the outgoing fundamental solution of the Helmholtz equation in R3 (cf. [3]),

Gk(x) =
exp(ik|x|)

4π|x|
, x ∈ R3 \ {0}. (5)

1For the case of complex valued k, see below.
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Figure 1: 2-dimensional sketch of the intersecting spheres. The spherical cap S(z) is the part

of ∂Bx,z contained in Bx0,r.

We now evaluate the integral (4). Assume first that x ∈ R3 \Bx0,r and let d = |x− x0|. Let

Bx,z be a ball centered at x with radius z, where d− r ≤ z ≤ d+ r. Let S(z) = ∂Bx,z ∩Bx0,r,

i.e., the part of the surface ∂Bx,z contained in Bx0,r. The surface area of S(z) is given by

A(z) = 2πzh(z), where h(z) is the height of the spherical cap (cf. [19], p. 224). Figure 1

depicts the situation. Computing the length zi from x to the intersection of the spheres, we

find that h(z) = z − zi = z
(

1− z2+d2−r2

2dz

)
. Next, we note that for y ∈ ∂Bx,z the integrand

is constant; exp(ik|x−y|)
4π|x−y| = exp(ikz)

4πz . We now write dy = dV (z) = A(z)dz. Hence we have

reduced the integral dimension from 3 to 1, and we get

uk(x) =

∫
R3

Gk(x− y)χBx0,r
(y)dy =

∫
Bx0,r

eik|x−y|

4π|x− y|
dy =

∫ d+r

d−r

eikz

4πz
A(z)dz

=
1

2

∫ d+r

d−r
eikzz

(
1− z2 + d2 − r2

2zd

)
dz

=
(i− kr)eik(d−r) − (i+ kr)eik(d+r)

2dk3
.

Next, assume that x ∈ Bx0,r \ {x0}. We split the integral into two parts: a spherical integral
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when 0 ≤ z ≤ r − d, and a spherical cap integral when r − d ≤ z ≤ r + d.

uk(x) =

∫
R3

Gk(x− y)χBx0,r
(y)dy

=

∫
Bx0,r

eik|x−y|

4π|x− y|
dy

=

∫ r−d

0

eikz

4πz
4πz2dz +

1

2

∫ r+d

r−d
eikzz

(
1− z2 + d2 − r2

2zd

)
dz

=
eik(r−d)(1− ik(r − d))− 1

k2
+

(i− 2idk2(d− r) + (r − 2d))eik(r−d) − (i+ kr)eik(r+d)

2dk3

=
(i+ kr)(eik(r−d) − eik(r+d))− 2dk

2dk3
.

Last, we have

uk(x0) =

∫
R3

Gk(x0 − y)χBx0,r
(y)dy

=

∫ r

0

eikz

4πz
4πz2dz

=
eikr(1− ikr)− 1

k2
,

and it is straight forward to check that

uk(x0) = lim
d→0

(i+ kr)(eik(r−d) − eik(r+d))− 2dk

2dk3
=

eikr(1− ikr)− 1

k2
.

Complex wavenumber: The above calculation also holds for complex wave numbers. If

one considers instead the operator (∆ + κ2) with κ2 = k2 + ikσ, where σ is an attenuation

parameter (cf. [13]), the solution is again given by

uκ(x) =

∫
B0

Gκ(x− y)χBx0,r
(y)dy, x ∈ R3,

where

Gκ(x) =
exp(iκ|x|)

4π|x|
, x ∈ R3 \ {0},

and

Re(κ) =

(√
k4 + k2σ2 + k2

2

)1/2

, Im(κ) =

(√
k4 + k2σ2 − k2

2

)1/2

.

As one can readily check, the solution uκ(x) is identical to the one in Proposition 1, but with

k replaced by κ.

4



2.2 Schrödinger equation

We consider the Schrödinger equation without potential, i~
∂u

∂t
+ ~2

2m∆u = 0, x ∈ R3, t > 0,

u(x, 0) = χBx0,r
(x), x ∈ R3.

(6)

Here m is the mass of the particle and ~ is the Planck constant. The solution u is called the

wave function, and |u(x, t)|2 is interpreted as the probability density function of the particle;

the probability that the particle is contained in some region Ω ⊂ R3 at the time t is given by

P (p ∈ Ω) =

∫
Ω
|u(x, t)|2dx.

Moreover, we have that ‖u(x, t)‖L2(R3) = ‖u(x, 0)‖L2(R3), i.e., conservation of probability.

We require the total probability to sum to one at all times. Hence, for the solution to

be physically meaningful, the initial condition should be multiplied by (4πr3/3)−1/2, and

(4πr3/3)−1χBx0,r
(x) represents a uniform probability distribution on Bx0,r with the corre-

sponding solution given by (4πr3/3)−1/2u(x, t).

Proposition 2. Let d = |x− x0| and Mt = m/2~t. For u(x, 0) = χBx0,r
(x), the solution to

(6) is given by

u(x, t) =
1

2
erf
(

ei3π/4(Mt)
1/2(d− r)

)
− 1

2
erf
(

ei3π/4(Mt)
1/2(d+ r)

)
+

e−i3π/4
(

eiMt(d−r)2 − eiMt(d+r)2
)

(Mt)1/2d
√
π

, for t > 0, x ∈ R3.

Above, erf(z) = 2π−1/2
∫ z

0 e−t
2
dt is the error function.

Proof. The fundamental solution for the Schrödinger equation in R3 is given by (cf. [4, 7])

G(x, t) =

(
me−iπ/2

2π~t

)3/2

e
im|x|2

2~t , x ∈ R3, t > 0, (7)

and the solution to (6) is given by

u(x, t) =

∫
R3

G(x− y, t)χBx0,r
(y)dy. (8)

Proceeding as in the proof of proposition 1, we compute the above integral. We write Mt =

m/2~t. For fixed t > 0, the observation that G(x − y, t) is constant on the sphere ∂Bx,|x−y|
still holds, and for x ∈ R3 \Bx0,r and t > 0 we have
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u(x, t) =
e−i3π/4

π3/2
M3/2

t

∫
Bx0,r

eiMt|x−y|2dy

=
e−i3π/4

π3/2
M3/2

t

∫ d+r

d−r
eiMtz2

2πz2

(
1− z2 + d2 − r2

2zd

)
dz

=
e−i3π/4

π3/2
M3/2

t

(
−

(−1)1/4π3/2i erf
(
i(−1)1/4M1/2

t z
)

2M3/2
t

∣∣∣∣∣
d+r

d−r

+
iπeiMtz2

(Mt(d
2 − 2dz − r2 + z2) + i)

2dM2
t

∣∣∣∣∣
d+r

d−r

)

=
1

2

(
erf
(

ei3π/4(Mt)
1/2(d− r)

)
− erf

(
ei3π/4(Mt)

1/2(d+ r)
)

+
2e−i3π/4

(
eiMt(d−r)2 − eiMt(d+r)2

)
(Mt)1/2d

√
π

)
.

For x ∈ Bx0,r \ {x0} and t > 0 we compute

u(x, t) =
e−i3π/4

π3/2
M3/2

t

∫
Bx0,r

eiMt|x−y|2dy

=
e−i3π/4

π3/2
M3/2

t

(∫ r−d

0
eiMtz2

4πz2dz +

∫ r+d

r−d
eiMtz2

2πz2

(
1− z2 + d2 − r2

2zd

)
dz

)

=
e−i3π/4

π3/2
M3/2

t

(
−

(−1)1/4π3/2 erf
(
i(−1)1/4M1/2

t z
)

M3/2
t

∣∣∣∣∣
r−d

0

− 2πizeiMtz2

Mt

∣∣∣∣∣
r−d

0

−
(−1)1/4π3/2i erf

(
i(−1)1/4M1/2

t z
)

2M3/2
t

∣∣∣∣∣
r+d

r−d

+
iπeiMtz2

(Mt(d
2 − 2dz − r2 + z2) + i)

2dM2
t

∣∣∣∣∣
r+d

r−d

)

= − erf
(

ei3π/4M1/2
t (r − d)

)
− 2ie−iπ3/4M1/2

t (r − d)eiMt(r−d)2

√
π

−
erf
(

e−i3π/4M1/2
t (r + d)

)
2

+
erf
(

ei3π/4M1/2
t (r − d)

)
2

+
e−i3π/4

(
eiMt(r−d)2 − eiMt(r+d)2

)
M1/2

t d
√
π

− ie−iπ3/4M1/2
t eiMt(r−d)2

(4d(d− r))
2d
√
π

=
1

2

(
erf
(

ei3π/4(Mt)
1/2(d− r)

)
− erf

(
ei3π/4(Mt)

1/2(d+ r)
)

+
2e−i3π/4

(
eiMt(d−r)2 − eiMt(d+r)2

)
(Mt)1/2d

√
π

)
,
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where the last equality follows from the fact that erf(−z) = −erf(z). Last, we have

u(x0, t) =
e−i3π/4

π3/2
M3/2

t

∫ r

0
eiMtz2

4πz2dz

= e−i3π/4
(
−(−1)1/4i erf

(
i(−1)1/4M1/2

t r
)
− 2iπ−1/2rM1/2

t eiMtr2
)

= − erf
(

ei3π/4(Mt)
1/2r

)
+

2ei3π/4r(Mt)
1/2

√
π

ei(Mt)r2
.

We check that

u(x, t) = lim
d→0
−1

2

(
erf
(

ei3π/4(Mt)
1/2(r − d)

)
+ erf

(
ei3π/4(Mt)

1/2(r + d)
)

(9)

−
2e−i3π/4

(
eiMt(r−d)2 − eiMt(r+d)2

)
(Mt)1/2d

√
π

)
(10)

= − erf
(

ei3π/4(Mt)
1/2r

)
+

2ei3π/4r(Mt)
1/2

√
π

ei(Mt)r2
. (11)

2.3 Wave equation

The linear Cauchy problem for the wave equation is
∂2u

∂t2
− c2∆u = 0, x ∈ R3, t > 0,

u(x, 0) = f(x), ∂u(x,0)
∂t = g(x), x ∈ R3.

(12)

Here c is the wave speed, u(x, t) the wave amplitude and f(x) and g(x) is the initial config-

uration and velocity of the wave.

Proposition 3. Let d = |x − x0|. The solution to (12) with (f(x), g(x)) = (χBx0,r
(x), 0) is

given by

u(x, t) =


d− ct

2d
χ[d−r,d+r](ct), for x ∈ R3 \Bx0,r, t > 0,

χ[0,r−d](ct) +
d− ct

2d
χ[r−d,r+d](ct), for x ∈ Bx0,r \ {x0}, t > 0,

χ[0,r](ct)− tδ(r − ct), for x = x0, t > 0.

(13)

The solution to (12) with (f(x), g(x)) = (0, χBx0,r
(x)) is given by

u(x, t) =


t

2

(
1− (ct)2+d2−r2

2dct

)
χ[d−r,d+r](ct), for x ∈ R3 \Bx0,r, t > 0,

tχ[0,r−d](ct) +
t

2

(
1− (ct)2+d2−r2

2dct

)
χ[r−d,r+d](ct), for x ∈ Bx0,r \ {x0}, t > 0

tχ[0,r](ct), for x = x0, t > 0.

(14)
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Proof. The fundamental solution to (12) with f(x) = 0, g(x) = δ(x) is

G(x, t) =


1

4πc2t
δ(|x| − ct), for x ∈ R3, t ≥ 0,

0, for x ∈ R3, t < 0.

where δ(x) is the Dirac delta distribution (cf. [7]). Hence, the solution to (12) is given by

u(x, t) =
∂

∂t

(
1

4πc2t

∫
R3

δ(|x− y| − ct)f(y)dy

)
+

1

4πc2t

∫
R3

δ(|x− y| − ct)g(y)dy

=
∂

∂t

(
1

4πc2t

∫
|y|=1

f(x+ cty)dS(y)

)
+

1

4πc2t

∫
|y|=1

g(x+ cty)dS(y),

where dS(y) is the surface measure on S2. For x ∈ R3 \Bx0,r and d = |x0 − x| we compute

v(x, t) =

∫
|y|=1

χBx0,r
(x+ cty)dS(y) = 2π(ct)2

(
1− (ct)2 + d2 − r2

2dct

)
χ[d−r,d+r](ct).

Here χ[d−r,d+r] is the characteristic function on the interval [d− r, d+ r]. For x ∈ Bx0,r \{x0}
we have

v(x, t) =

∫
|y|=1

χBx0,r
(x+ cty)dS(y) = 4π(ct)2χ[0,r−d](ct) + 2π(ct)2

(
1− (ct)2 + d2 − r2

2dct

)
χ[r−d,r+d](ct).

Last,

v(x0, t) =

∫
|y|=1

χBx0,r
(x0 + cty)dS(y) = 4π(ct)2χ[0,r](ct).

For (f(x), g(x)) = (0, χBx0,r
) and x ∈ R3 \Bx0,r, t > 0, we get

u(x, t) =
v(x, t)

4πc2t
=
t

2

(
1− (ct)2 + d2 − r2

2dct

)
χ[d−r,d+r](ct). (15)

Similar expressions are easily found for x ∈ Bx0,r.

Next, we compute the solution for (u(x, 0), ∂tu(x, 0)) = (χBx0,r
, 0). For x ∈ R3 \Bx0,r, t > 0

we have

u(x, t) =
∂

∂t

(
t

2

(
1− (ct)2 + d2 − r2

2dct

)
χ[d−r,d+r](ct)

)
=
t

2

(
1− (ct)2 + d2 − r2

2dct

)
c (δ(d− r − ct)− δ(d+ r − ct)) +

d− ct
2d

χ[d−r,d+r](ct)

=
d− ct

2d
χ[d−r,d+r](ct),

where the first term in the second line vanish due to 1 − (z)2+d2−r2

2dz having zeros at d ± r.
Solutions for x ∈ Bx0,r are obtained in the same way.
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3 Approximate solutions for radial data

We want to use the solutions above to approximate solutions when the data are radial func-

tions supported on a ball. For a ball Bx0,R, let f(r) ∈ H1(Bx0,R) be a radial function, i.e., a

function of the radial coordinate r = |x0−x| only2. We want to approximate f(r) by constant

functions on spherical annulus regions. Define an annulus Sri,∆r by Sri,∆r = Bx0,ri+∆r\Bx0,ri .

We define the approximation fN of f by

fN (x) =
N−1∑
i=0

f̄iχSri,∆r
(x), ∆r =

R

N
, ri = i∆r, f̄i =

1

µ(Sri,∆r)

∫
Sri,∆r

f(x)dx. (16)

From the calculation

‖fN − f‖2L2(Bx0,R
) =

N−1∑
i=0

∫
Sri,∆r

|f̄i − f |2dx ≤
N−1∑
i=0

(∆r)2

∫
Sri,∆r

|f ′|2dx

≤ R2

N2
‖f‖2H1(Bx0,R

),

where we have used the Poincaré inequality (cf. [8]), we have the following approximation

estimate

‖fN − f‖L2(Bx0,R
) ≤

R

N
‖f‖H1(Bx0,R

). (17)

Now, let urik be the solution to the Helmholtz equation (1) with data χSri,∆r
, i.e., a charac-

teristic function on the annulus Sri,∆r. Since χSri,∆r
= χx0,ri+∆r − χx0,ri , the linearity of (1)

implies that urik is given by the difference of the solutions (3) with χx0,ri∆r and χx0,ri as data,

respectively. For example, for x ∈ R3 \Bx0,R, we have

urik (x) =
(i− k(ri + ∆r))eik(|x0−x|−(ri+∆r)) − (i+ k(ri + ∆r))eik(|x0−x|+(ri+∆r))

2|x0 − x|k3

− (i− kri)eik(|x0−x|−ri) − (i+ kri)e
ik(|x0−x|+ri)

2|x0 − x|k3
.

For N > 0 and f ∈ H1(Bx0,R), let fN be the approximation. Inserting fN as data in (1), we

find that

uNk =

N−1∑
i=0

f̄iu
ri
k (18)

is the corresponding approximate solution to (1). Taking uk to be the solution to (1) with

data f , we have that

uNk − uk =

∫
Bx0,R

Gk(x− y)(fN (y)− f(y))dy.

Applying the Cauchy-Schwarz inequality, it follows that

‖uNk − uk‖L∞(R3) ≤ sup
x∈R3

∫
Bx0,R

|Gk(x− y)(fN (y)− f(y))|dy

≤ sup
x∈R3

‖Gk(x− ·)‖L2(Bx0,R
)‖(fN − f)‖L2(Bx0,R

) ≤
R3/2

√
4πN

‖f‖H1(Bx0,R
),

2Recall that f is in H1(Bx0,R) if ‖f‖2
H1(Bx0,R) = ‖f‖2

L2(Bx0,R) + ‖∇f‖2
L2(Bx0,R) < ∞.

9



where the last inequality is a consequence of the estimate∫
Bx0,R

|Gk(x− y)|2dy ≤ 1

(4π)2

∫
B0,R

1

|z|2
dz =

R

4π
for all x ∈ R3.

We summarize the result in a proposition.

Proposition 4. For N ∈ N, let fN be the piecewise constant approximation to a radial

function f ∈ H1(Bx0,R) given by (16). Let uNk and uk be solutions to (1) with data fN and

f , respectively. Then

‖uNk − uk‖L∞(R3) ≤
R3/2

√
4πN

‖f‖H1(Bx0,R
).

More or less similar results can be obtained for the Schrödinger and wave equation as well;

from the conservation of probability (cf. [4] p. 154) we immediately have that

‖uN (·, t)− u(·, t)‖L2(R3) = ‖fN − f‖L2(R3) ≤
R

N
‖f‖H1(Bx0,R

), (19)

where uN and u are solutions to (2) with data fN and f , respectively. For t > 0, a pointwise

estimate is given by

‖uN (·, t)− u(·, t)‖L∞(R3) ≤ sup
x∈R3

∫
Bx0,R

|G(x− y)(fN (y)− f(y))|dy

≤ sup
x∈R3

‖G(x− ·)‖L2(Bx0,R
)‖fN − f‖L2(Bx0,R

)

≤
(

m3

6π2(~t)3

)
R4

N
‖f‖H1(Bx0,R

).

Above and below, the approximations of fN and uN are constructed as in equations (16) and

(18), but with solutions from Proposition 1 replaced by solutions from Propositions 2 and 3.

However, one should note that ‖f‖L2 = 1 does not necessarily imply ‖fN‖L2 = 1, and hence

|uN (x)|2 may not sum to one. Still, estimate (19) shows that by increasing N we can make

uN arbitrarily close to u in the L2-norm.

For the wave equation we can use Lp-estimates for Fourier integral operators (cf. [16], Eq. 6)

to conclude that

‖uN (·, t)− u(·, t)‖L2(R3) ≤ CT
(
‖fN − f‖L2(R3) + ‖gN − g‖H−1(R3)

)
≤ CT

(
‖fN − f‖L2(R3) + ‖gN − g‖L2(R3)

)
≤ CT

R

N

(
‖f‖H1(Bx0,R

) + ‖g‖H1(Bx0,R
)

)
, 0 < t < T <∞.

Above, u and uN are solutions to (12) with radial initial data (f, g) in H1(Bx0,R) and (fN , gN ),

respectively, and the constant CT depends on the maximum time T . We summarize the

results.
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Proposition 5. For N ∈ N, let fN and gN be the piecewise constant approximations to

radial functions f, g ∈ H1(Bx0,R). Let v and vN be solutions to the Schrödinger equation (6)

with initial data f and fN , respectively. Then vN satisfy the estimate

‖vN (·, t)− v(·, t)‖L∞(R3) ≤
(

m3

6π2(~t)3

)
R4

N
‖f‖H1(Bx0,R

).

Let w and wN be solutions to the wave equation (12) with initial data (w(x, 0), ∂tw(x, 0)) = (f, g)

and (wN (x, 0), ∂twN (x, 0)) = (fN , gN ), respectively. Then wN satisfy the estimate

‖wN (·, t)− w(·, t)‖L2(R3) ≤ CT
R

N

(
‖f‖H1(Bx0,R

) + ‖g‖H1(Bx0,R
)

)
, 0 < t < T <∞.

4 Discussion

Due to the linearity of the above equations, all results can be extended to obtain solutions

when the data is any finite linear combination of characteristic functions on balls. As seen in

Section 3, this includes characteristic functions on spherical shells, but any function that can

be described by a sum g =
∑
wiχBxi,ri

will have a similar solution. Since many shapes in

nature are spherical, this should have interesting applications. Moreover, it can possibly be

used for approximation of more complicated functions than radial ones. Last, the method used

to find solutions in this paper can, in principle, be generalized to any PDE with spherically

symmetric fundamental solutions. However, the explicit and simple form of the surface

measure on spherical caps that makes the calculation work out is, as far as we know, only

available in R3.

The author was partially funded by the Research Council of Norway project number 301538.

11



Bibliography

References

[1] Ivo M Babuska and Stefan A Sauter. Is the pollution effect of the FEM avoidable for

the Helmholtz equation considering high wave numbers? SIAM Journal on numerical

analysis, 34(6):2392–2423, 1997.

[2] Gang Bao, GW Wei, and Shan Zhao. Numerical solution of the helmholtz equation

with high wavenumbers. International Journal for Numerical Methods in Engineering,

59(3):389–408, 2004.

[3] D Colton and R Kress. Inverse acoustic and electromagnetic scattering theory, volume 93.

Springer Science & Business Media, 3rd edition, 2013.

[4] Walter Craig. A course on partial differential equations, volume 197. American Mathe-

matical Soc., 2018.

[5] Geoffrey De Villiers and E Roy Pike. The limits of resolution. CRC Press, 2016.

[6] Mark R Dennis, Paul Glendinning, Paul A Martin, Fadil Santosa, and Jared Tanner.

Princeton companion to applied mathematics. Princeton University Press, 2015.

[7] Grigori Eskin. Lectures on linear partial differential equations, volume 123. American

Mathematical Soc., 2011.

[8] Lawrence C Evans. Partial differential equations, volume 19. American Mathematical

Soc., 2010.

[9] Roland Griesmaier and John Sylvester. Uncertainty principles for three-dimensional

inverse source problems. SIAM Journal on Applied Mathematics, 77(6):2066–2092, 2017.

[10] Shi Jin, Peter Markowich, and Christof Sparber. Mathematical and computational meth-

ods for semiclassical Schrödinger equations. Acta Numerica, 20:121–209, 2011.

[11] Adrian Kirkeby, Mads TR Henriksen, and Mirza Karamehmedović. Stability of the in-
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