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ABSTRACT
The effect of strongmagnetic fields on the charge distribution of the hydrogen halides, H2O andNH3
is studied in the context of recent extensions of conceptual density functional theory to include addi-
tional variables such as external magnetic fields. From conceptual DFT studies on atoms in strong
magnetic fields, changes in electronegativity and hardness suggest a reversal in polarity for all three
diatomic molecules under these conditions. This is confirmed by current DFT calculations on these
molecules in the presence of strong magnetic fields parallel and perpendicular to the internuclear
axis; in the former case the electric dipolemoment only undergoes small changeswhereas in the lat-
ter case it changes significantly and also reverses in direction, doing so at lower field strength if the
geometry is relaxed. The absence of a dipole moment induced perpendicular to the bond when a
magnetic field is applied in this direction is understood by consideration of time reversal symme-
try. Similar results are obtained for H2O and NH3; this may be an important point to consider in
future studies focused on the unresolved question on the behaviour of hydrogenbonding in applied
magnetic fields.
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1. Introduction

The effect on the properties of atoms and molecules of
their environments has long been of interest in chemistry
and physics. In recent years however, there has been an
increasing focus on the effect of such conditions as exter-
nal electric fields, [1, 2] mechanical forces [3, 4] and high
pressures [5, 6] on chemical reactivity itself, leading to
the new forms of chemistry that occur in these some-
times extreme conditions being of growing interest to the
chemistry community. In the words of Shaik in Ref. [2],
these are expected to be ‘novel effectors of chemical
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change’. Often the development of experimental meth-
ods to create these reaction conditions in the laboratory
has been concomitant to the development of theoreti-
cal methods to describe chemical systems under these
conditions, such as the oriented external electric field
method, [7] methods in the domain of mechanochem-
istry [8] and recent developments in the area of chem-
istry under very high pressure, from organic synthesis to
materials design [9, 10].

The behaviour of chemical systems under strong
magnetic fields has, until recently, been less widely
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investigated; the astrophysical discovery of magnetic
fields on the surface of white dwarf stars much stronger
than those on earth [11, 12] has motivated the develop-
ment of computational methods to model atoms under
such conditions in order to interpret absorption spec-
tra observed from these bodies [13]. A large number of
studies, starting in the 1990s, of the electronic structures
of light atoms in strong magnetic fields followed, reveal-
ing changes in the electronic configuration of ground
and excited states with increasing field strength and the
concomitant distortion of their physical properties such
as charge densities [14]. It was noted that, at increasing
field strength, electronic configurations of higher spin
projection and orbital angular momentum become the
ground state; eventually fully spin-polarised configura-
tions become the ground state, as shown for example in
the study by Ivanov and Schmelcher on the carbon atom
computed at the Hartree–Fock level with fields ranging
from 0 to 2.23 × 109 T [15]. These studies and others,
see for example Ref. [16] and references therein, inspired
a recent study by the present authors into the evolution
of conceptual density functional theory [17–23] descrip-
tors in the presence of strong magnetic fields [24]. This
extension to conceptual density functional theory follows
recent work to include the effect of temperature, [25, 26]
external electric fields, [27] mechanical forces, [28, 29]
confinement [30, 31] and applied pressure [32].

Whilst there has been extensive study of atoms in
strongmagnetic fields, comparatively little is known con-
cerning the behaviour of molecules and solid-state sys-
tems under these conditions. The computational mod-
elling of general systems under these conditions, inwhich
finite basis set techniques must be adapted with orbitals
becoming complex, is significantlymore complicated and
computationally costly than at zero field. These studies
were extended to theH2 molecule in parallel and perpen-
dicular magnetic fields [33–35] and, more recently, other
diatomicmolecules in the work of Lehtola, [36] reporting
fully numerical calculations on low lying electronic states
of H2, HeH+, LiH, BeH+, BH and CH+ as a function of
the field strength parallel to the molecular axis.

The development of the London electronic struc-
ture code [37] by Tellgren et al. [38] permitted non-
perturbative calculations of general molecular systems in
magnetic fields of arbitrary strength by using a basis of
London atomic orbitals [39]. Extending these techniques
to full configuration interaction theory, Lange et al. [40]
revealed a new bonding mechanism in H2 under very
strongmagnetic fields, whichwhen oriented perpendicu-
lar to the bond results in the triplet state becoming bound
and more stable than the singlet state; this phenomenon
was termed ‘perpendicular paramagnetic bonding’. Sub-
sequent work, with the adaptation of other electronic

structure methods to systems in strong magnetic fields
in London and in other electronic structure packages,
including Turbomole, [41] Qcumbre, [42] Bagel [43]
and the Quest code used in the present work, [44] has
significantly broadened the range of chemistry that can
be investigated under these extreme conditions. Recent
studies have considered the effects of strong magnetic
fields on the absorption spectra, [45] equilibrium geome-
tries [46] and excitation energies [47] of atoms and
molecules and the interaction energy of large molecular
clusters [48] under these conditions. The work by Deb
and colleagues has concentrated on electron dynamics in
small atoms and molecules under the influence of strong
oscillating magnetic fields using a fundamentally differ-
ent quantum field density functional theory approach,
details of which may be found in Ref. [49] and references
therein.

One important property of chemical significance,
namely the change in the charge distribution ofmolecules
with increasing magnetic field strength, does not feature
in the literature on this topic to the best of our knowl-
edge. However the charge distribution and therefore the
polarity of molecular systems are fundamental determi-
nants of their chemical behaviour and understanding the
evolution of these with magnetic field strength could be
considered a requisite to developing an understanding of
chemical reactivity under these conditions.

Furthermore, the changes in charge distribution in
magnetic fieldsmay provide new insight into the ongoing
investigations on the effect of magnetic fields on hydro-
gen bonding. In the literature, which mainly considers
the case for hydrogen bonding in water, experimental
studies on liquid water concentrate exclusively on the
macroscopic manifestations of varying hydrogen bond
strength: refractive index, surface tension and viscosity,
often linking measured changes in these to variations in
the strength of the hydrogen bond network [50–52]. The-
oretical studies on the dynamics of liquidwater [53] or on
the properties of the water dimer in magnetic fields [54]
have investigated the link between these phenomena and
hydrogen bonding but present a somewhat mixed pic-
ture. A recent study by Speake et al. on the behaviour
of large water clusters in magnetic fields confirms the
increase in interaction energy with field strength, how-
ever analysis of the accompanying change in charge den-
sity does not suggest increased strength of hydrogen
bonding as the predominant reason for this [48]. It is
apparent that further study will be necessary to better
understand the changes in the properties of water that are
observed when a magnetic field is applied [55].

It is notable that the picture is clearer in the case of
an applied electric field, for which the analysis is consid-
ered at the microscopic level. For example, the quantum



MOLECULAR PHYSICS 3

chemical studies by Ramos et al. [56] on hydrogen bond-
ing between hydrogen halides and HCN or NH3 and the
study by Suresh et al. [57] on the hydrogen bond network
of water in electric fields. In Ref. [56] it was reported that
a monotonic increase of the molecular dipole moments
with increasing field strength was essential for under-
standing the changes in the hydrogen bonding network
under these conditions.

Given the developments in computational methods
for modelling molecular systems in strong magnetic
fields and the recent work of the present authors on
the evolution of atomic reactivity indicators with mag-
netic field strength, [24] the corollary is a subsequent
study of the evolution of charge distribution in simple
molecules with increasing magnetic field strength. This
would be a proof-of-concept investigation and a first step
to developing further insights into possible changes to
chemistry in strong magnetic fields. For this purpose,
the series of hydrogen halides serve as a useful basis for
this study; the effects of applied electric fields to these
molecules has already been studied by Ramos et al. [56],
whilst their strong permanent dipole moments at zero
field largely characterises their properties. Furthermore,
it was reported in Ref. [24] that the change in reac-
tivity descriptors with magnetic field strength appears
to follow a periodic trend with elements in the same
groups of the periodic table often showing a similar trend
with magnetic field strength; investigation of the hydro-
gen halides will allow the extent to which this pattern
carries over to molecules containing these atoms to be
examined.

An additional finding of Ref. [24] was that the elec-
tronegativity of hydrogen, evaluated using Mulliken’s
expression, [58] became greater than that for each of
the halogen atoms at some magnetic field strength. This
would suggest that, taking a simple approximation in
which the polarity of a diatomic molecule is determined
only by the relative electronegativity of the constituent
atoms, the bond polarity would be seen to reverse at
certain magnetic field strengths. The charge transfer in
such an approximation may be quantified via Huheey’s
equation, [59–61] and be compared with the results of
dipole moment calculations for these molecules them-
selves in strongmagnetic fields, allowing the utility of this
conceptual density functional theory approach to pre-
dicting molecular properties in strong magnetic fields to
be assessed. Additional study on the polarity and charge
distribution of H2O and NH3 in magnetic fields would
provide an initial insight from this perspective into the
influence of magnetic field strength on the hydrogen
bonding in systems of these molecules – an investiga-
tion that will be developed in forthcoming studies on
molecular dimers and with the analysis of additional

descriptors such as the non-covalent interaction (NCI)
descriptor [62].

The present paper henceforth is organised as fol-
lows: in Section 2 an overview of the theoretical back-
ground to conceptual density functional theory and the
computational modelling of systems in strong magnetic
fields is presented. In Section 3.1 the evolution of dipole
moment and Mulliken charges in the hydrogen halides
with increasing magnetic field strength applied paral-
lel and perpendicular to the internuclear axis is com-
pared with, firstly the corresponding case for applied
electric fields, then the changes that would be predicted
from the changes to atomic reactivity indicators with
field strength. The changes in charge distribution in H2O
and NH3 with magnetic field strength are presented
in Section 3.2 together with some initial thoughts on
the influence of magnetic fields on hydrogen bonding.
Finally conclusions are established in Section 4 along
with an outlook for future investigations.

2. Theory and computational details

2.1. Conceptual DFT

The starting point of conceptual DFT is the energy of
an electronic system E expressed as a functional of the
number of electrons N and the external potential v due
to the atomic nuclei. Perturbations of N and v represent
the changes that would occur at the onset of chemical
reaction, thus the response of the energy to these per-
turbations connects directly to the chemical concept of
reactivity [17–23].

The functional Taylor expansion of the energy func-
tional E(N, v) is given by

�E =
(

∂E
∂N

)
v
�N +

∫ (
δE

δv(r)

)
N

�v(r) dr + · · ·

= μ�N +
∫

ρ(r)�v(r) dr + · · · , (1)

the coefficients of the derivatives, quantifying the
response of the energy to a given perturbation, can be
constructed in general as mixed partial and functional
derivatives of the energywith respect to the particle num-
ber and external potential, respectively. In recent work
the dependence of the energy on additional variables
has been considered, introducing derivatives with respect
to external electric fields, magnetic fields, mechanical
forces, confinement and pressure [24, 27–32].

In the present work, only the first and second deriva-
tives of the energy with respect to particle number, at
fixed external potential, are required. The first of these,
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the electronic chemical potential [63]

μ =
(

∂E
∂N

)
v

(2)

has been shown by Parr to be equal (up to a sign)
to the Iczkowski–Margrave definition [64] of the elec-
tronegativityχ , whichwhen evaluated by finite difference
approximation, reduces to Mulliken’s electronegativity
expression [58]

μ = −χ = −1
2
(I + A) (3)

where I andA denote the first vertical ionisation potential
and electron affinity, respectively. The second derivative
of the energy with respect to particle number can be
identified with Pearson’s chemical hardness η [65, 66]

η =
(

∂2E
∂N2

)
v
, (4)

which may be approximated by the finite difference
approach as the difference between I and A,

η = 1
2
(I − A). (5)

An extensive literature is available on the use of these and
other response functions such as the Fukui function [67]

f (r) =
(

δ2E
δv(r)∂N

)
(6)

and the linear response function [17, 68]

χ(r, r′) =
(

δ2E
δv(r)δv(r′)

)
N

(7)

in a variety of studies in diverse areas of chemistry.
The electron density itself belongs to this series of
response functions, since ρ(r) = (δE/δv(r))N [17, 20].
These response properties may be used to infer chemi-
cal properties of systems on their own, or in the context
of principles such as the electronegativity equalisation
principle (EEP), [69, 70] the hard and soft acids and
bases (HSAB) principle [66] and the maximum hardness
principle (MHP) [71].

The present study makes use of Sanderson’s elec-
tronegativity equalisation principle, [69, 70] which states
that, upon molecule formation, the electronegativties of
the constituent atoms in a molecule become equal even
if the electronegativities of the atoms in isolation are dif-
ferent. This situation is comparable with the equalisation
of (macroscopic) chemical potentials of reactants, upon
which a chemical reaction equilibrium has been reached.
It can readily be seen that, neglecting changes to the
external potential and truncating the series expansion to
second order, the change in the number of electrons �N
for a given atom A in a diatomic molecule, relative to the

atom in isolation, can be written as [17, 59–61]

�NA = χA − χB

2(ηA + ηB)
(8)

where clearly �NB is equal to −�NA. The concomitant
energy change associatedwith the charge transfer is given
by

�E = − (χA − χB)
2

4(ηA + ηB)
. (9)

The direction of charge transfer is thereby governed by
the difference in electronegativities, but its magnitude
involves amodulation by the sumof their hardness. In the
preceding study, [24] the electronegativity and hardness
of atoms was evaluated as a function of magnetic field
strength |B| by combining the ionisation energy and elec-
tron affinity at finite field strengths using field-dependent
forms of Equations (3) and (5),

χ(B) = 1
2
(I(B) + A(B))

η(B) = 1
2
(I(B) − A(B))

(10)

It was shown that the ground-state electronic configura-
tions of the neutral atoms, anions and cations change fre-
quently with increasing magnetic field strength, leading
to remarkable changes in the periodic table of electroneg-
ativity and hardness at strong fields with |B| ≥ 0.5B0
compared to the zero-field case [24].

The data at such high fields will be used to gain
an initial, approximate insight into the change in the
charge distribution under these conditions compared to
the absence of a field by inserting them in the Huheey
equation, Equation (8), which may be written in its B
dependent form as

�NA(B) = χA(B) − χB(B)

2(ηA(B) + ηB(B))
. (11)

2.2. Systems in strong fields

To study the properties of atoms and molecules in mag-
netic fields of the order of 1B0 = �e−1a−2

0 = 2.3505 ×
105 T, it is necessary to consider the effects of the mag-
netic field in a non-perturbative manner. In the pres-
ence of a uniform external magnetic field B, the non-
relativistic electronic Hamiltonian is given in atomic
units by

Ĥ = Ĥ0 + 1
2
(B × rO) · p̂ + B · ŝ

+ 1
8
(B × rO) · (B × rO), (12)

with p̂ the canonical momentum operator, ŝ the spin
operator, rO the position r relative to some gauge-origin
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O (rO = r − O) and Ĥ0 the Hamiltonian at zero-field.
The position of the gauge-origin may be related to the
magnetic field through a magnetic vector potential A,
defined in the Coulomb gauge for which ∇ · A = 0 as

AO(r) = 1
2
B × (r − O). (13)

A translation of the gauge-originO → O′ transforms the
vector potential as

AO′(r) = AO(r) − ∇AO(O′) · r, (14)

which implies a unitary transformation of the Hamilto-
nian and a compensating transformation of the eigen-
functions � , respectively, given by

Ĥ′ = eiAO(O′)·r Ĥ e−iAO(O′)·r, � ′ = eiAO(O′)·r� ,
(15)

which results in the gauge-origin invariance of the system
observables such as its energy and the charge density. The
gauge-origin dependence of the wavefunction implied in
Equation (15) is not however reproducible in a finite basis
of, for example, Gaussian functions. A modification of
the basis functions such that they themselves explicitly
include the gauge-origin dependence however corrects
this deficiency; London atomic orbitals (LAOs) ω are
constructed as the product of standard Gaussian func-
tions ϕ and a gauge-origin dependent phase factor, [39,
72]

ωa(r) = ϕa(r)e−
i
2B×(Ra−O)·r, (16)

where Ra is the position at which the orbital ωa is cen-
tred. The use of LAOs as basis functions results in wave-
functions that show the correct behaviour, to first order,
with respect to the magnetic field whilst the observ-
ables remain gauge-origin invariant, thus permitting
electronic systems to bemodelled in the presence of arbi-
trary strength magnetic fields beyond the perturbative
regime [38].

The use of LAOs in electronic structure calculations
requires the adaptation of conventional zero-field imple-
mentations, since the basis functions and wavefunc-
tion can no longer be assumed to be real. For many
ab initio electronic structure methods, the implemen-
tations can be generalised to the use of LAOs without
changes to the theories themselves by ensuring complex-
conjugate symmetries are properly respected and molec-
ular integral algorithms are adapted for complex basis
functions [73]. Such implementations have been devel-
oped for Hartree-Fock (HF), [38, 74] configuration inter-
action, [40] Møller-Plesset, coupled-cluster [75] and
equation of motion coupled cluster theories [76] and
current density functional theory (current DFT) [77, 78].

The treatment of molecular systems in strong electric
fields is somewhat simpler since, given a uniform static
electric field E , the non-relativistic electronic Hamilto-
nian contains only one term linear in the field [79, 80]

Ĥ = Ĥ0 − E · r, (17)

where the electric field is given in atomic units 1 a.u =
m2e5�−4 = 5.1422 × 1011 Vm−1. Treating the electric
field in a non-perturbative way through its direct inclu-
sion in the Hamiltonian allows its contribution to the
energy to bewritten as the dot product of the electric field
and the electric dipole moment of the molecule.

2.3. Current density functional theory

In contrast to ab initio methods, the adaptation of
DFT to systems in the presence of strong magnetic
fields requires more significant changes since, due to the
additional field-dependent terms in the Hamiltonian of
Equation (12), electronic systems are not possible to fully
describe exclusively with the charge density as in the
case of zero-field DFT. The density functional becomes
dependent on an additional term; in the case of magnetic
field DFT the dependence is on the magnetic field explic-
itly [81, 82] whilst in the case of current DFT the depen-
dence is on themagnetically induced current density [77,
78].

In this work, the Vignale-Rasolt formulation of cur-
rent DFT is utilised, with the universal density functional
F depending on the charge and paramagnetic current
densities (ρ, jp) and energy E depending on the scalar
and vector potentials (v,A). A convex-conjugate formal-
ism of current DFT analogous to that of Lieb [83] may
be obtained by defining an energy functional E(u,A)

depending on a modified scalar potential u = v + 1
2A

2

in which it is concave and related to F(ρ, jp) by convex
conjugation as [78, 84]

E(u,A) = inf
ρ,jp

{
F(ρ, jp) +

∫
u(r)ρ(r) dr

+
∫

A(r) · jp(r) dr
}
, (18)

F(ρ, jp) = sup
u,A

{
E(u,A) −

∫
u(r)ρ(r) dr

−
∫

A(r) · jp(r) dr
}
. (19)

The functionalF(ρ, jp) may be written as a sum of indi-
vidual terms according to the Kohn-Sham (KS) approach
as [85, 86]

F(ρ, jp) = Ts(ρ, jp) + J(ρ) + Exc(ρ, jp), (20)
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where Ts(ρ, jp) is the non-interacting kinetic energy,
J(ρ) the classical Coulomb energy and Exc(ρ, jp) the
exchange-correlation energy. The one-particle KS equa-
tions for current DFT follow from this as[

1
2
p̂2 + 1

2
{p̂,As} + us + ŝ · (∇ × As)

]
φp = εpφp,

(21)
solutions of which give the KS orbitals φp and corre-
sponding orbital energies εp. The charge and param-
agnetic current densities of the non-interacting system,
given respectively by

ρ =
∑
σ

occ∑
i

φ∗
iσ φiσ (22)

jp = − i
2

∑
σ

occ∑
i
[∇(φiσ )φ∗

iσ − φiσ (∇φiσ )∗] (23)

reproduce the respective quantities of the physically
interacting system, whilst the KS scalar and vector poten-
tials are respectively defined as

us = vext + 1
2
A2
s + vJ + vxc, As = Aext + Axc (24)

where vxc andAext are the external potentials arising due
to the nuclei and external magnetic field, respectively,
vJ the Coulomb potential and the exchange-correlation
potentials are defined as

vxc = δE(ρ, jp)
δρ

, Axc = δE(ρ, jp)
δjp

. (25)

It has been shown thatmeta-generalised gradient approx-
imations (mGGAs) to the exchange-correlation energy
depending on the non-interacting kinetic energy density
τ , in particular that of Tao–Perdew–Staroverov–Scuseria
(TPSS), [87] can remain reliably accurate for calculations
in strong magnetic fields [88]. To ensure the exchange-
correlation functional remains gauge-origin invariant, a
modified kinetic energy density of the form

τ̃σ =
occ∑
i

(∇φiσ )∗ · (∇φiσ ) − |jpσ |2
ρσ

= τσ − |jpσ |2
ρσ

(26)
proposed by Dobson [89] and Becke [90] is employed;
this may be substituted into the TPSS functional to yield
a current DFT form, denoted cTPSS, [91] which is used
throughout this work.

2.4. Computational details

All calculations have been carried out using current DFT
with the cTPSS functional, described in Section 2.3, in

the uncontracted aug-cc-pVQZ basis set [92, 93] and
employing the resolution of the identity approximation
with the AutoAux auxiliary basis [94].

For calculations in the presence of an external elec-
tric field, the OEFF approach [2] was employed with
field strengths of |E | = 0.0 − 0.1 a.u. with the field vec-
tor in the direction of increasing Cartesian coordinates
and electric dipole moment calculated for molecule with
electronic charge density ρ andN nuclei of charge ZI and
position RI as

µe =
N∑
I

ZIRI −
∫

rρ(r) dr. (27)

All calculations have been undertaken using the Quest
code [44] Unless stated otherwise all quantities are
quoted in atomic units where, for magnetic fields 1B0 =
�e−1a−2

0 = 2.3505 × 105 T and for electric fields 1 a.u =
m2e5�−4 = 5.1422 × 1011 Vm−1.

3. Results and discussion

In this section, the dipole moments of a set of small
molecules in the presence of strong external electric and
magnetic fields are presented. The observed trends are
compared with those that may be predicted from the
chemical descriptors of atoms under these conditions and
rationalised, where appropriate, using Mulliken atomic
charges [95]. Furthermore, the effect on these results
of relaxing the geometry at increasing magnetic field
strengths is considered.

3.1. Hydrogen halides

To examine the relationship between molecular proper-
ties in the presence of fields and those which would be
predicted from the chemical reactivity indicators of their
constituent atoms, the series of hydrogen halidesHF, HCl
and HBr are studied here.

Considering first the chemical reactivity indicators of
the atoms, the electronegativity and hardness values of
the constituent atoms in HF, HCl and HBr previously
presented in Ref. [24] are given in Table 1 at magnetic
field strengths of |B| = 0, 0.2, 0.5 and 1.0B0. As described
previously, the values of electronegativity and hardness
for each species with respect to increasing magnetic field
strength show a piecewise behaviour, in which changes
to the ground state electronic configuration of the atoms
and their respective anions and cations results in distinct
segments in the values of χ and ηwith respect to |B| [24].

It was shown in Ref. [24] that the ground-state config-
uration for each of H, F, Cl and Br remains unchanged
in the range |B| = 0.0 − 0.2B0, making it instructive
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Table 1. Difference in electronegativity values (�χ = χH − χX )
in Eh, sumof hardness values (

∑
η) in Eh and change in number of

electrons (�N = NH − NX ) for the hydrogen halides HF, HCl and
HBr as a function of the magnetic field strength |B| / B0.

|B| / B0 0.0 0.2 0.5 1.0

HF �χ −0.127 +0.042 +0.195 +0.210∑
η +0.489 +0.581 +0.519 +0.622

�N −0.130 +0.036 +0.188 +0.169

HCl �χ −0.042 +0.104 +0.144 +0.150∑
η +0.405 +0.466 +0.517 +0.558

�N −0.052 +0.112 +0.144 +0.135

HBr �χ −0.018 +0.122 +0.136 +0.179∑
η +0.390 +0.438 +0.474 +0.553

�N −0.023 +0.139 +0.144 +0.161

to compare between the charge transfer predicted by
Equation (11) at zero field and 0.2B0. It was noted in
Ref. [24] that at |B| = 0.5B0, the electronegativity of H
had become greater than that of F, Cl and Br – a rever-
sal of the case at zero field; as such this field strength
is also considered in Table 1, as is the highest field
strength |B| = 1.0B0 for comparison. Over this range of
|B|, the ground state electronic configuration of H was
shown to remain unchanged, whilst that of F undergoes
one change at |B| = 0.6B0 and those of both Cl and Br
undergo three changes at |B| = 0.3, 0.5 and 0.7B0 [24].

The ground-state energies of these four atoms as a func-
tion of magnetic field strength over the range relevant for
the subsequent discussion of their respective molecules
are shown in Figure 1.

In the absence of a field, the values of �N shown
in Table 1 are in line with what conventional chemical
intuition would predict – namely that, since the halo-
gen atoms are more electronegative than hydrogen, in
the hydrogen halides there should be a charge transfer
from hydrogen to the halogen and thus a negative value
of �N. Since the halogens become less electronegative
going down the group from F→Cl→ Br, themagnitude
of �N should decrease from HF → HCl → HBr. How-
ever it can be seen in Table 1 that at |B| = 0.2B0, with
the atomic ground-state configurations unchanged from
at zero field,�N is positive for all threemolecules, imply-
ing a charge transfer from the halogen to hydrogen. This
reversal of the zero-field case follows from the change
in relative electronegativities that occurs, with hydrogen
becoming more electronegative than each of the halo-
gens; this can be seen in the Supporting Information of
Ref. [24] and is plotted here for hydrogen and the three
halogens in Figure 2.

Figure 1. Ground state energies in Eh and electronic configurations of H (upper left), F (upper right), Cl (lower left) and Br (lower right)
as a function of magnetic field strength, calculated with current DFT using the cTPSS functional.
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Figure 2. The electronegativities of H and F (left), Cl (centre) and Br (right) plotted as a function of magnetic field strength, with the
crossing points indicated in each case.

It can be seen in Figure 2 that the magnetic field
strength at which χH becomes greater than χX decreases
for X = F → Cl → Br, occurring at |B| = 0.16, 0.05
and 0.03B0, respectively. Since χH does not change sig-
nificantly up to |B| = 0.16B0, these differences are deter-
mined entirely by the behaviour of χX with |B|, all of
which decrease by a comparable value in this range. The
difference in zero-field electronegativity between the two
atoms however decreases from F → Cl → Br, implying
a decreasing zero-field bond polarity in the respective
hydrogen halide; it follows that the larger the zero-field
bond polarity, the greater the field strength required to
reverse its direction. The difference in electronegativ-
ity and the sum of hardness values for the hydrogen
halides shown in Table 1 generally continue to increase
with increasing field strength, with �N appearing to
exhibit smaller changes at higher field strengths (with
comparatively small decreases for HF and HCl and a
comparatively small increase for HBr between |B| = 0.5
and 1.0B0) as the charge transfer implied by the elec-
tronegativity difference is damped by the increasing total
hardness of the atoms.

Before proceeding to compare these predictions of
changes in bond polarity with magnetic field strength to
the results of current DFT calculations on the molecules
themselves in these conditions, it should be noted that
the value of |B| at which the change in bond polarity will
occur will depend significantly on themodel used for cal-
culating �N. The Huheey model used here is one of the
simplestmodels available [59, 60] and as such the qualita-
tive rather than quantitative nature of the prediction will
form the focus of the present discussion. The qualitative
prediction of a reversal in bond polarity resulting from an
external magnetic field is remarkable and, to the best of
our knowledge, not reported elsewhere in the literature;
it is obvious to see how chemistry under these conditions
may differ significantly from the zero-field case.

The energies, dipole moments and Mulliken popu-
lations of the HF, HCl and HBr molecules were calcu-
lated at the current DFT level with the cTPSS exchange-
correlation functional in the presence of external mag-
netic fields of |B| = 0.0 − 0.8B0 for HF and 0.0 − 0.5B0
for HCl and HBr, applied parallel and perpendicular to
the internuclear axis. Whilst their equilibrium geome-
tries can be expected to change with magnetic field
strength, [46, 96] and indeed this will be examined
later in the present discussion, initially the analysis will
consider molecules fixed at their zero-field equilibrium
geometries. Maintaining a fixed geometry better allows
the results to be understood in the conceptual DFT
framework, corresponding to fixing the external poten-
tial v and extending the conceptual DFT response tree to
include derivatives with respect to magnetic field B in a
similar way to that presented in Ref. [27] for the electric
field E , in which the conventional electric-field related
response functions such as dipole moment, polarisability
and first hyperpolarisability became part of an extended
response function tree containing new chemical descrip-
tors. For example, the electric dipole moment µe and
magnetic dipolemomentµm can be defined, respectively,
as

µe =
(

∂E
∂E

)
v

µm =
(

∂E
∂B

)
v
. (28)

Maintaining a fixed geometry and therefore external
potential allows an extended response function tree to
be constructed, with derivatives with respect to the mag-
netic field yielding the additional terms

(
∂μ

∂B

)
v

=
(

∂µm
∂N

)
v

=
(

∂2E
∂B∂N

)
v(

∂η

∂B

)
v

=
(

∂2µm
∂N2

)
v

=
(

∂3E
∂B∂N2

)
v
.

(29)
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Figure 3. Electric dipole moment along the internuclear axis of HF (left), HCl (centre) and HBr (right) in atomic units as a function of
external magnetic field strength |B| / B0 applied parallel and perpendicular to the bond.

In Figure 3, the electric dipole moment along the bond
is shown for HF, HCl and HBr at their zero-field geome-
tries as a function of magnetic field strength applied both
parallel and perpendicular to the internuclear axis. As
described above, the range |B| = 0.0 − 0.8B0 is consid-
ered for HF whilst for HCl and HBr this range is trun-
cated to |B| = 0.0 − 0.5B0. In the latter two cases, the
dipole moments in a parallel field cannot be computed
at field strengths above 0.38B0 and 0.34B0, respectively,
since a symmetry breaking occurs and a solution with
a different electronic configuration results. The H – X
bond is aligned along the z-axis with Rz(H) < Rz(X) in
all cases and the zero-field dipole moment has a negative
sign (negative to positive convention).

At zero-field the electric dipole moments for HF,
HCl and HBr are computed (in Debye) to be −1.771D,
−1.094D and −0.827D, respectively; these are in rea-
sonable agreement with the experimentally determined
values of 1.826D, 1.109D and 0.827D , respectively, [97]
and follows the trend expected from the decreasing elec-
tronegativity of the series F → Cl → Br.

For magnetic fields applied both parallel and perpen-
dicular to the internuclear axis, it is observed that only the
component of the electric dipole along to the internuclear
axis has a non-zero value. This may be understood by
analysing the symmetry of the system in amagnetic field:
at zero field, the hydrogen halides belong to theC∞v point
group; in the presence of an external field, the symmetry
becomes that of the system and field together.

In the first instance, only the unitary symmetry of the
system and field shall be considered as it is themost com-
monly encountered type of symmetry [46, 98, 99]. The
unitary symmetry group of a uniform magnetic field in
the absence of any particles is C∞h. Thus, when the mag-
netic field is applied parallel to the internuclear axis, the
unitary symmetry group of the system and field together
becomes C∞ which contains only a C∞ proper rotation

axis along the H – X bond. By contrast, if the magnetic
field is applied perpendicular to the internuclear axis, the
system plus field unitary symmetry group then becomes
Cs, with only a σh mirror plane perpendicular to the
field.

It is clear from these arguments that, when a magnetic
field is applied parallel to the H – X axis, only the elec-
tric dipole moment component along this direction may
exist as this is the only component that remains invariant
under the symmetry operations of the unitary symme-
try group C∞. Similarly, in the case of the perpendicu-
lar magnetic field, the two dipole moment components
orthogonal to the field, one along the H – X axis, and one
in the direction perpendicular to both the H – X axis and
the applied field, are both permitted to be non-zero by
the unitary symmetry group Cs. However, as revealed by
the calculation results discussed so far, in both parallel-
and perpendicular-magnetic-field cases, non-zero elec-
tric dipole moments are only ever observed along the
H – X axis while any components perpendicular to this
direction identically vanish.

To account for the unexpected vanishing of the dipole
moment component orthogonal to both the H – X axis
and the magnetic field in the perpendicular-field case, it
is necessary to go beyond unitary symmetry. In fact, it
turns out that the time-reversal operator θ̂ – an antiuni-
tary operator under the action of which the direction of
B is inverted – must also be considered. The product of θ̂
and other unitary operators û that act to reverse the direc-
tion ofB form a set of antiunitary operations underwhich
B is invariant. If the molecular symmetry group contains
some of these unitary operators û, then the full symme-
try group of the molecule in the field also contains the
corresponding antiunitary θ̂ û products. In such a case,
the full magnetic symmetry group is no longer unitary.
These symmetry arguments are presented more formally
and completely in the Appendix.



10 T. J. P. IRONS ET AL.

In the case of the H – X molecule with a magnetic
field applied perpendicular to its principal axis, consid-
ering only unitary symmetry transformations leads to
the classification of this system as belonging to the uni-
tary symmetry group Cs as described above. However, the
molecular symmetry groupC∞v also contains the unitary
C⊥
2 and σv operations which reverse the direction of B.

They can thus be combined with the antiunitary time-
reversal operator θ̂ to yield the antiunitary operations
θ̂C⊥

2 and θ̂σv that leave both B and the nuclear frame-
work unchanged. The full magnetic symmetry group of
the system is therefore given by M = Cs + θ̂{C⊥

2 , σv}
where the ‘+’ denotes a disjoint union. This symmetry
group M is isomorphic to C2v with Cs being a nor-
mal subgroup of index two; by convention this may be
labelled as C2v(Cs) [100, 101]. In this symmetry group,
the electric dipole moment component perpendicular to
both B and the H – X bond is not invariant under θ̂C⊥

2
and θ̂σv and therefore must always vanish, as is indeed
the case in the present calculations.

Returning to Figure 3, it can be seen in all three cases
that the behaviour of the dipole moment with respect
to magnetic field strength is significantly different where
the field is applied perpendicular to the internuclear axis
compared to where is is applied parallel to this axis. In
a parallel magnetic field, there are only relatively minor
changes to the electric dipole moment; in the case of
HF, there is only a change of +0.027 a.u. as the mag-
netic field is increased from |B| = 0.0 − 0.8B0. By con-
trast, there is a much more significant change to the
electric dipole moment in the presence of a perpendic-
ular magnetic field, with it becoming less negative much
more rapidlywith increasingmagnetic field strength than
when applied parallel to the bond and eventually chang-
ing sign, revealing a reversal of bond polarity. In the
case of HF, the dipole moment changes from −0.697 a.u.

at zero field to +0.200 a.u. at |B| = 0.8B0 perpendicu-
lar to the bond, with the change in sign occurring at
|B| = 0.72B0; in all cases with no change of electronic
configuration.

This change in bond polarity can be further inves-
tigated by looking at the change in Mulliken charge
on the hydrogen atom with increasing field strength,
shown for HF, HCl and HBr in Figure 4 along with the
charge transfer −�N predicted by the Huheey model
with Equation (11).

It can be seen in Figure 4 that the Mulliken charge
on the hydrogen atom becomes somewhat smaller with
increasing magnetic field strength applied parallel to the
internuclear axis, but decreases much more rapidly with
increasing field strength perpendicular to the internu-
clear axis, in all three cases becoming negative at a similar
magnetic field strength to that at which the electric dipole
moment changes sign. In the case of HF, the Mulliken
charge on the hydrogen atom goes from +0.306 at zero
field to+0.180 in a magnetic field of |B| = 0.8B0 parallel
to the bond but −0.200 when the field is oriented per-
pendicular to the bond, confirming the change in bond
polarity observed with the reversal of the electric dipole
moment.

For the HF molecule, the changes in electric dipole
moment and Mulliken charge in strong magnetic fields
parallel and perpendicular to the internuclear axis
were also calculated using Hartree-Fock and the range-
separated exchange hybrid form of cTPSS (cTPSSrsh)
[102]. This was to investigate the possible effect the over-
delocalisation of charge density associated with DFT
exchange-correlation functionals such as TPSS on the
propensity for a transfer of charge to occur between the
hydrogen and fluorine atoms in a strong magnetic field.
The over-delocalisation of charge density could result in
the change in the direction of charge transfer occurring

Figure 4. Mulliken charges on the hydrogen atom qHM in HF (left), HCl (centre) and HBr (right) in as a function of external magnetic field
strength |B| / B0 applied parallel and perpendicular to the bond, with the charge transfer to the hydrogen atom−�NH predicted by the
Huheey model given for comparison.
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at an erroneously low magnetic field strength. In con-
trast, the charge-density is over-localised with Hartree-
Fock which could result in the change in direction of
charge transfer occurring at an erroneously high mag-
netic field strength. The cTPSSrsh exchange functional
combines TPSS exchange at short-range with Hartree-
Fock exchange at long-range, which should lead to an
improvement on the delocalisation error of cTPSS by
ensuring the exchange-potential has the correct asymp-
totic behaviour. For the HF molecule, only small differ-
ences in the change of electric dipole moment and Mul-
liken charge with magnetic field were observed between
HF, cTPSS and cTPSSrsh – this is discussed further
in the Supporting Information. This indicates that, for
the small molecules considered in this work, the effects
of charge over-localisation with Hartree-Fock and over-
delocalisation with cTPSS are not significant and do not
need explicit consideration here.

These changes in bond polarity in a strong magnetic
field are qualitatively in line with what would be pre-
dicted from the atomic electronegativity and hardness
values at these field strengths. It can be seen however in
Figure 4 that the field strength at which the change in
bond polarity would be expected to occur according to
the Huheey model of Equation (11) is consistently much
lower than that at which it is observed to actually occur
in the molecular calculations. As described earlier, this is
to be expected in view of the approximate nature of the
Huheey equation, in particular its neglect of the external
potential and the parabolic approximation of the E(N)

curve [17]. In the case of the hydrogen atom, with a high
ionisation energy and low electron affinity, this approach
is less appropriate than, for example, the exponential
model later introduced by Parr and Bartolotti [103]. Fur-
thermore, we note that the prediction of bond polarity
from the atomic reactivity descriptors does not distin-
guish between orientations of the bond with respect to

the magnetic field since it is based on the global atomic
descriptors χ and η. Whilst this is another limitation of
this approach, intuitively one might expect the predic-
tion to be most meaningful for the orientation of field
with respect to the bond in which the effect on the bond
polarity is greatest – in this case, perpendicular.

The change in bond polarity occurring in a strong
magnetic field applied perpendicular to the internuclear
axis but not applied parallel can be seen clearly by plotting
the charge density of the molecule under these two mag-
netic fields relative to the charge density of the molecule
at zero field. This is shown for HF in Figure 5 in a mag-
netic field of |B| = 0.8B0 parallel and perpendicular to
the bond.

Figure 5 reveals that, in a magnetic field parallel to
the H – F bond, there is no transfer of charge density
along this axis. Instead, there is a general accumulation
of charge density around the nuclei relative to zero field,
with a general depletion of charge density beyond this
region – most likely reflecting the contraction of charge
density that occurs in strong magnetic fields [104–106].
By contrast, in a perpendicular field there is a clear and
significant depletion of charge density around the fluo-
rine atom and accumulation of charge density around
the hydrogen atom, relative to zero-field, providing fur-
ther evidence of the shift in charge distribution associated
with the reversal in bond polarity arising in a strong
perpendicular magnetic field.

This result is significant; not only does an inversion
of bond polarity occur in a diatomic molecule under
the influence of an applied magnetic field, but these
results observed from molecular current DFT calcula-
tions confirm the qualitative predictions made using
ideas from conceptual DFT and atomic reactivity indi-
cators computed under these conditions in the pre-
vious study [24], thus confirming the utility of this
approach.

Figure 5. Difference in charge density of HF in a magnetic field of |B| = 0.8B0 applied parallel (left) and perpendicular (right) to the
internuclear axis, relative to that at zero field.
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The picture for HCl and HBr in strongmagnetic fields
is similar although not identical to that for HF. Figure 3
shows that a magnetic field applied parallel to the inter-
nuclear axis of HCl andHBr has a relativelymodest effect
on the electric dipolemoment, only increasing by+0.039
a.u. in HCl between zero-field and |B| = 0.38B0 and
+0.052 a.u. in HBr between zero-field and |B| = 0.34B0;
in both cases, this is themaximumfield strength at which
the zero-field electronic configuration can be obtained.
As with HF, there is a much more significant change in
the electric dipole moment in a perpendicular magnetic
field; a change in sign of the electric dipole occurs at |B| =
0.42B0 inHCl and |B| = 0.30B0 inHBr, the field strength
becoming progressively lower for molecules with smaller
zero-field dipole moments. Interestingly, the Mulliken
charge of the hydrogen atom at the field strength where
the sign of the dipole moment reverses in HCl is −0.108
and in HBr is −0.056, implying that the reversal in bond
polarity has already occurred at a slightly lower field
strength than that at which the electric dipole moment
changes sign.

Remarkably, even though no changes in electronic
configuration occur, the dipole moment in HCl reaches
a maximum value of around +0.01 a.u. at |B| = 0.44B0,
before then decreasing as the field strength increases fur-
ther, crossing zero again at |B| = 0.48B0 and becoming
more negative with increasing field strength. A simi-
lar trend is present in HBr, with the dipole moment
reaching a maximum value of +0.30 a.u. at |B| = 0.44B0
before beginning to decrease with increasing magnetic
field strength; the difference from HCl is the maximum
value the dipole moment reaches before the trend with
increasing magnetic field strength reverses again.

It is interesting to compare the effects of an applied
magnetic field on bond polarity with those that occur due
to an applied electric field. It was previously shown by

Ramos et al., approximating the electric field with vari-
ous models, that a relatively small evolution in the dipole
moment of HF occurs when the electric field is applied
parallel to the internuclear axis up to a field strength of
5.2 × 1010 Vm−1, roughly equivalent to 0.1 a.u., however
these electric fields are parallel to the direction of the elec-
tric dipole moment so a change in polarity would never
be expected [56].

In the present work, we present complete calculations
using the OEFF approach with an electric field applied
parallel and perpendicular to the internuclear axis, with
a field strength of |E | = 0.0 − 0.1 a.u. for HF and |E | =
0.0 − 0.05 a.u. for HCl and HBr; values in the range
typically used in OEFF studies and within experimental
reach. The evolution of the electric dipole moment with
field strength for these three molecules at fixed geometry
and zero magnetic field is presented in Figure 6.

A uniform electric field in the absence of any parti-
cles transforms according to the C∞v point group and
therefore, when applied parallel to the internuclear axis of
theHXmolecules, the overall unitary symmetry group of
the system and external electric field combined remains
C∞v. Unlike the cases of external magnetic fields, it is not
necessary to go beyond unitary symmetry here because
electric fields are not affected by the antiunitary action of
time reversal. It follows that C∞v is indeed the full sym-
metry group of the system and field, in which the electric
dipole may only be non-zero along the principal axis. By
orienting E antiparallel to the zero-field electric dipole
moment, it can be seen in Figure 6 that it becomes less
negative with increasing field strength, changing sign at
|E | = 0.082, 0.024 and 0.012 a.u. for HF, HCl and HBr,
respectively, and continuing to increase with increasing
field strength in all cases.

With a uniform electric field applied perpendicular to
the internuclear axis, the overall unitary symmetry group

Figure 6. Components of the electric dipolemoment parallel (μz) andperpendicular (μx) to the internuclear axis of HF (left), HCl (centre)
and HBr (right) in atomic units as a function of external electric field strength |E | / a.u. applied parallel (Ez) and perpendicular (Ex) to the
bond.
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of the system and field together reduces to Cs with only
the σv plane containing both the electric field and the HX
molecule remaining. A non-zero component of the elec-
tric dipole moment in the direction of the applied field,
whilst perpendicular to the internuclear axis, is not sym-
metry forbidden and indeed it can be seen in Figure 6
that, with such an electric field applied, the change in
electric dipole moment in this direction perpendicular
to the bond is much more significant than that along
the bond. For HF over the range of |E | = 0.0 − 0.1 a.u.
perpendicular to the H – F bond, the component of the
dipole moment parallel to the bond increases by only
+0.021 a.u. whilst the component perpendicular to the
H – F bond and parallel to the applied field increases
by +0.706 a.u. A similar picture is seen for HCl and
HBr where, with an electric field of |E | = 0.0 − 0.05 a.u.
perpendicular to the bond, the component of the elec-
tric dipole parallel to the bond changes by −0.002 a.u.
and −0.005 a.u. for HCl and HBr, respectively, whilst the
components perpendicular to the bond and parallel to
the applied field vector increase by +0.984 and +1.436
for HCl and HBr, respectively.

Considering the three molecules together, a common
pattern emerges: in the presence of a strong magnetic
field, relatively modest changes to dipole moment and
charge distribution are seen when the field is applied
parallel to the internuclear axis however much more sig-
nificant changes are observed where the field is applied
perpendicular to this axis. In all three cases, the electric
dipolemoment becomes less negative with increased per-
pendicularmagnetic field strength, crossing zero at |B| =
0.72, 0.42 and 0.30B0 for HF, HCl and HBr, respectively –
indicative that the higher the zero field bond polarity, the
greater the field strength required for its inversion. This
pattern is also reflected in the behaviour of the Mulliken
charges for the hydrogen atom in these three molecules
with increasing field strength.

It would appear from a preliminary analysis of Figure
3 that HCl is something of an outlier, since the dipole
moment only attains a small positive value, decreasing
again with increasing field strength and becoming neg-
ative again. However, similar behaviour is exhibited in
HBr – in which the dipole moment reaches a maximum
positive value at some magnetic field strength, beyond
which it begins to decrease again. A provisional study of
HF at higher magnetic field strengths than those consid-
ered in the present discussion suggests similar behaviour
is exhibited for this molecule, with the dipole moment
reaching a maximum value at around |B| = 1.20B0 and
decreasing beyond this point. However, these results are
only provisional and should be treatedwith caution, since
the quality of the basis set can deteriorate significantly at
higher field strengths, necessitating a larger basis set with

higher angular momentum functions to adequately rep-
resent the increasingly distorted charge density [36, 102].

This is in contrast to the effect of an applied elec-
tric field, which applied (anti)parallel to the internuclear
axis induces an inversion of the dipole moment at |E | =
0.082, 0.024 and 0.012 a.u. for HF, HCl and HBr, respec-
tively. However, as for the case of an applied magnetic
field, the greater the zero-field dipole moment then the
larger the applied field required for it to be reversed.

By analogy to the calculation of the zero-field response
of the electronegativity to an applied magnetic field for
atoms presented in Ref. [24], the response of the elec-
tric dipole moment to an applied magnetic field and
applied electric field can be evaluated by finite differ-
ence at small values of the field. These are summarised
for the components of the electric dipole which are not
symmetry-forbidden in Table 2.

It can be seen in Table 2 that the zero-field response
of the electric dipole to the magnetic field is very small
– being slightly positive for the field parallel to the
dipole and slightly negative for the field perpendicular to
the dipole. Whilst perhaps surprising that the zero-field
response is relatively small, it is concordant with observa-
tions of Figure 3, in which it can be seen that significant
changes to the dipole moment do not occur near zero-
field but begin to become discernible at much higher
field strengths. In comparison, with an applied electric
field the response of the component of the electric dipole
moment parallel to the electric field vector is significant
for all three molecules; the positive values and uniform
increase fromHF→HCl→HBr is as expected based on
the increasing polarisability of the halogen atoms (3.76,
14.7 and 20.6 a.u. for F, Cl and Br, respectively, [97]) going
down that group in the periodic table.

To complete the investigation of the hydrogen halides,
we finally considered the effect of geometry relaxation
with increasing magnetic field strength on the corre-
sponding evolution of the electric dipolemoment.Whilst
maintaining a fixed geometry permits the definition of
response functions at a fixed external potential such as
those in Table 2, recent studies have shown that the equi-
librium geometry of even simple diatomic molecules can

Table 2. Zero-field response of the symmetry-permitted compo-
nents of the electric dipole moment of the hydrogen halides to
the application of an electric or magnetic field aligned parallel
and perpendicular to the zero-field dipole, evaluated by finite
difference.(
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)
v
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)
v

(
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HF 0.00002 −0.00012 5.56872 0.00000 6.90474
HCl 0.00009 −0.00075 17.46719 −0.00001 19.02715
HBr 0.00015 −0.00158 24.03078 −0.00004 25.85462
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Figure 7. Equilibrium bond length of HF (left), HCl (centre) and HBr (right) as a function of external magnetic field strength |B| / B0
applied parallel and perpendicular to the bond.

Figure 8. Electric dipole moment along the internuclear axis of HF (left), HCl (centre) and HBr (right) in atomic units at their equilibrium
bond lengths as a function of external magnetic field strength |B| / B0 applied parallel and perpendicular to the bond.

change significantly in the presence of strong magnetic
field, in a way that depends on the orientation of the
field relative to the bond [40, 46, 96]. Using the analyt-
ical gradient implementation presented in Ref. [46], the
geometries of the hydrogen halides were optimised in
the presence of magnetic fields applied parallel and per-
pendicular to the bond over the range of field strengths
considered for the fixed-bond lengths. The change in the
equilibrium bond length as a function of field strength is
shown in Figure 7.

In all cases, Figure 7 shows that the equilibrium bond
length shows a slight decrease with increasing magnetic
field strength parallel to the bond, but a much more
significant increase with magnetic field strength perpen-
dicular to the bond, with maxima in the equilibrium
bond length with respect to field strength observed for
all three molecules. Clearly these significant changes to
the equilibrium bond length would be expected to affect
the dipole moment, which in its most basic definition
is simply the difference between two charges multiplied
by their separation. The electric dipole moment as a
function of the magnetic field strength is presented in
an analogous manner to that for fixed bond lengths in
Figure 8.

It can be seen in Figure 8 that, whilst the fundamen-
tal trends discussed for the fixed bond length calculations
such as the relative field strengths at which the dipole
moment changes sign for the three molecules remain
unchanged, the picture is significantly affected by the
relaxation of the geometry. In particular, for the mag-
netic field perpendicular to the internuclear axis, the field
strength at which the dipole moment changes sign is
reduced to |B| = 0.54, 0.32 and 0.26B0 for HF, HCl and
HBr, respectively. Furthermore, the maximum change in
the dipole moment over the range of field strengths is
larger: increasing from 0.896 a.u. →1.522 a.u. for HF,
0.441 a.u. →0.718 a.u. for HCl and 0.625 a.u. →0.923
a.u. for HBr; observations that would be expected given
the associated increase in equilibrium geometry.

3.2. H2OandNH3

Finally, we extend the study to the evolution of the dipole
moment of H2O and NH3 in a magnetic field.

3.2.1. H2O
In the case of H2O, when the magnetic field is applied
along the C2 axis of the molecule (which will henceforth
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be referred to as the ‘parallel-field’ case), the unitary sym-
metry group of the combinedmolecule and field isC2, but
the full magnetic symmetry group taking into account
the antiunitary action of time reversal is C2v(C2). By con-
trast, when the magnetic field is applied perpendicular
to the plane of the molecule (which will henceforth be
referred to as the ‘perpendicular-field’ case), the unitary
symmetry group is Cs and the full magnetic symmetry
group is C2v(Cs).

In the calculations where the H2O molecule is placed
in the yz-plane with the C2 axis along z, a considera-
tion of only unitary symmetry shows that a variation of
the dipole moment along the z-axis is expected in both
cases, but also along the x-axis in the perpendicular case.
However, the when time reversal is taken into account,
in analogy with the hydrogen halides, the x-component
in the case of a perpendicular field must also vanish.
The evolution of the z-component for the parallel- and
perpendicular-field cases is now more similar than in
the case of the hydrogen halides, shown on the left of
Figure 9.

It can be seen in Figure 9 that the dipole moment
becomes less negative with increasing magnetic field
strength in both cases, changing sign with a perpendic-
ular field of around |B| = 0.80B0. As for HCl and HBr,
a symmetry breaking at increased field strength prevents
the dipole moment from being calculated across the full
range of field strengths with a consistent state with a
parallel field.

The case with an applied electric field can be seen
on the right of Figure 9. A similarity with the parallel-
magnetic field case can be noted; the corresponding full
symmetry groupC2v giving rise to a single dipolemoment
component along the z-axis, which is seen to change sign
upon increasing field strength (oriented along the +z-
direction). The case of the perpendicular electric field
with resulting symmetry group Cs permits non-vanishing

dipole moment components along the z- and x-axes, as
opposed to a single component in themagnetic field case.
This is observed in Figure 9, where the largest changes in
dipole moment with a perpendicular electric field occur
along the x-axis.

The significant effect on the polarity ofH2O and there-
fore the charge distribution by applied electric and mag-
netic fields suggests that permanent dipole-permanent
dipole interactions will be significantly affected by these
external fields. Future work considering the change in
charge distributions of water dimers and possibly larger
systems, informed by the work of Ref. [48], should help
provide additional insight to the unresolved question of
the overall effect ofmagnetic fields on hydrogen bonding.

3.2.2. NH3
Intuitively, similar results are expected for NH3 though
of course the symmetry of the system, which plays an
important role in all our discussions, is not the same. For
amagnetic field parallel to themolecularC3 axis oriented
along the z-direction (‘parallel-field’ case), the unitary
symmetry group is C3 and the full magnetic symmetry
group taking into account time reversal is C3v(C3). Under
both groups, μz turns out to be the only allowed dipole
moment component. It shows the expected decrease (in
absolute value) upon increasing field strength though
an inversion of polarity is not observed at this geom-
etry. This inversion on the other hand is observed in
the parallel-electric-field case (the symmetry group of
the system being C3v is identical to that of the isolated
molecule and unaltered by the field). This can be seen in
Figure 10.

By contrast, when a magnetic field is applied perpen-
dicular to themolecularC3 axis along the z-direction and
also to the σ

yz
v plane (‘perpendicular-field’ case), both

the unitary symmetry group and the full magnetic sym-
metry group are Cs, allowing two non-vanishing electric

Figure 9. Components of the electric dipole moment parallel to the C2 axis of H2O (μz) and perpendicular to the plane of H2O (μx) in
atomic units as a function of external magnetic field strength |B| / B0 (left) and electric field strength |E | / a.u. (right).
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Figure 10. Components of the electric dipolemoment parallel to the C3 axis of NH3 (μz) and perpendicular to this axis (μx ,μy) in atomic
units as a function of external magnetic field strength |B| / B0 (left) and electric field strength |E | / a.u. (right).

dipole components (μz and μy) which now, as opposed
to the H2O case, indeed survive – as can be seen in
Figure 10. The z-component shows, not unexpectedly,
an almost inverted polarity at the highest fields, whilst
the y–component, zero in the field-free case, shows a
similar increase. In the case of a perpendicular electric
field applied, the symmetry of the system is C1 and as
such the electric dipole moment can be non-zero in all
three Cartesian directions. This can be seen in Figure 10
where, with a perpendicular electric field applied, there is
a large change in μx and small but non-zero changes to
μy and μz.

Overall, the results for NH3 bear large similarity with
the H2O case, although the symmetry of these molecules
in the presence of magnetic fields must be carefully con-
sidered in the interpretation of these observations.

4. Conclusions

In this work, the influence of strong magnetic fields on
the charge distribution – as manifested by the electric
dipole moment, atomic partial charges and charge densi-
ties themselves – on the hydrogen halides is considered in
two different ways. The first of these is with a conceptual
DFT model, making use of the atomic electronegativ-
ity and hardness evaluated in Ref. [24] across a range
of magnetic field strengths for atoms H-Kr, with which
the charge transfer within a bond can be predicted in the
presence of a strongmagnetic field. The second approach
is through current DFT calculations on the molecules
themselves, with a strong magnetic field applied parallel
and perpendicular to the internuclear axis and with the
electric dipole moment and Mulliken charges evaluated
from the converged solutions. The inversion of polarity
predicted by the conceptual DFT model, and the trend
expected for the three halogen atoms, is observed in the
current DFT calculations – with an inversion in polarity

of HF, HCl and HBr with a strong magnetic field applied
perpendicular to the internuclear axis, at decreasingmag-
netic field strength in the series HF → HCl → HBr. The
central role of symmetry in determining the components
of the dipole moment which are non-zero is seen in the
comparison between the results from an applied elec-
tric and magnetic field; in the latter case, consideration
of time reversal symmetry is essential to understand-
ing which components of the dipole moment vanish and
which do not. Analysis of the Mulliken populations and
of the change in charge density itself confirms that the
reversal of the dipole moment in these systems is in line
with the shift in charge distribution in strong magnetic
fields. The present work highlights the need to consider
the full magnetic symmetry group. This is expected to be
essential, for example, in utilising symmetry to under-
stand electronic spectra and selection rules for allowed
transitions in magnetic fields.

At a fixed geometry, the response of the dipole
moment to an external magnetic field (∂µe/∂B)v can be
included in an extended conceptual DFT response func-
tion tree and is seen to be equal to the second derivative
of the energy with respect to electric and magnetic field.
Permitting the geometry to relax, it is seen that the equi-
librium bond length of the hydrogen halides decreases
slightly with increasing magnetic field strength paral-
lel to the bond whereas it increases significantly in a
perpendicular field.

The results for H2O and NH3 are, in general, consis-
tent with the results seen for the hydrogen halides – with
changes in the dipole moment and inversions of its direc-
tion in the presence of external electric and magnetic
fields of certain orientations relative to the principal axes
of these molecules. These observations may be useful for
guiding further studies on clusters of these molecules, to
provide new insight into the unresolved question of the
influence of magnetic fields on hydrogen bonding. The
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results for NH3 show strong similarities with those of
H2O however, though a full consideration of the symme-
try properties of these systems in the presence of mag-
netic fields, the perhaps unexpected differences between
these can be understood.
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Appendix. Symmetry of molecules in external
magnetic fields

While the layperson approach to determining the full sym-
metry of a molecular system under an external magnetic field
presented in Section 3.1 should suffice in many cases, the avid
readers with a keen eye for the subtleties of the time-reversal
symmetry will inevitably find such an approach rather unsat-
isfying. Therefore, in this Appendix, a more formal discussion
on the symmetry of molecules in external magnetic fields will
be presented.

For an N-electron system in an external magnetic field
B(r) = ∇ × A(r) where A(r) denotes the external magnetic
vector potential, the Schrödinger–Pauli Hamiltonian describ-
ing this system is given in atomic units by [107, 108]

Ĥ = Ĥ0(vext) +
N∑
k=1

A(rk) · p̂k

+ gs
2

N∑
k=1

B(rk) · ŝk + 1
2

N∑
k=1

A2(rk), (A1)

where Ĥ0 is the zero-field Hamiltonian that depends on
the multiplicative external potential vext, p̂k is the canonical
momentum operator for the kth electron, gs the electron spin g-
factor, and ŝk the spin angular momentum operator for the kth
electron. This is essentially equivalent to the electronic Hamil-
tonian introduced in Equation (12), but written in a more
compact and general form to facilitate the symmetry discus-
sion to follow. The symmetry of this system is governed by its
symmetry groupMwhich comprises all transformations t̂ that
leave Ĥ invariant, i.e. t̂Ĥt̂−1 = Ĥ. Clearly, M is the intersec-
tion of the symmetry groups of the four constituent terms in
Equation (A1) which shall now be discussed in turn.

A.1 The zero-field Hamiltonian

Consider first the zero-field Hamiltonian:

Ĥ0(vext) = 1
2

N∑
k=1

p̂2k +
N∑
k=1

vext(rk) + 1
2

N∑
k	=l

1
|rk − rl|

.

As both the kinetic energy term and the two-electron interac-
tion term are invariant under all spatial proper and improper
rotations, the symmetry group of Ĥ0 is determined exclusively
by the external potential vext which arises from the spatial
geometric arrangement of the nuclear framework. We thus let
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G be the largest subgroup of the full orthogonal transformation
group in three dimensions, O(3), under which vext, and hence
Ĥ0, is invariant. G is commonly called the point group of the
system, but in anticipation of the discussion below, we shall,
however, refer to G as the system’s spatial unitary symmetry
group to make clear the fact that G only contains unitary sym-
metry transformations that leave the spatial nuclear framework
unchanged. The absence of spin-dependent and magnetic-
field-dependent terms in Ĥ0 means that Ĥ0 is also invariant
under the action of the time reversal operator θ̂ . Therefore, the
full symmetry group for Ĥ0 is given by

G + θ̂G (A2)

where the ‘+’ denotes a disjoint union.

A.2 Terms including themagnetic vector potential

Consider next the second term in Equation (A1) which, for
each kth electron in the system, describes the interaction
between its canonical momentum p̂k and the external mag-
netic vector potential A(rk). As this term involves two factors,
one internal to the system (the canonical momenta of the elec-
trons), and one external (the magnetic vector potential), care
must be taken when applying transformation operations on it.
In particular, it shall be agreed that transformation operations
only affect the system which consists of the nuclei and the elec-
trons, but not external parameters that arise from sources lying
outside the system. This means that A(rk) shall be untouched
by the action of a transformation t̂ while only p̂k is affected. In
other words,

t̂
[
A(rk) · p̂k

]
t̂−1 = A(rk) · (

t̂p̂kt̂−1) . (A3)

First, let t̂ = û ∈ O(3) be an orthogonal three-dimensional
transformation operator with representation matrix U in the
orthonormal Cartesian basis {i, j, k}. To see which transforma-
tions leave A(rk) · p̂k unchanged, we write Equation (A3) in a
more helpful form:

A(rk) · (
ûp̂kû−1)

=
∑
μ

Aμ(rk)ûp̂kμû−1 =
∑
μν

Aμ(rk)Uμν p̂kν

=
∑

ν

[∑
μ

UμνAμ(rk)

]
p̂kν = [

U−1A(rk)
] · p̂k, (A4)

where μ, ν ∈ {x, y, z} and the fact that p̂k is a polar vector
has been utilised. Imposing the invariance [U−1A(rk)] · p̂k =
A(rk) · p̂k at all points rk in R3 gives

U−1A(rk) = A(rk) ⇐⇒ A(rk) = UA(rk), (A5)

which states that û must be an orthogonal transformation in
three dimensions that, if it acted on the external magnetic vec-
tor potential A(rk) (which is a polar vector), would leave it
everywhere unchanged. Since B(rk) = ∇ × A(rk), this con-
dition is equivalent to the condition that û would also leave
B(rk) invariant if it were to act on B(rk) [cf. Equation (A8)
below]. It is important to note the subjunctive used deliberately
in the two condition statements because, as shown clearly in
Equation (A3), these operations do not actually act on external
parameters when transforming the Hamiltonian. Nevertheless,
these conditions essentially form the basis for the layperson

approach presented in Section 3.1 and allow one to deduce that,
for a uniform external magnetic field described by an axial vec-
tor B, the orthogonal transformations in three dimensions that
wouldmapB onto itself and that leaveA(rk) · p̂k invariant form
an infinite group commonly known as C∞h [98, 99].

Next, take t̂ = θ̂ to be the antiunitary time-reversal opera-
tor. As p̂k = −i∇k is purely imaginary, it follows that θ̂ p̂kθ̂−1 =
−p̂k. Time reversal is thus not a symmetry transformation of
A(rk) · p̂k. However, in the light of the discussion in the above
paragraph, if we take t̂ = θ̂ û instead where û ∈ O(3) reverses
the direction of A(rk) [and hence B(rk)] and thus introduces a
sign change to A(rk) · p̂k which is then annihilated by θ̂ , then
the antiunitary product θ̂ û indeed keeps A(rk) · p̂k invariant.
For a uniformmagnetic fieldB, such unitary operations û form
an infinite set of two-fold rotations about axes perpendicular to
B (collectively denoted∞C⊥

2 ) and the infinite set of reflections
in planes which contain B (collectively denoted ∞σv). The full
symmetry group of the term A(rk) · p̂k is thus

C∞h + θ̂{∞C⊥
2 ,∞σv}. (A6)

It is then trivial to see that, as the last term in Equation (A1)
involves only the squared magnitude of the external vector
potential, it remains invariant under all spatial transforma-
tions and time reversal which act only on the system. Its full
symmetry group is therefore

O(3) + θ̂O(3). (A7)

A.3 The spin Zeeman interaction term

Following the same argument in the paragraph preceding
Equation (A3), the transformation law for the third term in
Equation (A1) is given by

t̂
[
B(rk) · ŝk

]
t̂−1 = B(rk) · (

t̂ŝkt̂−1) .
If t̂ = û ∈ O(3), then

B(rk) · (
t̂ŝkt̂−1)

=
∑
μ

Bμ(rk)ûŝkμû−1 =
∑
μν

Bμ(rk)|U|Uμν ŝkν

=
∑

ν

[∑
μ

|U|UμνBμ(rk)

]
ŝkν = [|U|U−1B(rk)

] · ŝk,

where the determinant |U| appears because the spin angular
momentum operator is an axial vector. This yields an invari-
ance condition identical to that in Equation (A5) but expressed
in terms of the axial magnetic field:

|U|U−1B(rk) = B(rk) ⇐⇒ B(rk) = |U|UB(rk), (A8)

where the fact that |U| = ±1 has been exploited. If t̂ = θ̂ , then
it is well-known [109] that θ̂ ŝkθ̂−1 = −ŝk, and so the sign of
B(rk) · ŝk is flipped by time reversal. For a uniform magnetic
field, the full symmetry group of B · ŝk is thus identical to that
of A(rk) · p̂k in Equation (A6).

A.4 Overall molecular symmetry in external
uniformmagnetic fields

The full symmetry group M of the Hamiltonian Ĥ in Equa-
tion (A1) for a uniform external magnetic fieldB is given by the
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intersection of the symmetry groups in Equations (A2), (A6),
and (A7):

M =
(
G + θ̂G

)
∩

(
C∞h + θ̂{∞C⊥

2 ,∞σv}
)

∩
(
O(3) + θ̂O(3)

)
= (G ∩ C∞h) + θ̂

(
G ∩ {∞C⊥

2 ,∞σv}
)
.

LetH = G ∩ C∞h be the unitary part ofM. Since G and C∞h
are both groups, it is trivial to show thatHmust also be a group,
and hence a subgroup ofM.We thus refer toH as themagnetic
unitary symmetry subgroup of the system.

The antiunitary part ofM is less straightforward. There are
two possibilities for the intersection G ∩ {∞C⊥

2 ,∞σv}:

(1) G ∩ {∞C⊥
2 ,∞σv} is empty, whichmeans that the system’s

spatial unitary symmetry group G contains no operations
that would reverse the direction of B. We then have

M = H
and the full symmetry group of the system is entirely
unitary.

(2) G ∩ {∞C⊥
2 ,∞σv} is not empty, which means G contains

operations that would reverse the direction of B.H is now

a proper subgroup ofM, and by Lagrange’s theorem, the
order of H must divide the order of M. To determine
the index of H in M, let û and v̂ be two elements in
G ∩ {∞C⊥

2 ,∞σv}. Assume, for the sake of contradiction,
that the two left cosets θ̂ ûH and θ̂ v̂H are distinct. This
means that

∀h ∈ H θ̂ ûh /∈ θ̂ v̂H,
which implies v̂−1û /∈ H when h is chosen to be the iden-
tity. But as both v̂−1 and û must lie in G, and as their
product must preserve the direction of B, that v̂−1û /∈ H
is a contradiction, and so θ̂ ûH is unique for any û ∈ G ∩
{∞C⊥

2 ,∞σv}. Hence,Hmust be a subgroup of index 2 in
M. It is then easy to see that H must also be normal in
M. We thus write

M = H + θ̂ ûH
for some û ∈ G ∩ {∞C⊥

2 ,∞σv}. The group M is now
no longer unitary but can be isomorphic (although not
identical) to a unitary group M′, in which case we also
write [100, 101]

M = M′(H).
We refer toM as the fullmagnetic symmetry group of the
system.
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