
1.  Introduction
Supraglacial debris cover is widespread on glaciers in Alaska and High Mountain Asia, where it covers 9%–14% 
and 10%–19% of total glacier surface area, respectively (D. Scherler et al., 2018; Herreid & Pellicciotti, 2018). 
For these regions it has a strong effect on regional melt rates (e.g., Bhushan et al. (2018)), with implications for 
regional freshwater resources and hydrology. Debris-covered area is also widely expected to expand as glaciers 
retreat and thin worldwide in response to climate change (e.g., Thakuri et al., 2014). Understanding the effect of 
supraglacial debris on melt rates worldwide is therefore critical to effectively predict glacier melt and subsequent 
effects on hydrology into the future.

Supraglacial debris is generally sourced from weathering of the glacier's headwalls and valley walls as well as 
bed erosion and is largely composed of unsorted angular clasts from sand and silt-sized up to large boulders 
(Boulton, 1978; Reheis, 1975; van Woerkom et al., 2019). Debris is a powerful moderator of glacier melt, with 
the relationship between sub-debris melt rates and debris thickness being empirically described by the Østrem 
curve (Østrem, 1959). For thin debris cover melt is increased relative to a bare ice surface, but for a sufficiently 
thick debris layer (typically on the order of a few centimeters for rocky debris) sub-debris melt rates become 
attenuated (Bozhinskiy et al., 1986; Dolgushin, 1972; Khodakov, 1972; Mattson et al., 1993; Østrem, 1959). The 
behavior of the Østrem curve comes from the debris cover's effect on the surface energy balance. Surface debris 
typically has an albedo of 0.1–0.4 (Inoue & Yoshida, 1980; Kayastha et al., 2000; Lejeune et al., 2013; Nicholson 
& Benn, 2012; Rounce et al., 2018), compared to glacier ice albedo of 0.30–0.46 (Cuffey & Paterson, 2010); thus, 
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debris is more effective at absorbing shortwave solar radiation. Because thickened supraglacial debris typically 
leads to higher debris surface temperatures than ice surface or air temperatures (Conway & Rasmussen, 2000; 
Reid et al., 2012; Rowan et al., 2020), it also more effectively cools itself via emission of longwave radiation and 
through sensible and latent heat fluxes (e.g., Nicholson and Stiperski (2020); Steiner et al. (2018)). Longwave 
radiation emission and sensible heat flux were shown by Hénot et al. (2021) to be major drivers in the formation 
of “glacier tables,” boulders on the glacier surface that rest on an ice/snow pedestal due to differential ablation.

Energy balance modeling of sub-debris melt involves evaluation of individual energy balance terms at the debris 
surface, imposing energy closure to constrain ground heat flux into the debris. The debris layer is then typically 
treated as a horizontally homogeneous medium (some vertical structure may be invoked) to calculate the conduc-
tive heat flux available for sub-debris melt, as pioneered by Reid and Brock (2010) and used further by Rounce 
and McKinney (2014), Nicholson and Benn (2012), Rounce et al. (2015, 2021), and Reid et al. (2012). While this 
approach has proven useful in many studies, it ignores convective processes which may occur within the surface 
debris layer, and thus heat transfer by conduction may be overestimated.

Heat convection and advection through air flow in debris has been explored in the context of rock glaciers and 
periglacial terrains. A well-known mechanism is that of the “chimney effect,” whereby an ascending circula-
tion of winter air through sloped porous sediments efficiently cools the subsurface (Delaloye & Lambiel, 2005; 
Morard et al., 2010). Convection in talus has been modeled by Wicky and Hauck (2020), who found that high 
debris permeability and thermal gradient leads to convection playing a crucial role. M. Scherler et al.  (2014) 
produced a more complex model, highlighting the importance of thermal radiation between debris blocks, turbu-
lent heat fluxes, and freeze/thaw cycling.

Convection can be significant in other contexts, such as within subarctic snowpack (Sturm & Benson, 1997; 
Sturm & Johnson, 1991) and in the permafrost active layer (Roth & Boike, 2001), which suggests they may be 
significant for debris-covered glaciers as well. Nicholson and Benn (2012) identified nonlinear behavior in mean 
temperature profiles for coarse supraglacial debris cover on the Ngozumpa Glacier, which they interpreted as 
evidence for convection cooling the uppermost debris layer.

Debris moisture content may vary dramatically on the seasonal, diurnal, and hourly timescale in response to 
sub-debris melt rates, supraglacial hydrology, precipitation, and drying. This in turn could lead to changes in 
debris layer thermal conductivity (Nicholson & Benn, 2006) as well as latent heat fluxes as the debris layer peri-
odically wets and dries. This poor understanding of debris layer wetting and drying also means that latent heat 
fluxes on debris-covered glaciers (surface and subsurface) may be poorly represented in physical models. Most 
models assume a debris layer with a totally dry or saturated state, either consistently for the entire model period 
(Lejeune et al., 2013; Nicholson & Benn, 2006), or exhibiting periods of saturation defined by measured surface 
relative humidity of 100% (Reid & Brock, 2010) or precipitation events (Rounce et al., 2015). In some cases, 
however, modeling efforts have investigated these processes in greater detail. Collier et al. (2014) developed an 
energy balance model including a reservoir module in which the porous debris layer fills with melt water to aid 
in the calculation of latent heat fluxes. The latent heat flux is then calculated at the surface, separating saturated 
debris from dry debris. Evatt et al. (2015) developed idealized analytical solutions to model how the infiltration 
of air into a porous debris layer produces sensible heat fluxes within the debris as well as latent heat fluxes eval-
uated at the ice surface. Their model was successful at reproducing the shape of the Østrem curve for low debris 
thicknesses, with melt rates rising from 0 cm debris to maximum melt rates at 1–2 cm debris and melt suppression 
at >4 cm debris. Most models do not capture this behavior but rather produce maximum melt rates for an infini-
tesimally thin debris layer. Giese et al. (2020) also recently adapted a soil model incorporating vertical moisture 
transport to debris-covered glaciers for evaluation of latent heat fluxes at the debris surface.

Despite these recent advances in modeling, very few analyses of in situ data on debris-covered glaciers have 
produced constraints on water content and latent heat fluxes within or associated with the surface debris layer. 
Such work is necessary to constrain current models and inform the development of new, updated debris-covered 
glacier energy balance models.

As an added complication, surface debris thickness is highly spatially heterogeneous on debris-covered glaciers 
(e.g., Mihalcea et al.  (2008); Nicholson et al.  (2018)). This leads to melt hotspots and areas of reduced melt, 
which in turn produces a rough hummocky surface (Bartlett et al., 2020; Mölg et al., 2020) that feeds back on 
debris thickness patterns as well as atmospheric surface layer dynamics and turbulent heat transfer (Bonekamp 
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et al., 2020; Nicholson & Stiperski, 2020; Steiner et al., 2018). As a result, the surface energy balance and debris 
layer heat flux may be highly spatially variable, leading to challenges in the traditional method of using surface 
energy balance closure to estimate ground heat flux. Thus, there is a need for more direct assessment of heat flux 
in surface debris.

The purpose of this study is to assess the importance of nonconductive processes within supraglacial debris, such 
as convection and latent heat flux, in the context of sub-debris melt. We present a novel data analysis approach 
for constraining the separated conductive and nonconductive heat fluxes from in situ debris temperature data on 
Kennicott Glacier, Alaska, collected in summer 2020 and 2011.

2.  Study Site
Kennicott Glacier is a large compound valley glacier located in the Wrangell-St. Elias National Park, Alaska 
(Figure 1). Covering an area of 387 km 2, it descends 43 km from its accumulation areas on the southern flank 
of Mount Blackburn at 4,996 m a.s.l. down to its terminus at 400 m a.s.l. Abundant medial moraines coalesce to 
form a continuous supraglacial debris layer ∼7 km from the terminus; roughly 20% of the glacier's surface area 
is debris-covered as of 2015 (Anderson, Armstrong, Anderson, & Buri, 2021).

Kennicott Glacier was stabilized at its modern maximum extent between 1860 and 1909 and has been stead-
ily retreating and thinning since that time, with a mean retreat rate of roughly 7  m  yr −1 between 1909 and 
1995 (Rickman & Rosenkrans, 1997). (Das et al., 2014) found specific mass balances of −0.17 m w.e. yr −1 for 
1957–2000 and −0.46 m w.e. yr −1 for 2000–2007, indicating an accelerated rate of mass loss. A study of distrib-
uted melt estimates, derived from modeling sub-debris ice, bare ice, and ice cliff melt rates for the 2011 ablation 
season, found area-averaged sub-debris melt rates of 1.6–4.2 cm d −1 over the debris-covered tongue (an area of 
24 km 2 extending up to 8 km from the terminus) (Anderson, Armstrong, Anderson, & Buri, 2021). This study 
also found that although ice cliffs contribute disproportionately to ice melt during the ablation season (accounting 
for 26% of melt during the ablation season while covering only 12% of the area), the majority of melt (74%) still 
occurs beneath debris. Anderson, Armstrong, Anderson, Scherler, and Petersen (2021) found that the zone of 

Figure 1.  (a) Map of the study location, with the glacier outline from the Randolph Glacier Inventory version 6.0 shown (RGI Consortium, 2017), along with the 
village of McCarthy, automatic weather stations, and debris temperature profiles (two from 2020 at site “P_2020” and one from 2011 at site “P_2011”) used in this 
study. Inset: location of study site in the state of Alaska. (b) Image of debris temperature profile (P_2020a, Table 1) being installed on 17 June 2020 with 7 cm spacing 
between sensors. Note the sorting of smaller pebble and sand-sized clasts toward the base of the debris layer, as well as the darker wet debris at depth exposed in the 
excavation.
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continuous debris cover has expanded up the glacier through time, while debris thickness has thickened near the 
terminus as the glacier itself thinned. The rapid reduction of ice emergence rate under the debris cover accounts 
for most of the mass loss near the glacier terminus.

The debris cover on Kennicott Glacier is composed of a variety of rock types, including metamorphosed basalt 
and andesite, as well as marine limestones and sedimentary deposits (MacKevett, 1978). Its thickness has been 
measured at up to >40 cm, with mean debris thickness dependent on elevation ranging from 7 cm at 600 m eleva-
tion to 22 cm at 450 m elevation circa 2011 (Anderson, Armstrong, Anderson, & Buri, 2021).

3.  Data
3.1.  Debris Layer Temperatures

We measured in situ debris temperature throughout the summer of 2020 using temperature sensors deployed 
in two 22–25 cm deep vertical profiles <5 m apart from each other and located <10 m each from an on-glacier 
automatic weather station (AWS) (Figure 1a, Section 3.2). These profiles we refer to as “P_2020a” (4 sensors, 
25 cm debris) and “P_2020b” (2 sensors, 22 cm debris).

For each location, the surface debris was removed down to the ice surface, a reference meter stick was placed 
across the rim of the excavation, and debris thickness was measured as the distance from the ice surface to that 
reference stick. We estimate the uncertainty in this debris thickness measurement to be ±1 cm. When removing 
the debris, care was taken to preserve the stratigraphy as best as possible. A tarp was used to store the debris and 
keep debris from the upper, middle, and lower sections of the layer separate; the general clast size and degree 
of sorting were also qualitatively described. After installation of the thermistor profiles, this debris was then 
replaced in the original order. It is of course impossible to replace the debris perfectly as it was found, and the 
thermal properties/moisture content of the debris are likely somewhat altered during the disinterment and instal-
lation process. Thus, we disregarded at least the first several days of data to allow the debris layer to re-equilibrate.

Each profile recorded data every 5 minutes and was constructed using Onset Hobo Tidbit v2 temperature sensors 
with built-in data loggers and a stated accuracy of ±0.2°C and resolution of ±0.02°C. The sensors were attached 
to a wire at prescribed spacing appropriate to the specific locations (7 and 10 cm). The uppermost sensor was 
covered by several centimeters of a single moderate-sized clast or a thin layer of gravel, in order to best measure 
near-surface temperature without being biased by direct solar radiation. An example of temperature profile instal-
lation in the debris is shown in Figure 1b.

To investigate the variability of surface debris layer heat fluxes in time and space, we also included a 
debris-temperature profile from 2011, located ∼800 m from the 2020 sites (Figure 1), that was presented in 
Anderson, Armstrong, Anderson, and Buri (2021). In situ debris temperatures were measured for 8 days (8–16 
August) using a chain of four iButton thermistors, which have a stated accuracy of ±1°C. This profile, which 
we refer to as “P_2011,” was installed in 15 cm debris with variable sensor spacing between 3 and 6 cm. This 
profile was chosen for analysis since it was located in moraine material, which is similar to that in which the 2020 
temperature profiles were planted within. Further details are given in Table 1.

3.2.  Automatic Weather Stations

During summer 2020, we operated an energy balance weather station over the debris-covered portion of Kennicott 
Glacier (61.4842°N and 142.9238°W; 580 m a.s.l.). The station ran between 10 June and 21 August, and included 

Profile Period Debris depth (cm) ts (min) N h (cm) Debris grain size Elev. (m a.s.l.)

P_2020a 27 July to 6 September 2020 25 5 4 7 Cobbles/pebbles over sandy cobbles/pebbles 481

P_2020b 27 July to 6 September 2020 22 5 2 10 Cobbles/pebbles over sandy cobbles/pebbles 481

P_2011 8 August to 17 August 2011 15 30 4 5 N/A 580

Note. ts is the sampling frequency, N refers to the number of sensors in the profile and h is the mean vertical spacing of the sensors

Table 1 
Characteristics of Debris Temperature Profiles (Figure 1)
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measurements of air temperature, humidity, wind speed and direction, shortwave incoming and reflected, and 
longwave upwelling and downwelling radiation recorded to a Campbell Scientific CR5000 data logger. In this 
study, we used the shortwave downwelling radiation data to support the interpretation of the results of the debris 
layer thermal analysis. The radiative fluxes were measured with a Hukseflux NR01 net radiometer.

For the data analysis in 2011 we used radiation data from the May Creek AWS operated by MesoWest (University 
of Utah), located roughly 16 km to the southeast of Kennicott Glacier's terminus (61.3475°N and 142.7205717°W; 
481 m a.s.l.). The locations of both AWS are mapped in Figure 1.

3.3.  Ablation Stake Data

On 17 June 2020, we drilled three ablation stakes into sub-debris ice at site P_2020 within <20 m of both the 
temperature profiles and the AWS. These stakes were installed under 6, 18, and 21 cm debris depth. The length of 
the exposed stakes was measured on 25 July and 9 September to derive surface lowering and thus total sub-debris 
melt over this period. Because the debris thickness for one of the ablation stakes is within error (21 ± 1 cm) of 
the debris thickness for temperature profile P_2020b (22 cm), we used the melt measured at that stake to compare 
with the temperature profile data and its associated analysis products.

4.  Methods
4.1.  Thermal Analysis of Debris Layer

Our analysis of debris temperatures starts with the one-dimensional heat conservation equation for the surface 
debris layer, which is taken as:

𝜌𝜌𝜌𝜌
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

𝜕𝜕
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𝜕𝜕

𝜕𝜕𝜕𝜕
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where ρ is the bulk density (in kg m −3) of the debris layer (typically ρ = ϕρrock, where ϕ is debris layer porosity, 
and ρrock the density of the rock making up the debris), c is its specific heat capacity (in J kg −1 K −1), T is debris 
temperature (K), t is time (in s), z is vertical position in the debris layer (in m), and Qtotal the sum of heat fluxes 
through the plane normal to the z direction (all heat fluxes in units of W/m 2). We then split the sub-debris heat 
flux Qtotal into the conductive heat flux Qc = ke[∂T/∂z] and the sum of residual nonconductive heat fluxes Qnc. In 
the conductive heat flux term, k is the thermal conductivity of the debris layer. Qnc includes radiation penetrat-
ing the surface and latent heat fluxes due to vapor transport and evaporation occurring within the debris layer. 
Considering 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 to be non-negligible, we simplify the equation to the following:
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where κ = k/(ρc) is termed the thermal diffusivity (units of m 2 s −1). If the debris layer is assumed to be purely 
conductive, with 𝐴𝐴

𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛

𝜕𝜕𝜕𝜕
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thermal structure of the debris layer through κ and 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
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For a debris layer with nonconductive processes at play, 𝐴𝐴
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 . We use this concept to separate Qc from 

Qnc in the following way. First, 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

 is predicted from measured 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 and 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 and our constrained values for κ 

and 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 . Then, the residual between 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑜𝑜𝑜𝑜𝑜𝑜

 calculated from observations and 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

 predicted from the model 

is used to estimate 𝐴𝐴
𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛

𝜕𝜕𝜕𝜕
 :

𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛

𝜕𝜕𝜕𝜕
= 𝜌𝜌𝜌𝜌

([

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑜𝑜𝑜𝑜𝑜𝑜

−

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

)

.� (3)
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𝐴𝐴
𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛

𝜕𝜕𝜕𝜕
 is reported in this work in units of W m −2 cm −1, as this treatment returns the change in heat flux in W m −2 for 

each vertical cm in the surface debris layer. The determined value of 𝐴𝐴
𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛

𝜕𝜕𝜕𝜕
 can then be integrated along z to estimate 

the value of Qnc at different levels in the debris layer:

𝑄𝑄𝑛𝑛𝑛𝑛 = ∫
𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛

𝜕𝜕𝜕𝜕
𝑑𝑑𝑑𝑑� (4)

4.2.  Boundary Conditions

To solve explicitly for Qnc, appropriate boundary conditions must be introduced. For this work, we apply the 
boundary condition that Qnc = 0 at the base of the debris layer. This boundary condition is chosen for its simplic-
ity, and also because it is likely true when the debris near the interface is saturated with meltwater. Qnc is certainly 
not zero at the debris-air interface, where turbulent and radiative heat fluxes have been measured and may extend 
down into the upper few centimeters of the debris layer as a result of surface roughness and increased porosity.

We compared the cumulative melt measured at the stake in 21 cm debris to temperature profile P_2020b (22 cm 
debris thickness), using the following equation to produce an independent estimate of the thermal conductivity k:

𝑘𝑘 =

𝑀𝑀𝑀𝑀𝑖𝑖𝐿𝐿𝑓𝑓

𝜕𝜕𝜕𝜕 ∕𝜕𝜕𝜕𝜕
� (5)

where M is melt, ρi = 900 kg m −3 is the density of ice and Lf = 334,000 J kg −1 is its latent heat of fusion/melting 
(Cuffey & Paterson, 2010). This value of k can then be compared with thermal diffusivity κ determined from 
thermal analysis of P_2020b to constrain ρc. This value of ρc is in turn used to estimate k values from κ for each 
of the other thermistor profiles.

5.  Results
5.1.  Debris Thermal Properties

Mean temperature profiles (taken across the entire measurement period) are approximately linear; applying a 
simple regression on median sensor temperature as a function of depth produces R 2 values between 0.89 (P_2011) 
and 0.99 (P_2020b) (Figure 2). Calculated temperature gradients range between 0.25°C cm  −1 (P_2020a) and 
0.39°C cm −1 (P_2020b), with fitted surface temperatures from 6.5°C (P_2011) to 8.8°C (P_2020a).

Diurnal peaks in debris temperature near the surface (at ∼4–6 cm depth) typically range between 20 and 25°C 
for clear, sunny days and 10°–15°C for cloudy, overcast days. Temperature at greater depths, exhibits diminished 
diurnal peaks, which arrive progressively later in the day, approaching a limit of constant 0°C temperature at the 
base of the debris layer.

Partial differentials for temperature are plotted in Figures 3–5. Note that in 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 versus 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 space there is the appear-

ance of an elliptical apparent hysteresis in the point clouds. The data generally starts with negative values of 
𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 and 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 at midnight, ascends through the origin in the early morning, reaches a maximum in both parame-

ters during the afternoon, and then descends to their minimum in the late evening before restarting the cycle 
(Figure 3). As the data descends the 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
-𝐴𝐴
𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 curve in the late afternoon/evening it does so with markedly elevated 

values of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 , passing above rather than through the origin and thus inscribing an ellipse rather than a linear point 

cloud in 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
-𝐴𝐴
𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 space. This diurnal apparent hysteresis is most evident at a depths of 18 cm for profile P_2020a, 

and at both sensor depths for P_2011. It is also present for profile P_2020b, but the apparent hysteresis is more 
subtle (𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 afternoon/evening offset is of lower magnitude).

The magnitude of apparent hysteresis appears to be related to the magnitude of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 (see color-coding for points 

in Figures 4 and 5). This is consistent with a full treatment of Equation 2, where 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 is nonnegligible. Applying 

a multiple linear regression for 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as a function of 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 and 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 we obtain much better fits to data than we do with 

a single linear regression representing 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as a function of 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 alone (see Figures 4 and 5 vs. Figure 3; results 
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summarized in Table 2). For most of the data, the inclusion of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 explains the apparent hysteresis (e.g., see 18 cm 

depth at P_2020a in Figure 4).

From this method, we constrained values of κ between 2.73 and 9.39 × 10 −7 m 2 s −1, values of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 between −9.00 

and 1.60 × 10 −8 m 2 s −1 cm −1, and coefficients of determination of R 2 = 0.40–0.95. Diffusivity values are higher 
for the upper sensors than the lower sensors in the profiles, and the most extreme values were found in profile 
P_2011.

Using Equation 5, we were able to calculate the bulk debris layer thermal conductivity k = 0.638 W (K m) −1 from 
the cumulative melt at the ablation stake compared to ∂T/∂z calculated at the base of temperature profile P_2020b 
(Figure 6). Since k = κρc, and we determined κ = 5.22 × 10 −7 m 2 s −1 from all data points for profile P_2020b, 

Figure 2.  Debris temperature observations for profiles P_2020a (Panels a and b), P_2020b (Panels c and d), and P_2011 (Panels e and f). Left panels show a box 
and whisker plot for the full statistics of the data set (see Table 1); gradient and surface temperature are constrained from a linear regression of median temperature 
as a function of depth. Right panels show a sample of the debris temperature time series over the course of 8 days. P_2020a and P_2020b data were acquired at 5 min 
interval, while P_2011 was acquired at 30 min interval. During the 2020 time series sample, the first three days (28–30 July) are clear and sunny, while the subsequent 
three days are cloudy (31 July to 2 August).
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we can thus calculate ρc = 1,220,000 J kg m −3 K −1. Applying this value of ρc, we estimated thermal conductivity 
values for all profiles, finding values of k between 0.33 and 1.15 W m −1 K −1, summarized in Table 2. Profiles of 
k values determined at the sensor locations as well as extrapolations based on 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 are shown in Figure 7. As seen 

in the plots, the gradient in k between the two middle sensor locations in P_2020a and P_2011 matches the trends 
in 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 determined for the sensor locations. For P_2020a, there is first a trend of increasing k upwards, a leveling 

off between sensors, and then a trend of decreasing k. For P_2011, there is a continuous trend of increasing k 
upwards.

The fit to the data, including 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 does not account for all the scatter and hysteresis however. Data at 11 cm depth 

in profile P_2020a takes a more complicated path through 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
-𝐴𝐴
𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 space. It first ascends steeply to high 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 in the 

morning/early afternoon and then descends to lower or negative 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 values for similar values of 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 in the evening 

(see Figure 3). This behavior cannot be explained by a dependence on 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 , as shown by the results of the multiple 

linear regression in Figure 4.

Because this residual hysteresis-like behavior cannot be explained by vertical variation in κ as captured by our 
multiple linear regression, it implies nonconductive processes at play (see Equation 2), with the magnitude of 
their influence dependent on the time of day. Thus, we applied our method of quantifying the residual (deviation 
of data from the results of the multiple linear regression) to determine ∂Qnc/∂z, as described in the following 
section.

Figure 3.  Scatter plots of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as a function of 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 for each sensor location in the thermistor profiles. The results of linear regressions are shown, giving the determination 

of κ values. Data points are also color coded to indicate the hour of day between 0:00 and 24:00; note the diurnal apparent hysteresis present at most sensor locations. 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 

is expressed in mK s −1 to eliminate the need for scientific notation.
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5.2.  Constrained Heat Fluxes

∂Qnc/∂z values, derived as a quantification of the residual in measured 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 from the model derived via multiple 

linear regression as a function of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 and 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 (Equation 3), vary in their magnitude and behavior between sensor 

locations but tend to exhibit diurnal cycles (Figures 8–10).

At 11 cm depth in Profile P_2020a, there is a pronounced diurnal cycle in ∂Qnc/∂z, a result of the complex appar-
ent hysteresis in 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 versus 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 that is not captured by any dependence on 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 . At this location, ∂Qnc/∂z begins rising 

sharply at 07:00–08:00 hr local time (AKDT and GMT-08:00), reaches its peak between 11:00 and 12:00 hr (at 
up to >10 W m −2 cm −1 and diurnal mean 5.5 W m −2 cm −1), falls to negative values circa 14:00, and reaches 

Figure 4.  (Left column) Scatter plots of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as a function of 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 and 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 (displayed by color coding of data points) for debris temperature profiles P_2020a, and P_2020b 

(Table 1). (Right column) 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑜𝑜𝑜𝑜𝑜𝑜

 plotted against 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

 predicted from the multiple linear regression of 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑜𝑜𝑜𝑜𝑜𝑜

 as a function of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 and 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 . Correlation coefficients, 

effective diffusivity values κ, and their differential 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as constrained from the linear regression are displayed. Note the circular apparent hysteresis circumscribed through 

𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
×

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 space at most profile sensor locations, which can be explained by the dependence of 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 on 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as well.
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its minima at 16:00–17:00 (diurnal mean −4.5 W m −2 cm −1) before gradually rising throughout the evening. 
A far more muted diurnal cycle is present at 18 cm depth, with positive peaks in the afternoon (circa 15:00, 
diurnal  mean 0.8 W m −2 cm −1). ∂Qnc/∂z values are more stochastic at the other sensor locations. They tend to be 
relatively low for P_2020b (<1–2 W m −2 cm −1). For P_2011, values are similarly low at 12 cm but can reach up 
to ±10 W m −2 cm −1 at 6.5 cm.

Figure 5.  (Left column) Scatter plots of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as a function of 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 and 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 (displayed by color coding of data points) for debris temperature profiles P_2011 (Table 1). 

(Right column) 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑜𝑜𝑜𝑜𝑜𝑜

 plotted against 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

 predicted from the multiple linear regression of 𝐴𝐴

[

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

]

𝑜𝑜𝑜𝑜𝑜𝑜

 as a function of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 and 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 . Correlation coefficients, effective 

diffusivity values κ and their differential 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as constrained from the linear regression are displayed. Note the circular apparent hysteresis circumscribed through 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
×

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 

space at most profile sensor locations, which can be explained by the dependence of 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 on 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as well.

Single regression Multiple regression

Profile Depth R 2 κ (m 2 s −1) R 2 κ (m 2 s −1)𝐴𝐴 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 (m 2 s −1 cm −1) k (W m −1 K −1)

P_2020a 11 cm 0.38 6.91 × 10 −7 0.40 8.76 × 10 −7 1.60 × 10 −8 1.069

18 cm 0.25 3.32 × 10 −7 0.95 8.60 × 10 −7 −6.13 × 10 −8 1.049

P_2020b 15 cm 0.67 4.40 × 10 −7 0.89 5.22 × 10 −7 −1.33 × 10 −8 0.637

P_2011 6.5 cm 0.04 1.42 × 10 −7 0.67 9.39 × 10 −7 −9.00 × 10 −8 1.146

12 cm 0.07 3.45 × 10 −8 0.91 2.73 × 10 −7 −4.21 × 10 −8 0.333

Note. The coefficient of determination R 2 for the fits is displayed along with constrained κ and ∂κ/∂z. For the multiple linear 
regression, thermal conductivity k values were derived using ρc = 1,220,000 (J kg)/(m −3 K). This value of ρc is consistent 
with ρrock = 2,700 kg m −3, porosity ϕ = 40%, and c = 750 J K −1.

Table 2 
Summary of κ Determination Using a Single Linear Regression (Assuming Vertical Variation in κ Is Negligible and 
∂κ/∂z = 0) and a Multiple Linear Regression (Assuming Nonzero ∂κ/∂z) Applied to Equation 2
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The magnitude of ∂Qnc/∂z on a day-to-day basis is correlated to sky conditions (Figures 8–10). Sunny days with 
high values of incoming solar radiation result in high values of ∂Qnc/∂z. Profiles P_2020a and P_2011 reach peak 
∂Qnc/∂z values up to >10 W m −2 cm −1 during sunny days but only <5 W m −2 cm −1 and <6 W m −2 cm −1, respec-
tively, during cloudy days with less incoming solar radiation.

Conductive heat flux Qc follows a diurnal cycle as the debris layer is heated by solar radiation; sunny days 
produce elevated values of Qc while cloudy days produce muted values (Figures 8–10). Values are generally 
larger at shallower depths and for thinner debris, with near-surface values as high as 208 W m −2 (P_2011). At 
profile P_2020a, however, there is a slight inversion as Qc at 21.5 cm exceeds that at 14.5 cm. At profile P_2020b, 
the Qc cycle has roughly comparable amplitude with delayed timing at depth.

Qnc is lower than Qc at the same sensor locations. There is a pronounced diurnal cycle for Qnc at 7.5 cm depth in 
P_2020a, with values rising to a diurnal mean peak of 31 W m −2 at 12:00 before falling swiftly to negative values 
and a diurnal minima of −24 W m −2 at 17:00 (Figure 10). This represents roughly 43% and −33% of the diurnal 
peak in Qc values for this sensor. This diurnal cycle is more pronounced with higher and sharper peaks on days 
with sunny sky conditions, similar to the cycle in Qc. Qnc at 14.5 cm depth exhibits much lower magnitudes, with 
a diurnal peak of 4 W m −2 occurring at 15:00, representing 7% of the diurnal peak in Qc at that depth.

Qnc values derived for the other profile sensor locations are more stochastic. At P_2020b the largest values, posi-
tive or negative, tend to occur in the afternoon. These diurnal peaks rarely exceed 15 W m −2, with a diurnal mean 
peak of 7 W m −2 at 14:00 representing 11% of peak Qc. At P_2011 shallow Qnc (3.4 cm depth) tends to exhibit 
strong negative values for sunny days (as low as −60 W m −2; −37 W m −2 diurnal mean at 19:00) and positive 
values for cloudy days (22 W m −2 diurnal mean at 14:00). These diurnal extremes represent −31% and 18% of 

Figure 6.  Time series of the modeled sub-debris melt rate and cumulative melt over the period from 27 July to 6 September 
2020. The black star refers to the total melt measured by the ablation stake used to constrain ke using ∂T/∂z data from 
temperature profile P_2020b.

Figure 7.  Thermal conductivity k as a function of depth in the thermistor profiles. Values at the thermistor locations are 
calculated from the determined thermal diffusivity κ multiplied by ρc = 1,220,000 (J kg)/(m 3 K), and displayed as stars. The 
dashed lines are extrapolated from the determined 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 at the sensor locations.
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Figure 8.  Sample time series for ∂Qnc/∂z, Qc, Qnc, and Qtotal at the middle sensors for each temperature profile in summer 
2020. Also shown is shortwave radiation measured at the meteorological stations, indicating sunny days (yellow shading) and 
cloudy days (gray shading).
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the mean diurnal peak in Qc. Qnc values derived at 9.2 cm depth in P_2011 are relatively insignificant, reaching a 
diurnal peak of 4 W m −2, representing 4.3% of peak diurnal Qc values.

6.  Discussion
6.1.  Debris Temperatures and Thermal Properties

The values we found for mean temperature gradient (0.25–0.39°C  cm −1) and fitted surface temperature 
(5.5–8.8°C) are broadly similar to those reported by Rowan et al. (2020) (0.02–0.45°C cm −1; 3.1–9.4°C), a study 
focused on glaciers in the Everest region. We similarly find that the mean fitted surface temperature is greater for 
higher debris thickness (as shown in Conway and Rasmussen (2000); Reid et al. (2012); Rowan et al. (2020)), a 
reasonable finding given the ice-debris interface is at or near 0°C through the melt season.

Our determined values of thermal diffusivity κ range between 2.73  ×  10 −7  m 2  s −2 and 9.39  ×  10 −7  m 2  s −2 
(R 2  =  0.40–0.95). By constraining the thermal conductivity through the comparison of temperature gradi-
ents to melt rates, we determined ρc  =  1,220,000  kg  J (m 3  K) −1. Standard values used in the literature 
include ρrock = 2,700 kg m −3, thermal capacity c = 750 J K −1, and debris porosity ϕ = 30%–33% (Conway & 
Rasmussen, 2000; Nicholson & Benn, 2012; Rounce et al., 2015). Our value of ρc is consistent with the standard 

Figure 9.  Sample time series for ∂Qnc/∂z, Qc, Qnc, and Qtotal at the middle sensors for profile P_2011. Also shown is 
shortwave radiation measured at the meteorological stations, indicating sunny days (yellow shading) and cloudy days (gray 
shading).
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values for ρrock and c, with ϕ = 40%. The agreement between measured melt rates, thermal analysis of temperature 
data, and standard values found in the literature shows that our derived thermal properties are realistic.

Past studies that have employed a similar analysis found thermal conductivity values between 0.59 and 
1.78 W m −1 K −1 for supraglacial debris in Europe (Nicholson & Benn, 2006; Reid & Brock, 2010; Reid et al., 2012) 
and 0.47–1.62 W m −1 K −1 in the Himalaya (Conway & Rasmussen, 2000; Nicholson & Benn, 2012; Rounce 
et al., 2015), compared to our values of 0.33–1.15 W m −1 K −1. Past work on Kennicott Glacier compared debris 
temperature to measured melt (e.g., using Equation 5) and found values of 0.53–2.16 W m −1 K −1 (Anderson, 
Armstrong, Anderson, & Buri, 2021). Thus, all but one of our constrained k values fall within the range found 
in past work.

The value of k = 0.33 W m −1 K −1 found for P_2011 (12 cm) is lower than found in previous work for supragla-
cial debris. While our estimation may be affected by uncertainties in thermistor placement or the confounding 
influence of nonconductive processes, this value is also consistent with that of high porosity dry sand (e.g., 
Chen, 2008). Thus, it is possible that this site in particular contains debris with uniquely small clast size and/or 
higher porosity.

Figure 10.  Mean diurnal cycles in heat fluxes for each temperature profile (columns). Top row shows mean diurnal Qc (solid lines) and Qnc (dashed lines) for all days 
recorded in Table 1. Middle and bottom rows show Qc and Qnc, respectively, for sunny days (solid lines) and cloudy days (dashed lines). All plots are at the same scale 
for ease of intercomparison.
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6.2.  A Novel Approach

Our work in constraining debris thermal properties is novel in that it does not ignore strong vertical variations in 
debris layer thermal diffusivity; we do this through the inclusion of 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 as well as 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 in the multiple linear regres-

sion to predict 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 . Previous work has only fit 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 versus 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 to determine κ (e.g., Nicholson and Benn, 2012). This 

new approach explains an elliptical apparent counter-clockwise diurnal hysteresis observed in 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 versus 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 . The 

effect of this apparent hysteresis would be to confound the previous method for determination of κ by reducing 
the R 2 value and introduce outliers that skew the fit. As a result, the constrained debris thermal properties would 
be inaccurate.

The pattern of elliptical apparent hysteresis in 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 versus 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 was observed at all temperature profiles (18 cm depth 

in profile P_2020a, 15 cm depth in P_2020b, and all sensors in P_2011); it is only not clearly present in P_2020a 
at the 11 cm depth sensor, where a more complex hysteresis pattern occurs. These patterns are most obvious for 
the 2020 data, which has a 5-min data logging interval over half the summer. However, they are still visible in the 
P_2011 data, which has a 30-min data logging interval taken only over the course of 8 days.

Examining 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 versus 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 scattergrams published in the literature, we find two examples where the point cloud has 

an elliptical shape similar to Figure 3–for the Khumbu Glacier (Figure 5 in Conway and Rasmussen (2000)) as 
well as the Ngozumpa Glacier (Figure 7 in Nicholson and Benn (2012)). These studies do not specifically identify 
the diurnal elliptical path, but they broadly interpret the scatter to be due to nonconductive behavior. We therefore 
suggest that our novel method may be applied to these data to improve the determination of debris thermal prop-
erties as well as produce estimates of nonconductive heat flux.

One limitation to our method is that we consider the coefficients to the fit as independent variables when in fact 
they are not; 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 is related to κ. Future work should resolve this by solving numerically for κ(z) on temperature 

profiles with a greater number of thermistors. However, our derived 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 values are realistic in context, and we 

clearly show that they explain the elliptical apparent hysteresis observed in 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 versus 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 . Further confounding 

factors, per Equation 2, may include (a) a dependence of 𝐴𝐴
𝜕𝜕𝜕𝜕𝑛𝑛𝑛𝑛

𝜕𝜕𝜕𝜕
 on 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 , and (b) time-varying κ(z) values.

6.3.  Nonconductive Heat Fluxes and Their Drivers

There are patterns of hysteresis in 𝐴𝐴
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 versus 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 that are not explained by a dependence on vertical variation in 

debris temperature and thermal properties. This includes the complex diurnal hysteresis observed at P_2020a, 
11 cm depth (see Figures 3 and 4). Following Equation 2, this behavior may be explained by the presence of 
nonconductive heat fluxes Qnc, which are likely to follow a diurnal cycle in shallow debris. Thus we quantified, 
using the methods described, the nonconductive heat flux Qnc. Because the expression of Qnc in 𝐴𝐴

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
 versus 𝐴𝐴

𝜕𝜕2𝑇𝑇

𝜕𝜕𝜕𝜕2
 

space is that of an apparent hysteresis, we argue that the concept of fitting an “effective” thermal diffusivity κe 
(e.g., Nicholson & Benn, 2012) to capture nonconductive processes may not do so meaningfully.

Qnc exhibits a diurnal cycle with similar behavior to that of Qc, with peak mean diurnal values up to 43% or −33% 
that of Qc. At greater depth in the debris layer, Qnc becomes more negligible as the debris layer becomes more 
purely conductive. Thus, nonconductive heat fluxes appear to be driven by near-surface effects including wind, 
vapor fluxes, and radiation penetrating the upper portion of the debris layer. At greater depth with less access to 
atmospheric mixing, nonconductive heat fluxes become more insignificant in our thermistor profiles.

More broadly, components of the nonconductive heat flux could include (a) sensible heat transfer due to wind 
permeating the pore space of the debris, (b) atmospheric radiation penetrating the upper several centimeters, (c) 
radiative transfer between individual debris grains, (d) convection of air within the debris layer pore space, (e) 
heat advection as water flows through the debris layer, and (f) latent heat transfer due to evaporation and vapor 
transport of water in the debris layer.

Wind and radiation penetration of the debris layer may be significant near the surface but is unlikely to extend 
particularly deep within the debris layer (Evatt et al., 2015); assumed a logarithmic decay of wind speed extending 
from the rough surface into the debris at depth. These effects may be important for P_2011, where somewhat 
stochastic patterns emerge in Qnc values at 3.4 cm depth.
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Convective heat flux may be a significant fraction of the nonconductive heat flux in debris with sufficient tortu-
osity and air flow. Convection would aid in heat transfer from the hot surface toward the cooler debris at depth, 
increasing the energy available for melt. On the other hand, large-scale convective cooling similar to that observed 
in rock glaciers (Delaloye & Lambiel, 2005; Wicky & Hauck, 2020) is not expected at this site for several reasons. 
First, our analysis covers only the summer months with a focus on diurnal timescales and melt. Second, convec-
tion is unlikely to occur at a large scale on Kennicott Glacier as its debris layer is generally much thinner than that 
of a rock glacier (tens of centimeters vs. meters) and drapes a high-roughness glacier surface with a low overall 
large-scale slope as opposed to the steep alpine slopes occupied by rock glaciers.

Heat advection through horizontal water flow within the debris is also thought to be negligible. If present, there 
should be evidence for an increase in nonconductive heat flux toward the base of the debris layer where the water 
drains; however, this is not observed. Additionally, the high surface roughness of Kennicott Glacier combined 
with the selection of sites for debris thermistor profiles reduces the potential for significant runoff within the 
debris layer.

Latent heat flux is likely a strong driver of nonconductive heat fluxes in the debris layer. Moisture content in the 
debris layer is enhanced at its base by sub-debris melt during the day. This moisture is wicked upward through 
the debris layer via capillary action, a process that occurs as sub-debris melt extends through the evening. This 
upward wicking of moisture is itself dependent on the debris layer tortuosity, a function of clast size distribution, 
sorting, and porosity. Capillary rising on the order of several centimeters is expected for fine gravels with 2–5 mm 
clast size (Lohman, 1972). We observed evidence for capillary action while digging supraglacial debris pits, in 
that a significant fraction of the debris depth was moistened but not saturated (see Figure 1b). The shallow/near 
surface portion of the wet debris layer is then primed to effectively dry out the following day when it is warmed 
up by positive surface energy balance preceding the diurnal rise in sub-debris melt rates and resultant moisture 
source from below. The wetting/drying front and associated peak in latent heat fluxes thus oscillate up and down 
through the debris layer on a diurnal cycle. The base of the debris layer does not completely dry out during the 
ablation season on the basis of near-continuous (if highly variable) melting, as well as the observation that all 
debris pits dug during fieldwork at many times of day in the ablation season exhibited some moisture within 
them. Because of water's high latent heat of vapourization (Lv = 2,260 kJ m −1), even a comparatively small vapor 
flux can lead to a large latent heat flux and a resultant reduction in melt.

This interpretation is supported by the fact that our derived ∂Qnc/∂z and Qnc values (a) follow diurnal cycles and 
(b) reach higher values for sunny days than for cloudy days. Net shortwave radiation is a major driver of heat flux 
through the debris layer and resultant sub-debris melt rates (e.g., Steiner et al., 2018; Rounce et al., 2015), which 
in turn determines melt water and heat availability to drive latent heat exchange, which we measure in this work as 
Qnc. The drop-off in Qnc values compared to Qc in the afternoon/evening may be related to the drying of the debris 
layer at a given depth (P_2020a and 7.5 cm)–as the wetting front recedes, the magnitude of the vapor gradient at 
that location will be reduced. The switch to negative values of Qnc we interpret to indicate other processes domi-
nating as latent heat is reduced. This would include air convection and intergrain radiative transfer, which reverses 
the sign of the heat flux and contributes to heat available for melt. While it is possible that condensation occurs, 
representing a change in sign of the latent heat flux, we find this unlikely in the afternoon and early evening when 
the debris is still heated.

The strong gradient in thermal conductivity giving higher values near the debris surface at P_2011 (Figure 7) is 
not necessarily expected for a debris layer exhibiting wet sediments towards its base, which would increase the 
bulk thermal conductivity. This may indicate that latent heat flux is not a strong influence on P_2011, or that 
other debris properties such as clast lithology/stratigraphy may hold a stronger influence. In any case, the debris 
layer need not be totally saturated, but only contain some moisture content for the activation of latent heat transfer.

In the profile P_2020a the nonconductive heat flux at depth (14.5 cm) lags behind the shallow heat flux (7.5 cm) 
(Figure 8), indicating that it propagates from the debris surface down towards the ice-debris interface. As Qnc 
peaks at depth, it falls to negative values near the surface, and during the late afternoon/early evening, the values 
for ∂Qnc/∂z are positive at 18 cm and negative at 11 cm, which indicates that a peak in Qnc occurs between 11 and 
18 cm depth at this time. Such a peak in Qnc may represent a wetting front—a boundary between the drier upper 
part of the debris layer and the wetter lower part of the debris layer where latent heat fluxes are maximized. As 
evaporation occurs first for shallower depths in the debris layer, the nonconductive heat flux thus propagates 
downwards, and the sign of the heat flux is reversed as the interface between wet and dry passes through a 
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given horizon in the debris layer. The downward motion of the wetting front is then halted by replenished melt 
water as a result of diurnal sub-debris melt. This is conceptually consistent with the model presented by Collier 
et al. (2014).

6.4.  Implications for Future Work

Interpretation of our results would be improved and our hypotheses tested by more complementary in situ meas-
urements as well as through advances in modeling heat and water liquid/vapor flux through the supraglacial 
debris layer. Measurements of time-varying moisture content and relative humidity in the debris layer would be 
valuable to test our interpretation that latent heat flux dominates nonconductive fluxes. These measurements are 
challenging to make due to the high porosity, heterogeneity, and instability of supraglacial debris layers. Several 
models published in the literature have addressed the effect of convection or debris layer moisture content on 
energy balance and heat flux through the debris layer, but they would each require some modification to test our 
hypotheses, and some nonconductive processes remain unaddressed in any models. The processes we recommend 
should be focused on in future model studies include, in order of relative importance: (a) latent heat flux, (b) 
convection (sensible heat flux), (c) heat advection due to water flux, and (d) radiative transfer between grains in 
the supraglacial debris layer.

The work of Giese et al. (2020) is promising; their model uses sub-debris melt as an input to predict debris layer 
moisture content in a modified soil moisture/energy balance model. Their work displayed diurnal cycles of mois-
ture rising within the debris layer from glacier melt and falling as a result of latent heat exchange and runoff, 
consistent with the interpretation we applied to our results. Giese et al. (2020) showed that a fully saturated debris 
layer significantly reduces melt relative to a dry debris layer, but that with their chosen set of model parameters 
(including runoff timescale), the partially saturated case produces very similar results to the dry case. This may 
be because the model does not account for latent heat fluxes within the porous debris layer, only at the surface.

Collier et al. (2014) modeled the water level in the debris layer in order to estimate latent heat fluxes, evaluated 
at the water level for any given moment in time. However, modeled melt was not used as a direct input to water 
content, but rather the level was fixed at 1 cm during melt periods. Upward wicking of water via capillary action 
was not considered, which would increase water surface area and latent heat flux. As a result, the modeled water 
level largely reflects inputs from precipitation, surface snow melt, and the drying thereof. Therefore, it is not 
possible to directly and quantitatively compare their work to our conclusions. The Giese et  al.  (2020) model 
improved on the work of Collier et al. (2014) by capturing capillary action and the introduction of melt water, 
but does not evaluate latent heat fluxes within debris. Capturing both of these processes would be necessary for 
a model to address our hypothesis.

Thus, accounting for latent heat fluxes, within debris in the context of the Giese et al. (2020) model or a similar 
moisture content debris model is the next logical step to testing our hypotheses and advancing our understanding 
of heat flux in supraglacial debris. Such a model could be constrained by the data analysis and nonconductive 
heat flux constraints that we present in this work. The model can then determine if latent heat flux is the primary 
driver of observed nonconductive heat flux as we hypothesize.

In addition to latent heat fluxes we may also consider including sensible heat fluxes for air convection in debris, 
as has been done in an analytical model by Evatt et  al.  (2015) and in a numerical model for alpine talus by 
Wicky and Hauck (2020). Radiation between blocks may also be considered (M. Scherler et al., 2014), as well as 
advection of heat through liquid water flow. A full treatment of all these effects modeled for debris of different 
tortuosities and other physical properties may permit us to determine the relative importance of each nonconduc-
tive process in contributing to supraglacial debris heat flux under different conditions. The results of such work 
may lead to predictions as to the melt-reducing effects of a debris layer as a function of its grain size distribution, 
tortuosity, and hydrologic context in addition to its thickness and thermal diffusivity.

Nonconductive processes that could increase energy available for melting include downwelling radiation penetra-
tion of the upper few centimeters of the debris layer, radiative heat transfer between individual debris clasts, and 
sensible heat fluxes due to convection of air in the upper debris layer. The latter two may be the process occurring 
to produce negative heat flux values observed in the afternoon at Profile P_2020a, as well as negative values at 
P_2011.
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The degree to which rocky supraglacial debris modifies melt relative to clean ice is described by the well-known 
Østrem curve (Østrem, 1959). Thin debris enhances melt due to increased albedo, but for sufficiently thick debris 
(on the order of several centimeters), sub-debris melt rates are significantly attenuated compared to clean ice 
melt rates. This has been attributed to the ability of heated debris to more effectively emit heat through outgoing 
long wave radiation and negative sensible heat fluxes (Fyffe et al., 2014; Reid et al., 2012), as well as the limita-
tions that heat conduction through a thicker debris layer place on the diurnal forcing of solar radiation (Reid & 
Brock, 2010). Our work highlights that nonconductive heat flux within the pore space is another mechanism by 
which supraglacial debris modulates sub-debris melt rates. With hourly Qnc values derived at up to 43% that of 
Qc, nonconductive processes such as subsurface latent, sensible, and radiative heat fluxes can play a major role 
in determining sub-debris melt rates.

Constraining the boundary conditions to explicitly solve Equation 4 remains a challenge. While our imposed 
boundary condition of Qnc = 0 at the debris-boundary interface is a good starting point, it may be a poor assump-
tion if sufficient latent heat exchange occurs at this depth. This may indeed be the case for the onset of sub-debris 
melt early in the day, as the wetting front is still at its minimum height in the debris layer and has not yet wicked 
upwards toward its near-surface peak.

A possible future solution is the inclusion of a heat plate to supplement the temperature profile, providing a 
boundary layer constraint on Q which can then be used to further constrain the solution for Qnc. Heat flux plates 
are commonly used for soil studies and have been used to compare with heat flux analysis from temperature 
and water content sensor profiles (Evett et al., 2012). Indeed, the combination of one or more heat plates with a 
temperature sensor profile could provide a powerful new instrument setup to measure conductive and nonconduc-
tive heat fluxes in porous, variably wet media such as the supraglacial debris layer.

7.  Conclusions
We developed a technique to apply a more complete treatment of the heat conservation and conduction equations 
to temperature profile data in supraglacial debris, which improves the determination of debris thermal properties 
as well as quantifies the conductive and nonconductive heat fluxes, Qc and Qnc, individually. We find that both 
heat fluxes have a strong diurnal signal that lags behind solar radiation, the primary driver of diurnal variations 
in sub-debris melt rates. In addition, these values are generally larger in magnitude for sunny days (high energy 
input into the system) than for cloudy days (lower energy input into the system).

Nonconductive heat fluxes can peak at 43% of conductive heat fluxes, but with a diurnal cycle that exhibits a 
steeper drop-off from peak values in the afternoon/evening. We interpret these nonconductive heat fluxes as 
being driven by latent heat fluxes from evaporation of moisture in the debris layer. This work thus shows that 
nonconductive heat flux within the supraglacial debris layer is an important component of surface energy balance 
for debris-covered glaciers, which should be investigated in more detail and incorporated into energy balance 
models.

Future work should include an analysis of data for different glaciers and locations on glaciers, sampling debris 
layers of differing porosity, clast size, stratigraphy/sorting, and other properties. Some debris layers may be more 
amenable to upward wicking of meltwater, or through higher porosity, allow more air flow and thus latent heat 
exchange, favoring higher levels of Qnc. Importantly, debris layers that are more effective at facilitating latent heat 
exchanges may be more effective at reducing sub-debris melt rates.

Data Availability Statement
Data and the code developed to produce the plots are available together at Petersen  (2022) 
(https://zenodo.org/record/6574222).
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