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ABSTRACT
This paper describes the development of two musical instrument
prototypes developed to explore how non-haptic music technolo-
gies can be accessed from a web browser and how they can offer
accessibility for people with low fine motor skills. Two approaches
to browser-based motion capture were developed and tested during
an iterative design process. This was followed by observational
studies of two user groups: one with low fine motor skills and one
with normal motor skills. Contrary to our expectations, we found
that avoiding the use of buttons and mice did not make the apps
more accessible for the participants with low fine motor skills. Fur-
thermore, motion speed was considered more important for people
with low motor skills than the size of the control action. The most
important finding is that browser-based musical instruments using
sensor-based and video-based motion tracking are not only feasible
but allow for reaching much larger groups of people than previ-
ously possible. This may ultimately lead to both more personalized
and accessible musical experiences.
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1 INTRODUCTION
Most musical instruments demand precise and fast fine motor con-
trol and require thousands of hours of practice to master [20]. But
what about people who have conditions that cause reduced fine
motor skills? Is it possible to create musically exciting instruments
that can be played using only gross motor skills?
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Figure 1: An overview of the interaction possibilities of the
developed Micro and Macro apps.

In this paper, we report on a study of how it is possible to de-
sign and implement accessible musicking technologies that can be
controlled with motion in the air. We call them musicking technolo-
gies to underline that we do not aim at making traditional musical
instruments for fine-level sound production and modification. In-
stead, we look for ways of creating interfaces that allow for active
explorations of sound and music [18]. Hence, extending Small’s
concept of musicking [26] to instrumental design seems logical.

In this study, we decided to focus on accessibility for people
with low fine motor skills. Conditions that affect muscles, such as
Cerebral Palsy and Parkinson’s Disease, affect the motor ability and
can make it difficult to play many kinds of traditional musical in-
struments [1] [2]. This study’s primary focus has been prototyping.
However, we ran a small observational study where three people
with a muscle condition that affect fine motor ability participated.
In addition, three people with normal motor ability participated.

The paper starts with an overview of accessible musical instru-
ments before presenting and discussing the development of the two
prototypes: Micro and Macro. An evaluation of the prototypes will
follow, and finally, we will briefly explain the observational study
that followed the development process.

2 ACCESSIBLE MUSICAL INSTRUMENTS
In an extensive review from 2019, Frid included 113 publications
covering 83 accessible musical instruments [14]. In this study, Frid
found that the tangible approach has been the most common in
accessible musical instrument design. She also found that few in-
struments have feedback modalities beyond sound, and only a few
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have vibrotactile feedback. This is not only a limitation of accessible
musical instruments; many researchers in the new interfaces for
musical expression (NIME) community have explored new ways
of creating feedback in their interfaces over the years [12], and
musical haptics, in particular, has gained traction recently [13].

The prototypes we present in this paper attempt to increase the
contribution of non-tangible musical interaction in the context of
accessibility. Two examples of non-tangible instruments designed
to be inclusive to people with physical disabilities are Soundbeam
and Motion Composer. They are both based on tracking motion in
the air; Motion Composer uses computer vision for motion tracking
[9], while Soundbeam uses ultrasonic sensors for distance tracking
[7]. Both systems are used in music therapy, and Soundbeammainly
targets children with learning difficulties [3].

Both Soundbeam and Motion Composer are commercial prod-
ucts with price tags that fit the budgets of institutions rather than
individuals. Thus, most people do not have access to such instru-
ments. Hence, we have been interested in developing non-tangible
instruments accessible both in functionality and availability.

The Macro and Micro prototypes presented in this paper are
inspired by previous studies of air performance [25] [11] [21] [23],
and the development of air performance instruments [22] [17]. This
line of works shows strong, albeit complex, relationships between
musical sound features and bodily position and motion that can be
exploited in musical instrument design.

3 DEVELOPING THE MACRO AND MICRO
PROTOTYPES

Both theMacro andMicro apps were developed in JavaScript, a well-
known language for web-app development. Nowadays, developing
interactive music systems in JavaScript is relatively easy using the
Web Audio API [6] and Tone.js [5] frameworks. This approach
makes it possible to reach out to many people online, which would
be more challenging if we had developed in more common audio
programming environments, such as PD or Max [8]. We wanted to
create apps easily accessible to people with little or no experience
with music-making.

Covid restrictions prevented us from carrying out the user test-
ing we had initially planned. Fortunately, thanks to the web-based
development solution, it was possible to continuously receive com-
ments through feedback forms built into the apps. This allowed
us to employ an iterative and user-centred design approach [16].
We started with the design and development phases, followed by
testing and evaluation. Our reflections on testing and the feedback
received then looped back into new design iterations. In the follow-
ing, we will first present the design of the video-based Macro app
before moving on to the sensor-based Micro app.

3.1 The evolution of the Macro app
The idea behind the Macro app was to explore the use of large-scale
motion tracking using the built-in camera on a laptop. This was
achieved using the Diff Cam Engine, an open-source project that
enables motion detection in JavaScript [10]. The Diff Cam engine
works by subtracting subsequent frames in a video stream and
calculating the quantity of motion as the sum of active pixels.

Figure 2: The interface of Macro 2.0 App 1, a Theremin-like
instrument played in the web browser on a laptop.

To ensure decent video quality and be adaptable to different
screen sizes, we opted for an image resolution of 900 x 500 pixels.
To ensure as low latency as possible, we set the update rate to
10 frames to capture all available frames from the camera. The
tracking was done in a low-resolution grid. Different screen parts
were divided into areas mapped with other functionalities and
separated with different colours.

3.1.1 Macro 1.0. By integrating instruments and effects from the
Tone.js library, we explored more complex sounds and timbres than
the pure sine and saw tone oscillators used in the first test versions.
This led to the launch of the first official version, released with a
built-in feedback form for users to report back. This version was
called Macro 1.0, named after the longest/largest spatiotemporal
levels of human action [17]. Macro 1.0 included three versions: App
1, App 2, and App 3.1 They were all based on web camera mo-
tion detection but had different approaches for musical interaction.
Video1.mp4 demonstrates Macro 1.0.

3.1.2 Macro 2.0. With the second release, the system was taken
a step further by introducing a button-free design. The intention
was to make the instrument more accessible by avoiding fine motor
skill-dependent actions like clicking a button with a mouse. Macro
2.0 App 1 (Figure 2) is a Theremin-like musical instrument where
you can control pitch on the Y-axis (vertical) and select between two
effects and two instruments on the X-axis (horizontal). The Macro
2.0 App 2 was a randommusic generator where users could interact
by turning instruments on and off and controlling effects. This
was inspired by the web-app Synastheasia [4] and the interaction
concept of the Self-playing Guitars [15].

3.1.3 Macro 2.1. The last iteration of the Macro app, version 2.1,
tried to address the various feedback from test users of version 2.0.
This included improving the instructions, tweaking the interaction
settings, and adjusting the visual appearance of the apps. It also
resulted in the removal of some features. Several users complained
that they had problems with unintentional sound output. They were
performing in the air with video-based tracking, allowing sound to
be continuously produced. This might be exciting in some ways but
challenging from the perspective of a musical instrument, especially
1https://fractionmari.github.io/macro/
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since there was no apparent visual reference. In the Macro app, any
kind of motion that was picked up by the web camera would change
the sound. It was possible to avoid the problem by moving in and
out of the frame, as demonstrated in Video2.mp4.

A similar approach was used to control the music generator
in Macro 2.1 App 2. As demonstrated in Video3.mp4, the system
allowed for switching “buttons” on and off with hand gestures.
However, the system was still susceptible to picking up unintended
motion. A certain level of control could however be achieved after
some hours of practice. Macro 2.1 app 2 could, for instance, be used
with other instruments as a backing track for musical improvisation,
as demonstrated in Video3.mp4.

Even though it is possible to work around the problem of con-
tinuous control in the current instruments, as demonstrated above,
it will be interesting to explore gesture-based interaction in future
systems. The most straightforward approach would probably be to
apply spatiotemporal thresholding to the continuous motion data.

3.2 The evolution of the Micro apps
The Micro apps2 were inspired by the concept of sonic microinter-
action, using motion on the boundary to standstill for sonic control
[17]. The idea was to develop “air instruments” based on data from
smartphones’ accelerometers and gyroscope sensors. As for the
Macro apps, development was done with JavaScript, and the Web
Audio API [6].

Another central concept of the Micro apps is the use of inverted
mapping, which was introduced with The Sverm project [19]. In
the Sverm instrument, micro-motion was explored together with
inverted mapping, which means that the sound volume would
decrease when the participants accelerated their movements. To
make any sound at all, the participants had to be as still as possible.

3.2.1 Micro 1.0. The first release of the Micro apps included three
different apps with different approaches for exploring sound and
music. Video4.mp4 demonstrates the three apps from the initial
release. The concept of inverted mapping was explored most in this
app version and was given less focus in the later versions.

3.2.2 Micro 2.0 and Micro 2.1. Like the transition from Macro 1.0
to 2.0, we wanted to remove the buttons and make the instru-
ment touch-free when transitioning from Micro 1.0 to 2.0. This
was achieved by implementing a way to make the user “hover” the
buttons with a blue dot that monitored the phone’s motion.

In this way, the user could control melodies and musical parame-
ters by tilting the phone and activating buttons by tilting the phone
in different angles. However, it was impossible to make the app
entirely touch-free, as the accelerometer and gyroscope sensors
have to be activated by a touch action, e.g. by tapping the screen.
As the functionality of tapping the screen already was there, we
decided that a secondary function could be implemented with this
action. Tapping the screen in Micro 2.0 and 2.1 app 1 will change
the synth instrument (Video5.mp4).

In Micro 2.0 app 2, the same random groove generator as in
Macro 2.0 app 2 was introduced. The newer release adapts to the
operating system by converting the accelerometer values. In Micro
2.1 app 1, the only visual change was that the name of the scale
2https://fractionmari.github.io/micro/

Figure 3: Micro 2.0 App 2: Random generator

(“pentatonic”, “whole-tone”) appears instead of just “scale 1” and
“scale 2”. In Micro 2.1 app 2, the transpose value is displayed when
the user tilts the phone up and down.

Instead of transposing the melodic groove for only three seconds
as in Micro 2.0 app 2, the transposition effect is permanent and will
not change before the user taps the screen again (Video6.mp4).

4 EVALUATION
4.1 Feedback forms
The apps were distributed to users through our student and em-
ployee network at the University of Oslo and social media. A sim-
ple web form was integrated into the app. The feedback form was
open-ended since our main goal was quickly to capture people’s
immediate impressions.

We received in total 48 answers distributed on the four app
iterations. The feedback was on technical issues (such as the lack
of sound or crackling sound) and conceptual issues (comments
on relationships between action and sound). There was a good
distribution of praise and criticism.

The comments were used to improve the subsequent iterations.
For example, several Micro 2.0 app users reported that had to tilt
the phone in a position that made it difficult to reach the activation
area. This was due to the flipping of the iPhone’s accelerometer
values versus Android and Windows phones. Due to the iterative
development cycle, this issue was fixed for the next iteration.

4.2 Observational study
Three people with a health condition that causes low fine motor
skills and three people with normal motor skills were invited to try
out the apps in an observational study.

The studies showed that the users with low fine motor skills and
people with average motor skills could interact with the prototypes
on almost the same level. Both groups used the various sound
and music features available in the apps. However, both groups
encountered problems with the Macro apps creating unintended
sound due to the continuous sensing described above. This could
be solved by teaching the users how to move in and out of the

149

https://fractionmari.github.io/micro/


AM ’22, September 6–9, 2022, St. Pölten, Austria Mari Lesteberg, Alexander Refsum Jensenius

frame. A better solution may be to implement a proper action or
gesture-based tracking system in the future.

The informants with low fine motor skills generally reported
less enjoyment of the apps than those with average motor skills.
The Micro 2.1 app 1 received (slightly) best ratings among users
and was most favourably described in the interviews. Given the
low number of users included in the study, we should be careful
about generalizing too much from these findings.

A starting point for our development was to investigate how
non-tangible interaction would work for people with low finemotor
control. Of the three users in the observational study, only one said
that tilting the phone to activate buttons was easier than clicking a
button on the mobile screen. The two others said they were used
to touch and mouse technology and found this easier than moving
in the air.

The users with low fine motor control said that the size of the
motion space was less important than the speed with which they
had to move. It would be interesting to explore different spatial,
temporal, and spatiotemporal settings and how they influence the
interaction in future iterations.

5 CONCLUSIONS
The main focus of this project was to design and implement acces-
sible musicking technologies that could be controlled with motion
in the air. We successfully developed two prototype instruments,
Macro and Micro, in which we explored two interaction types
(through video-based and sensor-based tracking) and two types of
musical control (pitch control versus music control).

It is more cumbersome to develop software instruments us-
ing web technologies rather than specialized music interaction
paradigms (such as PD or Max). However, the benefits include easy
online deployment and a potentially much larger user base. The de-
velopment of online motion tracking musicking technologies might
be valuable for future research and artistic experience. Our case
also facilitated a truly iterative and user-centred design approach.
Involving users from early on helped shape the development and
the result.

We only included three users with low fine motor control in
the observational study. Still, it was beneficial to observe their
interaction with the apps and to hear their comments on what
worked well and not. They seemed to like the idea of moving in the
air, however, having some button-based control, in addition, might
have simplified the interaction.

Our exploration thus far has shown that we have a long way to
go to make genuinely accessible musical instruments. There are
few examples of such instruments, and there is not much literature
on what works or not. We believe that this is an exciting line of
research that may not only be important for people with low fine
motor control. Developing more accessible musicking technologies
at large could benefit everyone.
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A APPENDIX
Videos demonstrating concepts presented in the article can be found
here: https://doi.org/10.5281/zenodo.6862114. More details about
the project can be found in the first author’s master’s thesis [24].
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