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Abstract: Drought is a complicated and costly natural hazard, combining the effects of 21 

precipitation, air temperature, evapotranspiration, and so on. Identification of critical 22 
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drought factors is the first step into modelling and forecasting of droughts and hence 23 

development of drought mitigation measures (the Standardized Precipitation-24 

Evapotranspiration Index) in both space and time. Here we analyzed the relationship 25 

between drought and 23 drought factors, using remote sensing data from 2002-2016. 26 

Based on the Gradient Boosting Algorithm (GBM), we found that precipitation and soil 27 

moisture had relatively large contributions to droughts. During the growing season, the 28 

Normalized Difference Water Index (NDWI) showed a relatively higher importance for 29 

drought. However, during the non-growing season, the Snow Cover Fraction (SCF) had 30 

larger fractional relative importance for short-term droughts in the Inner Mongolia and 31 

the Loess Plateau. We also compared Extremely Randomized Trees (ERT), H2O-based 32 

Deep Learning (Deep Learning with H2O, H2O.DL), and Extreme Learning Machine 33 

(ELM) for drought prediction at various time scales, and found that the ERT model had 34 

the best prediction with R2>0.72. Based on the Meta-Gaussian model, we quantified 35 

the probability of maize yield reduction in the North China Plain under different 36 

compound dry-hot conditions. Due to extreme drought and hot conditions, Shandong 37 

Province in North China had the highest probability of >80% of the maize yield 38 

reduction, and  due to the extreme hot conditions, Jiangsu Province in North China 39 

had the largest probability of >86% of the maize yield reduction.  40 

Key words: Drought factors; Modelling accuracy; Compound disaster; Prediction; 41 

Impacts; Crop yield 42 

 43 

1. Introduction 44 
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Drought is one of the most complex, costly, and less understood natural disasters, 45 

and has a huge impact on water resources, agricultural production, and human health 46 

(Dai et al., 2004; Guo et al., 2019; Yu et al., 2019). Generally, four types of droughts 47 

have been classified: meteorological drought, agricultural drought, hydrological 48 

drought, and socio-economic drought (Wilhite and Glantz, 1985). Agricultural drought 49 

occurs due to soil moisture (SM) deficit which adversely affects crop yields (Zhang et 50 

al., 2017a; Zhou et al., 2017; Zhang et al., 2019). Recent years witnessed frequent 51 

droughts and serious drought risk for crop yield reduction across China (Dalin et al., 52 

2015; Wang et al., 2016; Zhang et al., 2019).It is therefore important to throw a new 53 

light on driving factors, prediction, and impacts of drought at the regional scale. 54 

Drought is the combined result of complex interactions amongst precipitation, air 55 

temperature, water vapor pressure, and solar radiation (Leng and Hall, 2019), and 56 

current drought indices were developed using hydrometeorological variables, such as 57 

precipitation, evapotranspiration, SM and so on (Hayes et al., 2007; Yu et al., 2019; 58 

Zhang et al., 2018, 2019). The widely-used drought monitoring indices, including the 59 

Standardized Precipitation Index (SPI) (McKee et al., 1993), the Standardized 60 

Precipitation Evapotranspiration Index (SPEI) (Vicente-Serrano et al., 2010), and 61 

Palmer Drought Severity Index (PDSI) (Palmer, 1965) are based on in-situ 62 

meteorological observations. In the high-altitude areas, it is difficult to obtain reliable 63 

information to evaluate the spatiotemporal patterns of droughts (AghaKouchak et al., 64 

2015) due to the sparse and uneven distributions of meteorological stations. These 65 

shortcomings can be overcome by basing drought monitoring indices based on remotely 66 



4 

 

sensed data (AghaKouchak and Nakhjiri, 2012; Sun et al., 2017; Zhang et al., 2019). 67 

Hydrometeorological variables, such as precipitation, SM, air temperature, snow, 68 

evaporation, and water storage, can be obtained via remotely sensed datasets and can 69 

be used to evaluate the impact of hydrometeorological changes on the occurrence of 70 

drought (AghaKouchak et al., 2015; Lillesand et al., 2015). Actually, several remote 71 

sensing data-based drought monitoring indices have been developed, including the 72 

Normalized Differential Vegetation Index (NDVI) (Rouse et al., 1974), Normalized 73 

Difference Water Index (NDWI) (Gao, 1996), Normalized Difference Drought Index 74 

(NDDI) (Gu et al., 2007), and Land Surface Water Index (LSWI) (Xiao et al., 2004). 75 

These remote sensing data-based drought indices have established linkages between 76 

drought factors and occurrences of droughts, and help onitor droughts by the evaluation 77 

of changes in these factors. Drought factors behave in different ways at the regional 78 

scale and hence the right selection of these factors (or variables) is critical for regional 79 

drought monitoring. Therefore, it is a essential to identify critical drought factors that 80 

have significant impacts on the occurrence of droughts at the regional scale.  81 

Snow is one of the important factors affecting SM changes and hence the 82 

occurrence of drought. Insufficient snow can also potentially trigger the occurrence of 83 

agricultural drought (AghaKouchak et al., 2015). Analyses of relations between 84 

summer maximum NDVI and snow cover in spring showed a strong correlation 85 

between the peak NDVI value in summer and spring snow (Verbyla, 2015). Therefore, 86 

the impact of snow on SM changes should not be overlooked. Actually, the remotely 87 

sensed snow data have been widely used in drought monitoring (Molotch and Margulis, 88 
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2008; Guan et al., 2013; Faiz et al., 2020). Although snow cover data has been used as 89 

input into hydrological models for modelling of runoff changes, it has not been used 90 

for monitoring agricultural droughts. Therefore, it is still a challenge to understand the 91 

impact of snow on drought. In this study, we used the remotely sensed snow data to 92 

establish the linkage between snowfall-related variables and agricultural droughts. 93 

Other natural factors also influence drought and can be used to monitor drought 94 

conditions. Hence, the proper selection of drought factors is important to evaluate 95 

drought characteristics, and proper models and algorithms are crucial for the estimation 96 

and assessment of drought conditions but the reliability and accuracy of current models 97 

are not adequately known (Alizadeh and Nikoo, 2018). Compared with traditional 98 

models, machine learning methods can better analyze the hierarchical and nonlinear 99 

relationships between independent variables and dependent variables (Belayneh et al., 100 

2014; Guzmán et al., 2018). Park et al. (2016) compared three machine learning 101 

methods for SPI-based drought prediction based on the selected drought factors. 102 

However, they focused only on the impacts of drought factors on drought during 103 

growing seasons but did not analyze the performance of drought factors during non-104 

growing seasons. Feng et al. (2019a) did SPI-based drought prediction with relatively 105 

important remotely sensed drought factors. However, drought responds differently to 106 

drought factors, such as vegetation (Park et al., 2016). 107 

To better monitor drought, it is necessary to compare drought response to drought 108 

factors. In addition, the performances of machine learning-based models based on 109 

drought factors are different at regional scales and the accuracy of models remains to 110 
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be investigated. The occurrence of drought threatens crop yield so it is important to 111 

assess the risk of drought-induced crop yield reduction. Besides, the accuracy of 112 

drought assessment directly affects the reliability of assessment of the drought-induced 113 

crop yield reduction risk. In this study, we aim to quantify the risk of drought-induced 114 

crop yield reduction using the SPEI predicted from the optimal model. Ray et al. (2015) 115 

found that compound disasters caused by the simultaneous occurrence of drought and 116 

heatwave had greater impacts on crop yield than had an individual extreme drought 117 

event. Feng et al. (2019b) used a multivariate joint probability model to assess the risk 118 

of maize yield reduction in major countries around the world under compound dry-hot 119 

events. The North China Plain (NCP) is the largest producer of crop yields, particularly 120 

maize production, so it is important to evaluate the risk of maize yield reduction due to 121 

the compound dry-hot condition. 122 

Therefore, the major objective of this study is to identify the principal factors 123 

influencing the occurrence of drought using machine learning methods. Besides, we 124 

also attempt to address the drought prediction using different models and evaluate the 125 

risk of drought-induced maize yield reduction. Specifically, the objectives of this study 126 

are to: (1) assess the relative importance of different drought factors derived from 127 

satellite data products on drought characteristics at different time scales; (2) compare 128 

the predictive performances of different machine learning models based on different 129 

drought factors; and (3) quantify the risk of drought-induced maize yield reduction in 130 

NCP under different compound dry-hot conditions. 131 

 132 
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2. Data 133 

2.1 In-situ meteorological observation data and maize production data 134 

Daily precipitation and average air temperature data from 2474 meteorological 135 

stations (Fig. 1) for a period from 1960 to 2014 were obtained from the National 136 

Climate Center of the China Meteorological Administration. The annual maize 137 

production data of Jiangsu, Anhui, Shandong, Hebei, and Henan provinces for a period 138 

from 1961 to 2016 were sourced from the National Bureau of Statistics 139 

(http://data.stats.gov.cn/easyquery.htm?cn=E0103). 140 

 141 

2.2 Remote sensing data 142 

The remote sensing data at monthly scale for a period from 2002 to 2016 were 143 

sourced from the Moderate Resolution Imaging Spectroradiometer (MODIS) sensor by 144 

the National Aeronautics and Space Administration (NASA) 145 

(https://search.earthdata.nasa.gov/search). The land surface reflectance data (bands 1-146 

7) were from MOD09A1, and the Potential Evapotranspiration (PET) and 147 

Evapotranspiration (ET) data were from MOD16A2. The temporal and spatial 148 

resolutions are 8 days and 500 m, respectively. The Land Surface Temperature (LST) 149 

and the Normalized Difference Vegetation Index (NDVI) were derived from 150 

MOD11A2 and MOD13A3, respectively, with a spatial resolution of 1 km. The Snow 151 

Cover Fraction (SCF) data was obtained from MOD10A2, and the temporal and spatial 152 

resolutions were 8 days and 500 m, respectively. Here we used the SCF data for only 153 

the non-growing season (November to March of the subsequent year) for further 154 
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analysis. For the MODIS products with a time resolution of 8 days and a spatial 155 

resolution of 500 m, we converted the time and space scale to 1 km and monthly scale 156 

for further analysis (Park et al., 2016).  157 

The monthly precipitation data from TRMM satellite sensors were sourced from 158 

https://disc.gsfc.nasa.gov/mirador-guide with a spatial resolution of 25 km during a 159 

period from 2002 to 2016. In addition, the TRMM data were calculated at time scales 160 

of 1, 3, 6, 9 and 12 months to analyze the lag between drought and precipitation. 161 

 162 

2.3 Global Land Data Assimilation Systems (GLDAS) data 163 

The monthly SM data with a spatial resolution of 25 km for a period from 2002 to 164 

2016 was sourced from https://ldas.gsfc.nasa.gov/gldas/gldas-get -data. The SM data 165 

were obtained by the Noah model of GLDAS (Global Land Data Assimilation Systems). 166 

Similarly, we calculated the SM data at time scales of 1, 3, 6, 9 and 12 months to analyze 167 

the lag between drought and SM changes. The time intervals of data were subdivided 168 

into two parts, i.e. growing season and non-growing season. The period of April to 169 

October of each year was taken as the growing season (Park et al., 2016), and the other 170 

months were taken as the non-growing season. We used the maximum-minus-minimum 171 

scaling ratio (from 0 to 1) to scale all the variables for each month for the period from 172 

2000 to 2012 to identify the variability of weather and climate from the spatial 173 

heterogeneity (Kogan, 1995; Lu et al., 2019) (Table 1). In order to compare NDWI6, 174 

only LSWI was standardized to eliminate the influence of data scale. The equations for 175 

different drought factors are listed in Table 1, where "ρ" _band 2, 5, 6, and 7, 176 
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respectively, represent the land surface reflectance recorded in the 2, 5, 6, and 7 bands 177 

of the MOD09A1 product. The PSMD was estimated from January of each year (i = 1), 178 

and the PSMDi-1 was reset to 0 for the subsequent year to avoid the carryover of the 179 

previous year's soil water deficit (Stewart, 2017). Then, 23 variables including TCI, 180 

VCI, SMCI, PCI, SCF, ET, NMDI, NDWI5-7, NDDI5-7, SM3-12, TRMM3-12, PSMD, 181 

LSWI were obtained (Table 1). 182 

 183 

3. Methods 184 

We first analyzed the impact of drought factors on the occurrence of SPEI-based 185 

droughts and then evaluated the accuracy of drought prediction using different machine 186 

learning-based models. Thereafter, we evaluated the risk of maize yield reduction due 187 

to compound dry-hot conditions. The procedure of analysis is shown in Fig. S1 of 188 

Supplementary materials. The first step was to cluster the meteorological stations 189 

(Supplementary materials, Fig. S2) and seven sub-regions were identified 190 

(Supplementary materials, Fig. S3) using the FCM (Fuzzy C-means) algorithm. Then 191 

we used the Gradient Boosting Algorithm (GBM) to analyze the response of drought to 192 

different factors at different time scales. Meanwhile, three machine learning-based 193 

models were developed to model and predict droughts at different time scales. Finally, 194 

the meta-Gaussian model was used to evaluate the risk of maize yield reduction due to 195 

the compound dry-hot conditions in North China.  196 

 197 

3.1 Calculation of SPEI, STI (Standardized Temperature Index), SCI (Standardized 198 
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Crop Yield Index) 199 

In this study, we used the Penman-Monteith equation to evaluate potential 200 

evapotranspiration. The monthly water balance was computed, based on the difference 201 

between monthly precipitation and monthly potential evapotranspiration. The log-202 

logistic probability distribution model was used to standardize the monthly water 203 

balance to obtain SPEI (Vicente-Serrano et al., 2010). The SPEI was computed at 204 

different time scales such as 1, 3, 6, 9 and 12 months during 1960-2014 to evaluate the 205 

lag between precipitation, SM, and other factors and drought. The calculation of SPEI 206 

was based on the R software package at https://cran.r-project.org/web/packages/SPEI/. 207 

To evaluate the risk of maize yield reduction due to the dry-heat compound hazard, the 208 

monthly average air temperature was used to develop the Standardized Temperature 209 

Index (STI) (Zscheischler et al., 2014). The Standardized Crop yield Index (SCI) was 210 

developed using the Normal Quantile Transformation (NQT) on the maize yield data 211 

(Feng et al., 2019b). 212 

 213 

3.2 Fuzzy C-means (FCM) clustering 214 

Fuzzy C-means algorithm is one of the widely-used fuzzy clustering algorithms 215 

(Dunn, 1973) and was improved by Bezdek (1981). Let X = {X1, X2, X3, ⋯ , Xn} be a 216 

set of data in space; and P be the number of different clusters: P = {C1, C2, ⋯ , Cm}, 217 

where m ≥ 2. The clustering procedure based on the FCM algorithm is an iterative 218 

procedure that requires solving the minimum value of the objective function in Eq. (1) 219 

(Bezdek, 1981; Rao and Srinivas, 2006): 220 
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𝐽𝑚(𝑈, 𝑉: 𝑋) = ∑ ∑ (𝑢𝑗𝑖)
𝑘𝑛

𝑗=1
𝑚
𝑖=1 𝑑2(𝑋𝑗 , 𝑉𝑖)                              (1) 221 

subject to the following conditions: 222 

∑ 𝑢𝑗𝑖 = 1        ∀𝑗 ∈ {𝑚
𝑖=1 1, ⋯ , 𝑛}                                     (2) 223 

0 < ∑ 𝑢𝑖𝑗
𝑚
𝑖=1 < 𝑛    ∀𝑖 ∈ {1, ⋯ , 𝑚}                                   (3) 224 

where 𝑉 = {𝑉1, 𝑉2, ⋯ , 𝑉𝑚}  represents the center of each cluster; 𝑑2(𝑋𝑗 , 𝑉𝑖  ) 225 

represents the distance between 𝑋𝑗   and 𝑉𝑖 ; and 𝑢𝑗𝑖  represents that the jth data 226 

belongs to the ith cluster membership. In the FCM model, Eqs. (4) and (5) are used to 227 

calculate the new cluster centers and the degree of membership, respectively, and are 228 

brought into Eq. (1) to update the objective function: 229 

𝑉𝑖 =
∑ (𝑢𝑗𝑖)

𝑘𝑛
𝑗 𝑋𝑛

∑ (𝑢𝑗𝑖)
𝑘𝑛

𝑗

  𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑚                                      (4) 230 

𝑢𝑗𝑖 =
(

1

𝑑2(𝑋𝑗,𝑉𝑖)
)1/(𝑘−1)

∑ (
1

𝑑2(𝑋𝑗,𝑉𝑖)
)1/(𝑘−1)𝑚

𝑖

  𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 𝑛                      (5) 231 

When the results of the two objective functions is small enough, the iteration is 232 

stopped, and the category to which each data set belongs to is then obtained. To 233 

determine the optimal number of clusters, four cluster validity indicators were selected 234 

for verification in this study (Table 2). The larger the value of MPC, SIL and SIL.F 235 

(Table 2), the better the number of clusters. The smaller the XB value, the better the 236 

number of selected clusters. 237 

 238 

3.3 Gradient Boosting Model (GBM) 239 

GBM is a widely-used ensemble learning method, which can be used to develop 240 

classification models and also regression analysis (Friedman, 2001; Friedman, 2002). 241 
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The ensemble learning method can be used for prediction based on multiple 242 

classification or regression models. Through the ensemble of multiple tree models, the 243 

prediction accuracy can be greatly improved. In addition, the model can also be used to 244 

rank the variables according to their importance as  predictor variables, which can help 245 

eliminate unimportant feature variables (Tuv et al., 2009). 246 

Comparison of different ensemble learning models indicated that the probability 247 

of selecting a single sample for each training of the boosting model was not equal, and 248 

the probability of selecting the wrong sample was high, while the bagging model trained 249 

each model by sampling with equal probability. The boosting model used this sample 250 

selection method to attach more importance to the training of samples with each newly-251 

created model to minimize the average loss function of the training model (Zhang and 252 

Haghani, 2015). The GBM improves the modelling accuracy by the reduction of loss 253 

function largely via the integration of various models strategically. To analyze the 254 

relative importance of different variables for drought, the Gini index was used and was 255 

quantified by the decrease in the impurity of tree nodes during the modeling process 256 

(Machado, et al., 2015; Rao et al., 2019). The impurity of a certain node t can be 257 

obtained as (Zhang et al., 2020): 258 

𝑖(𝑡) =
∑ 𝑤𝑚𝑓𝑚(𝑦𝑚−�̅�(𝑡))2

𝑚∈𝛿(𝑡)

∑ 𝑤𝑚𝑓𝑚𝑚∈𝛿(𝑡)
                                        (6) 259 

where δ(t) denotes the training samples located at node t; 𝑤𝑚 and 𝑓𝑚 denote the 260 

proportional weight and frequency weight of the regression result of m, respectively; 261 

𝑦𝑚  denotes the dependent variable corresponding to m; �̅�(𝑡) denotes the average of 262 

dependent variables of all samples in node t. The separation principle s of node t was 263 
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to maximize ∆𝑖(𝑠, 𝑡), and the calculation method of ∆𝑖(𝑠, 𝑡) was as follows: 264 

∆𝑖(𝑠, 𝑡) = 𝑖(𝑡) − ∑ 𝑃𝑛𝑖(𝑡𝑛)𝑛∈𝑡                                         (7) 265 

𝑡𝑛 denotes the nth child node of node t; 𝑃𝑛 denotes the proportion of samples in 266 

node t that were subdivided into the nth child node. The Gini indices of all nodes of 267 

each drought factor were summed and standardized according to the number of trees. 268 

Then we obtained the relative importance of each drought factor. The larger the value, 269 

the greater the contribution of each drought factor to the development of the integrated 270 

tree model, and the greater the impact of the drought factor on the dependent variable. 271 

 272 

3.4 Machine learning-based prediction model 273 

3.4.1 Extremely Randomized Trees (ERT) 274 

Geurts et al. (2006) proposed the Extremely Randomized Trees (ERT), which is a 275 

tree-based ensemble learning algorithm that can be used to solve unsupervised 276 

classification and regression problems. When compared to other tree-based methods, 277 

this algorithm splits nodes by randomly selecting attributes and split points during the 278 

growth of each tree (Marée et al., 2007). Particularly, given comparison to the bagging 279 

model-based random forest model, ERT has two main advantages: (1) The random 280 

forest model depends the bagging model for random selection of samples, while ERT 281 

involves all samples in the development and growth of trees to improve the accuracy 282 

of the model to a certain extent; (2) random sampling and selection of variable features 283 

during the tree node classification, which can help get more effective data reasoning 284 

(Gupta et al., 2019). The randomness of such modeling effectively improves the overall 285 
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predictive performance of the model. Therefore, here we used ERT for modeling and 286 

regression prediction in the tree-based integrated algorithm model, and compared the 287 

prediction performance of other machine learning-based methods. 288 

 289 

3.4.2 Deep Learning with H2O (H2O.DL) 290 

The H2O-based deep learning model uses a Multi-Layer Feedforward (MLF) 291 

neural network for predictive modeling, which can be used for both classification and 292 

regression analysis (Candel et al., 2016). MLF includes multiple neural layers, i.e. input 293 

layer, hidden layer, and output layer. The middle layer involves multiple hidden layers 294 

and contains multiple non-linear transfer functions. Feedforward refers to the sequential 295 

conversion of input information in one direction, that is, from front to back, without 296 

repeated connections (Pumsirirat and Yan, 2018). Deep learning models can extract 297 

useful information from original data to a large extent, and show high performance in 298 

processing complex data (Candel et al., 2016). Here we used the R platform to develop 299 

an H2O-based deep learning model (Zambrano et al., 2018). 300 

 301 

3.4.3 Extreme Learning Machine (ELM) 302 

The ELM was proposed by Huang et al. (2006) and includes two steps of 303 

computation, i.e. construction of the hidden layer random mapping feature based on 304 

randomly generated neurons, and solving the weight between the hidden layer and the 305 

output layer (Huang et al., 2014). When compared to the traditional neural network 306 

models such as support vector machines, ELM has faster calculation speed, fewer 307 
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setting parameters, and is easier to use (Rajesh and Prakash, 2011). Besides, when 308 

compared to deep learning models, the ELM has a single hidden layer and this single 309 

feedforward neural network greatly improves the calculation speed of the model. 310 

 311 

3.4.4 Model verification 312 

To avoid over-fitting, 75% of the samples were randomly selected as training 313 

samples, and 25% of the samples were for model verification. In addition, a ten-fold 314 

cross-validation method was used to verify the model. The cross-validation method was 315 

accepted to ensure the reliability and robustness of the model (Rodriguez et al., 2009). 316 

The model performance was evaluated, based on R2 (coefficient of determination), 317 

RMSE (root mean-square error), and MAE (the mean absolute error) (Li et al., 2017). 318 

 319 

3.5 Meta-Gaussian model 320 

The meta-Gaussian model can express the degree of correlation between variables 321 

through marginal distributions (Kelly and Krzysztofowicz, 1997). The three-variable 322 

meta-Gaussian model integrates the three variables of temperature, drought, and crop 323 

yield, which can assess the risk of crop yield reduction under the compound dry-hot 324 

condition. Let X = [X1 , X2]  be two standardized random variables, and the 325 

corresponding conditional distribution function Y is (Wilks, 2011): 326 

Y|X1, X2~N(μY|X1,X2
, ∑Y|X1 ,X2

)                                       (8) 327 

where 𝜇𝑌|𝑋1 ,𝑋2
 is the mean value of Y under the condition of X, and ∑𝑌|𝑋1 ,𝑋2

 is 328 

the covariance matrix, and can be obtained by Eqs. (9) and (10), respectively: 329 
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𝜇𝑌|𝑋1 ,𝑋2
= 𝜇𝑦 + ∑𝑦𝑥∑𝑥𝑥

−1 (𝑥 − 𝜇𝑥)                                  (9) 330 

∑𝑌|𝑋1 ,𝑋2
= ∑𝑦𝑦 − ∑𝑦𝑥∑𝑥𝑥

−1∑𝑦𝑥                                     (10) 331 

where 𝜇𝑦 and 𝜇𝑥 denote the mean value of variable Y and vector X, respectively. 332 

∑𝑦𝑥, ∑𝑦𝑦, ∑𝑥𝑥 denote the covariance matriices of X and Y. In this study, SPEI and 333 

STI were represented by 𝑋1 and 𝑋2, respectively, and SCI by Y. 334 

 335 

4. Results 336 

4.1 Results by clustering analysis 337 

China is dominated by complicated topographic features and various climate types. 338 

Different topographies and climate conditions lead to different responses of drought to 339 

drought factors. Here we used the FCM clustering algorithm to classify climate types 340 

across China. The latitude, longitude, altitude, and average monthly SPEI at 2474 341 

stations were considered in climatic regionalization (Supplementary materials, Fig. S2). 342 

Based on Fig. S2, the optimal number of clusters was determined to be 7, and the spatial 343 

distribution of meteorological stations of the initial clusters is shown in Fig. S3a. Due 344 

to the overlap of some points on the boundaries of each cluster, we readjusted the 345 

clusters and the final cluster results are shown in Figs. S3b and S3d. Due to the sparse 346 

distribution of meteorological stations Ii the Northwest and the Qinghai-Tibet Plateau, 347 

the number of stations in A and C districts was significantly less than in other areas (Fig. 348 

S3c). 349 

 350 

4.2 Distribution of variables in each cluster 351 
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Here we used the probability distribution, scatter plots, and box plots to analyze 352 

the distribution of variables between different clusters from 2002 to 2016 and the 353 

relationship between variables in this study. Fig. S4 shows the distribution of the 354 

variables of ET, SMCI, LSWI, NDDI5, NDDI6, NDDI7, PSMD, SCF and SPEI in the 355 

7 clusters and the correlation between different variables. The insets along the diagonal 356 

line show the probability distribution of a single variable in each cluster. The insets 357 

within the upper triangle show the contour maps and the correlation coefficients 358 

obtained by the two-dimensional density between different variables, while the insets 359 

within the lower triangle illustrate the scatter plots for two variables, where the red parts 360 

illustrate the high-density points, and the blue parts indicate the area where the number 361 

of points is sparsely distributed. The box plot in the last column shows the distribution 362 

of the effective value of the variable in different clusters. The insets along the diagonal 363 

direction indicate that for a single variable, the distribution of the high and low 364 

concentration intervals in different clusters is basically the same. Comparison of insets 365 

within the upper triangle area in Fig. S4 indicates the sparse and sporadic distribution 366 

of contour density between ET, SMCI and NDDI5, NDDI6, and NDDI7. NDDI5, 367 

NDDI6, and NDDI7 obtained by the land surface reflectance had high correlation and 368 

a linear relationship. However, the scatter points had low concentration, showing the 369 

influence of complexity of the ground features on land surface reflectance. As for SCF, 370 

the areas with more snow cover are concentrated in clusters A and B, which are the 371 

northwest and northeast regions, respectively. SCF has a strong correlation with 372 

vegetation indices, such as LSWI, NDDI5, NDDI6, NDDI7, etc., and the strongest 373 
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correlation was between SCF and LSWI, i.e. 0.404. Bajgain et al. (2015) found that 374 

LSWI captured the signal of SM drop earlier than did NDVI and other indices. 375 

Therefore, LSWI respond to SM changes due to snow variations and hence indicated 376 

drought conditions. Meanwhile, stronger correlation between LSWI and SCF was 377 

found in regions with low SCF, indicating greater impacts of low snow coverage on 378 

vegetation. In general, except for PSMD and ET, each variable showed a certain 379 

positive correlation with SPEI, indicating that each variable identified drought 380 

characteristics to a certain extent, and can be used for monitoring and evaluation of 381 

droughts. 382 

Fig. S5 shows the distribution of variables NDWI5, NDWI6, NDWI7, NMDI, PCI, 383 

TCI, VCI and SPEI in the 7 clusters and the correlation amongst these variables. It can 384 

be seen from the insets along the diagonal direction that except for NDWI6 and NDWI7, 385 

the probability distributions of variables in different clusters were basically the same. 386 

Contours of the probability density of variables in the insets of the upper triangle 387 

illustrated higher correlations between NDWI5, NDWI6 and NDWI7. Specifically, the 388 

correlation between NDWI6 and NDWI7 iwa as high as 0.9. Besides, we can also 389 

observe higher correlation between TCI and vegetation indices, such as NDWI5, 390 

NDWI6, and NDWI7. It was due to the fact that land surface temperature (LST) 391 

reflected SM conditions of the top soil that can directly influence crop yield (Sayago et 392 

al., 2017). Except for VCI, almost all variables had positive correlations with SPEI. 393 

Scatter points of NMDI, PCI, and SPEI were concentrated in the regions dominated by 394 

lower SPEI values. Scatter plots indicated no evident linear relations between variables 395 
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but these variables had a certain relationship with SPEI, showing that these variables 396 

reflected drought conditions to a certain degree. Therefore, how to select the right 397 

variables to characterize drought is still challenging. 398 

 399 

4.3 Relative importance of drought factors for different time scale droughts 400 

In order to identify the ability of different drought factors to monitor drought in 401 

different regions and at different times, the relative importance of different variables 402 

for drought in the growing season and the non-growing season were analyzed. We 403 

evaluated the relative importance of 23 variables for drought at different time scales 404 

during the period from 2002 to 2016 based on the GBM, and 10 most important factors 405 

for drought were screened out. Fig. 2 demonstrates the relative importance of the top 406 

10 variables calculated in the non-growing season (Figs. 2a1, b1, c1, d1, e1) and the 407 

variables that appear most frequently in each cluster (Figs. 2a2, b2, c2, d2, e2). It can 408 

be seen from Fig. 2 that TRMM and SM at different time scales were the most important 409 

variables in drought monitoring, particularly for the long-term drought of 6-month, 9-410 

month and 12-month time scale SPEIs. The SM9 showed relatively high importance 411 

for 12-month time scale SPEI in each cluster (Fig. 2e1), indicating that the cumulative 412 

SM had a certain lag effect on long-term drought in each region, and the lag time was 413 

3 months. Specifically, in clusters F and G, the relative importance of TRMM6, 414 

TRMM9, and TRMM12 for SPEI6, SPEI9, and SPEI12 was higher than that of SM6, 415 

SM9, and SM12, respectively, implying that precipitation changes meant more for 416 

droughts than for SM changes. In addition to SM and precipitation, TCI was also an 417 
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important variable to characterize drought. The relative importance of TCI decreased 418 

as the time scale increased, and it was more suitable for monitoring short-term drought 419 

(from 1-month to 3-month SPEI). In clusters B, C, D, and E, SCF showed high relative 420 

importance for SPEI1 and SPEI3. SCF was also the third most important variable for 421 

SPEI1 in cluster C, and the relative importance of SCF for SPEI1 in cluster D also 422 

reached as high as 10%, indicating that the impact of snow cover changes on drought 423 

in the non-growing season cannot be ignored. It is one of the important variables for 424 

evaluating and monitoring drought. NDWI5, NDWI6, NDWI7, NDDI5, NDDI6, 425 

NDDI7, NMDI and LSWI can be used to monitor drought from the viewpoint of 426 

vegetation water content (Gao, 1996; Wang and Qu, 2007; Zhou et al., 2017). During 427 

the non-growing season, these variables only showed high relative importance for 428 

short-term drought (SPEI1). In cluster E, the relative importance of NDDI7 for SPEI1 429 

reached 32%, and the relative importance of NDWI7 in cluster B almost reached 20%. 430 

In general, the relative importance of NDWI7 was higher than that of NDWI5 and 431 

NDWI6 for drought, and the importance of NDDI7 was higher than that of NDDI5 and 432 

NDDI6. In particular, in cluster A, LSWI showed a relatively high importance for SPEI 433 

at different time scales, being up to 16%. It showed that LSWI was an important 434 

variable in evaluating droughts in Northwest China.  435 

Fig. 3 illustrates top 10 variables that showed the highest importance for different 436 

time scales of drought during the growing season in different clusters (Figs. 3a1, b1, c1, 437 

d1, e1) and also drought factors that occurred most frequently in different clusters (Figs. 438 

3a2, b2, c2, d2, e2). When compared to the non-growing season, the variables related 439 
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to the vegetation index showed relatively higher importance for drought during the 440 

growing season. The relative importance of NDWI7 for SPEI3, SPEI6, SPEI9, and 441 

SPEI12 basically reached as high as 50%. NDWI7 was highly sensitive to changes in 442 

drought intensity (Gu et al., 2007). NDWI6 showed a relatively remarkable importance 443 

for SPEI1 and can be used in monitoring of short-term droughts. TCI was an important 444 

variable for monitoring short-term drought in each cluster. As the time scale of SPEI 445 

increased, the relative importance of TCI gradually decreased. Therefore, TCI was more 446 

sensitive to the short-term drought (Zhang and Jia, 2013). In addition to NDWI7, 447 

precipitation and SM were still important variables for drought monitoring. SM3, SM6, 448 

and SM9 showed relatively high importance for SPEI6, SPEI9, and SPEI12 in each 449 

cluster, which means that there was a time lag effect between SM and drought, and the 450 

lag period was 3-6 months. In clusters E, F, and G, TRMM3 and TRMM6 showed 451 

relatively higher importance for SPEI6 and SPEI9, respectively, and there was a three-452 

month time lag between the response of drought and precipitation. Meanwhile, the 453 

relative importance of precipitation for drought was higher than that of SM, and drought 454 

was highly sensitive to precipitation changes. Comparatively, the relative importance 455 

of ET for drought during the non-growing season was higher than that during the 456 

growing season.  457 

When compared to the relative importance of drought factors during different 458 

seasons, we found remarkable differences of drought factors in the identification of 459 

droughts. During the growing season, NDWI7 and 1-, 3-, 6-, 9- and 12-month time 460 

scale accumulated SM and TRMM were important factors for monitoring droughts. TCI 461 



22 

 

was an important variable for monitoring short-term drought. During the non-growing 462 

season, the sensitivity of vegetation for drought decreased with the increasing time scale. 463 

SM at the time scales of 1, 3, 6, 9 and 12 months and TRMM were important factors 464 

for monitoring droughts at different time scales. And SCF, TCI, NDWI7 and NDDI7 465 

were indispensable variables for monitoring short-term drought. 466 

 467 

4.4 Prediction accuracy of models for droughts 468 

We compared the predictive performance of three models, i.e. ELM, ERT, and 469 

H2O.DL, based on different drought factors identified in the above sections. R2, MAE, 470 

and RMSE were used to evaluate the predictive performance. 471 

4.4.1 Performance evaluation of models 472 

We used the GBM model to evaluate the relative importance of drought factors for 473 

SPEI1-12 and 23 variables in each model were ranked based on relative importance. 474 

The top ten important variables were included in analyses. Besides, different machine 475 

learning-based models were used to develop models based on the screened and original 476 

drought factors, in order to verify the important variables and compare the accuracy of 477 

machine-learning-based models. Ori-ELM, Ori-ERT, Ori-H2O.DL represent models 478 

developed based on the original set of 23 variables, and ELM, ERT, H2O.DL represent 479 

models developed based on the screened 10 variables. Fig. S6 shows the fitting 480 

performance and reliability of different models for prediction during the non-growing 481 

season. We found that the prediction accuracy was constant whether for original or 482 

screened variables, indicating convincing screened variables by GBM. The accuracy of 483 
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the models developed by machine-learning-based methods varied greatly in different 484 

clusters. In clusters A and C, the overall accuracy of each model decreased which was 485 

the result of the sparse distribution of meteorological stations. Comparison of the 486 

accuracy of models showed that the ERT model had the highest prediction accuracy 487 

and reliability, followed by the H2O.DL model, and the ELM model had the lowest 488 

prediction accuracy. For models performance in cluster G, the R2 of ERT reached 0.64, 489 

which was 0.06 and 0.24 higher than that of H2O.DL and ELM, respectively. In addition, 490 

the RMSE and MAE values of ERT remained around 0.41 and 0.46, respectively, and 491 

the results of the 10-fold cross-validation were constant. The prediction accuracy of 492 

ERT and H2O.DL models varied with time scales of SPEI. As the time scale of SPEI 493 

increased, the overall accuracy of the model decreased slightly. The overall accuracy of 494 

the ELM model in each cluster was low. In general, the accuracy of the ELM model 495 

fluctuated greatly. For example, the prediction accuracy of SPEI6 obtained by ELM in 496 

clusters B and E was high, and R2 of ELM was consistent with the H2O.DL model, 497 

which should be attributed to the single hidden layer of the ELM model. Fig. S7 shows 498 

the fitting performance and reliability of each model during the growing season. 499 

Comparison of the R2, MAE and RMSE values of different models indicated that the 500 

ERT model had the highest prediction accuracy, followed by H2O.DL, and the ELM 501 

model had lower prediction accuracy. In cluster B, when the predictor variable was 502 

SPEI6, the accuracy of the ERT model was the highest, and the R2 reached as high as 503 

0.72. The RMSE and MSE values of ERT were the lowest among the three models, 504 

which were 0.42 and 0.41, respectively. In clusters A and C, the overall accuracy of the 505 
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six models was significantly lower than in other clusters. The performance of different 506 

models during the growing season was significantly better than that during the non-507 

growing season. During the growing season, with the increasing time scales of SPEI, 508 

the prediction accuracy of the model had a small change and basically tended to be 509 

stable. 510 

 511 

4.4.2 Model errors in spatial patterns  512 

Fig. 4 shows the spatial pattern of errors between the SPEI predicted by the models 513 

and the actual SPEI during the non-growing season. The areas with large errors were 514 

mainly concentrated in the eastern and northwestern regions of China. The prediction 515 

error obtained by the ERT model was the smallest, followed by H2O.DL, and the 516 

prediction error by the ELM was the largest. Based on Figs. 4a, b, c, SPEI1, SPEI3, and 517 

SPEI6 were significantly overestimated and the prediction errors were basically 518 

between 0.5 and 1. The errors of some points in cluster A and cluster C were >1.0 or <-519 

1.0 (Figs. 4a, c, d, e). Figs. 4c and 4h indicated that the prediction performance of 520 

H2O.DL was evidently higher than of ELM. Figs. 4h and 4i showed that the errors of 521 

the H2O.DL model in Southwest China were profoundly underestimated, and the 522 

prediction errors ranged between -0.25 and -0.5. In general, the ELM and H2O.DL 523 

models have relatively large errors in the prediction of SPEI at different time scales in 524 

Northwest China. However, the performance of ERT was significantly improved in the 525 

prediction of SPEI in Northwest China. Figs. 4k-o showed that the errors of SPEI1, 526 

SPEI6, and SPEI9 predicted by the ERT model in Northwest China and the Tibet 527 
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Plateau were concentrated between -0.25 and 0.25, and the prediction error of the model 528 

significantly reduced.  529 

Fig. 5 shows the prediction errors of SPEI at different time scales obtained by 530 

different models during the growing season. In general, in clusters D and E, the 531 

prediction errors of different models in the growing season were smaller than those in 532 

the non-growing season, and the prediction accuracy of the model significantly 533 

improved. ERT, H2O.DL and ELM all accurately predicted SPEI1, and the obtained 534 

prediction error was low with the error range between -0.1 to 0.1 (Figs. 5a, f, k). Larger 535 

prediction errors obtained by the ELM model were found mainly in northwest and 536 

southwest China (Figs. 5a-e). The prediction error of SPEI9 by the H2O.DL model in 537 

northwest China significantly reduced, but the prediction results for the southwest 538 

region had not been significantly improved. It was found from Figs. 5k-o that the 539 

prediction accuracy of SPEI at different time scales by the ERT model was the highest, 540 

and the prediction error range was between -0.1 to 0.1. Comparison of the prediction 541 

errors for SPEI by different models indicated that the ERT model had the best prediction 542 

performance. 543 

 544 

4.5. Risk of maize yield reduction in compound dry-hot condition 545 

We used STI and SPEI based on the in-situ observations and the SPEI predicted 546 

by models to evaluate the risk of the maize yield reduction from 1961 to 2016 under 547 

the compound dry-hot condition. Maize yields in the five provinces of North China 548 

Plain (NCP) were analyzed as a case study. The NCP is one of the main agricultural 549 
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production areas in China (Tao and Zhang, 2010), while maize is most vulnerable to 550 

climate change (Tao et al., 2008). Hebei, Shandong, Henan, Jiangsu and Anhui 551 

provinces are the main provinces in the NCP for maize production. We compared the 552 

predicted SPEI by ERT model and observed SPEI changes during the period from 2002 553 

to 2014 (Fig. 6). Fig. 6 demonstrated consistent changes of the predicted SPEI and the 554 

observed SPEI, implying reliable prediction results of SPEI by the ERT model. 555 

 556 

4.5.1 Impacts of dry-hot condition on maize yields 557 

The main growing period of maize is usually from June to August (Lobell, 2007). 558 

The first-order difference processing was done on the maize yield data and climate data 559 

to eliminate the influence of trends on maize yields (Nicholls, 1997; Lobell, 2007). 560 

Different combinations of SPEI and STI can represent different environmental 561 

conditions for crop growth. Here we first defined three dry-hot conditions (Feng et al., 562 

2019b), i.e. extreme drought and normal temperature conditions (SPEI=-1.6 and STI=0), 563 

no drought and extreme high temperature conditions (SPEI=0 and STI=1.6), extreme 564 

drought and extreme high temperature conditions (SPEI=-1.6 and STI=1.6). When 565 

SPEI=0 or STI=0, it can highlight the impact of individual extreme drought or extreme 566 

high temperature on the maize yield. 567 

Taking STI, SPEI and SCI as inputs into the meta-Gaussian model (Equation 8) one 568 

can obtain the conditional probability density function (PDF) and the cumulative 569 

distribution function (CDF) of the SCI variables under different compound dry-hot 570 

conditions. The PDF curves showed the probability that different environmental 571 
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conditions affected the maize yield. In the study, the three compound dry-hot conditions 572 

were introduced into the model, and the PDF curves of the maize yield (Figs. 2a-1, b-573 

1, c-1, d-1, e-1) and the corresponding CDF were obtained (Figs. 3a-1, b-1, c-1, d-1, e-574 

1). The PDF curves given SCI=0 indicated the probability that a certain extreme 575 

climatic condition would not reduce the maize yield. The CDF given SCI<0 indicated 576 

the probability of a certain extreme climatic condition leading to a reduction in maize 577 

yield. Comparison of the PDF and CDF curves of different provinces indicated that 578 

similar compound dry-hot condition hade various effects on the maize yield, while, with 579 

the change of compound dry-hot condition, the PDF and CDF curves of SCI in Henan, 580 

Hebei, and Shandong provinces followed similar changes, implying similar 581 

probabilities of the maize yield reduction. In Hebei, Henan and Shandong provinces, 582 

when SPEI=-1.6 and STI=1.6, the mean values of the SCI probability density function 583 

were the smallest, which were -0.51, -0.43 and -0.73, respectively, implying larger 584 

probability of the maize yield reduction under the compound dry-hot condition than 585 

under one extreme condition (extreme high temperature or extreme drought). We 586 

attempted to address the impacts of extreme conditions on the maize yields by 587 

modifying one and/or more controlling variables. Given dry-hot conditions from 588 

SPEI=-1.6/STI=0 to SPEI=-1.6/STI=1.6, the mean values of the probability 589 

corresponding to SCI moved to the left (Figs. 2a-1, d-1, e-1), and the CDF curve shifted 590 

upwards (Figs. 2a-2, d-2, e-2), indicating that when air temperature increased, the 591 

probability of the maize yield would increase. Specifically, we observed the largest 592 

changes in the mean values of the probability relevant to SCI in the Shandong province, 593 
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being from -0.45 to -0.73, indicating that the maize production in the Shandong 594 

province was more influenced by extreme high temperatures. It can be seen from Figs. 595 

7a-1, d-1, and e-1 that when the dry-hot conditions shifted from SPEI=0/STI=1.6 to 596 

SPEI=-1.6/STI=0, the probability of maize yield reduction increased. In general, the 597 

probability of maize yield reduction in Henan, Hebei and Shandong provinces increased 598 

as drought and high temperature conditions intensified. In Jiangsu and Anhui provinces, 599 

when SPEI=0/STI=1.6, the SCI by the meta-Gaussian model was the smallest, which 600 

was -0.9 and -0.41, respectively, showing that the probability of  maize yield reduction 601 

reached the maximum under extreme high temperature conditions, and the risk of maize 602 

yield reduction was the greatest. Figs. 2b-1, c-1 indicated that extreme drought 603 

conditions did not necessarily reduce the maize yield, which can be attributed to 604 

mitigation of droughts such as agricultural irrigation. Comparing the CDF curves for 605 

different provinces considered in this study, we found that when SCI=0, the 606 

corresponding CDF values were all above 0.5, indicating that the probability of maize 607 

yield reduction due to extreme high temperatures reached as high as 50%. 608 

 609 

4.5.2 Risk of maize yield reduction in different provinces 610 

Different combinations of dry and hot can have variable impacts on maize yields. 611 

We defined SPEI=-0.8, -1, 3, and -1.6 as moderate, severe, and extreme droughts. 612 

Similarly, we defined STI=0.8, 1.3, and 1.6, respectively, as moderate, high and 613 

extremely high temperatures (Feng et al., 2019b). The conditional probability of SCI<0 614 

by the meta-Gaussian model under different compound dry-hot conditions was used to 615 
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quantify the risk of maize yield reduction due to compound dry-hot condition. Fig. 8 616 

shows the calculated conditional probability of SCI<0 in different provinces under 617 

different compound dry-hot conditions. It can be seen from Figs. 8a-e that the risk of 618 

the reduced maize production gradually increased with the intensification of compound 619 

dry-hot condition in all provinces. In Anhui, when SPEI=-1.6/STI=1.6, the conditional 620 

probability of SCI<0 was 0.6. Given shift from SPEI=-0.8/STI=0.8 to SPEI=-621 

1.6/STI=1.6, the probability of maize yield reduction changed from 55% to 60%, and 622 

the probability increased by about 5% (Fig. 8a). In Shandong Province, the extreme 623 

compound dry-hot conditions had led to the greatest risk of maize yield reduction of 624 

higher than 80%. Given the shift from SPEI=-0.8/STI=0.8 to SPEI=-1.6/STI=1.6, the 625 

probability of maize yield reduction changed from 66% to 80%, and the probability 626 

increased by about 14% (Fig. 8e). In other provinces considered in this study, the 627 

combined effects of compound dry-hot conditions caused the maximum probability of 628 

71% for the maize yield reduction (Fig. 8b). 629 

We computed the conditional probability of SCI<0 under the three compound 630 

conditions as shown in Fig. 7 to quantify the impacts of droughts or heat hazards on 631 

maize yield (Figs. 8f-j). Comparison of Figs. 8i and 8d shows that the high temperature 632 

environment in Jiangsu Province would reduce the maize yield, and the extreme high 633 

temperature had the greatest impact on maize yield. Given SPEI=0/STI=1.6, the 634 

probability of maize yield reduction in Jiangsu Province reached 86%, which was 635 

higher than the probability of maize yield reduction under extreme high temperature 636 

and extreme drought conditions. A similar phenomenon was also observed in the Anhui 637 
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Province. Extremely high temperature caused the probability of 66% of the maize yield 638 

reduction, implying that the impact of extreme high temperature on the maize yield was 639 

greater than the impact of extreme drought and high temperature on the maize yield in 640 

these two provinces. Comparison of Figs. 8b and 8g showed that in Hebei Province, 641 

given the shift from SPEI=-0.8/STI=0.8 to SPEI=0/STI=1.6, the probability of maize 642 

yield reduction changed from 61% to 57%, implying that the moderate drought-high 643 

temperature compound condition had a greater impact on the maize yield than the 644 

extreme high temperature only. The compound dry-hot condition had a greater adverse 645 

effect on the maize yield changes. In Henan Province, given the shift from SPEI=-646 

1.3/STI=1.3 to SPEI=-1.6/STI=0, the probability of maize yield reduction did not 647 

change, indicating that the impact of compound dry-hot condition on the maize yield 648 

was similar to that of extreme drought alone on the maize yield variations. In Shandong 649 

Province, when SPEI=-1.3/STI=1.3, the probability of  maize yield reduction was 650 

75%, while the probability of  maize yield reduction under extreme high temperature 651 

and extreme drought conditions was 62% and 70%, respectively. It showed that the 652 

yield reduction probability of maize under the compound dry-hot conditions of severe 653 

drought and high temperature was greater than that under a certain one extreme event. 654 

Generally speaking, under the compound conditions of extremely high temperature and 655 

extreme drought, the probability of maize yield reduction had reached >60%. It showed 656 

that crops were greatly affected by environmental stresses, such as high temperature 657 

and precipitation during the growth process, which would eventually have an important 658 

impact on the maize yield. 659 
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 660 

5. Brief discussion 661 

Identification of factors affecting drought and evaluation of drought characteristics 662 

have been widely discussed in recent years (Rhee et al., 2010; Park et al., 2016; Feng 663 

et al., 2019a; Zuo et al., 2019). The effective identification of drought factors can 664 

improve drought monitoring (Zhang et al., 2017b). Park et al. (2016) used the Random 665 

Forests, Boosted Regression Trees, and Cubist to analyze the relative impacts of 16 666 

drought influencing factors for SPI at different scales during the growing season. Here 667 

we used the GBM to quantify the relative importance of 23 influencing factors for SPEI 668 

at different time scales and screened out 10 critical influencing factors. Based on ERT, 669 

H2O.DL, and ELM, we compared the prediction accuracy of models before and after 670 

the selection of drought factors. We found that the relative importance of NDWI7 671 

increased during the growing season with increasing time scale of SPEI, which is 672 

consistent with the findings by Park et al. (2016). Feng et al. (2019a) showed that 673 

vegetation was sensitive to drought at 3-month time scale. Therefore, the effective 674 

vegetation index is an important variable reflecting the characteristics of drought during 675 

the growing season. However, these studies did not show different effects of influencing 676 

factors on drought characteristics due to seasonality. We observed high sensitivity of 677 

SPEI1 to snow cover changes in the Qinghai-Tibet Plateau and Inner Mongolia, which 678 

indicated that snow in winter alleviate drought intensity, and also connections between 679 

snow cover and soil moisture. In addition, we also found high correlation between 680 

LSWI and SCF. Verbyla (2015) also found high correlation between winter snowfall 681 
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and summer NDVI in high-altitude areas. It can be speculated that the snowfall in 682 

winter or spring may affect vegetation changes and hence the occurrence of droughts. 683 

We used the predicted SPEI to study the probability of maize yield reduction in the 684 

main provinces of the NCP under the compound dry-hot conditions. Feng et al. (2019b) 685 

used SPI and STI to assess the probability of maize yield reduction in different countries 686 

under compound dry-hot conditions and found that the probability of maize yield 687 

reduction caused by compound dry-hot conditions in any country was greater than that 688 

due to extreme high temperature or dry conditions. When compared to SPI, SPEI was 689 

a better choice in reflecting the impact of drought on agricultural, hydrological, and 690 

ecological changes (Vicente-Serrano et al., 2012). Using SPEI, we found that in some 691 

provinces, such as Anhui and Jiangsu,, the probability of maize yield reduction under 692 

extreme high temperature was greater than that due to extreme drought and extreme 693 

high temperature. This finding indicated that drought may not necessarily reduce crop 694 

yield.  695 

 696 

6. Conclusions 697 

Based on remotely sensed data, we investigated the relative importance of 23 698 

drought factors for droughts at different time scales across China. We also compared 699 

the performance and reliability of different machine learning models. Meanwhile, we 700 

used the predicted drought to evaluate the possibility of maize yield reduction under 701 

compound dry-hot conditions. We obtained the following findings:  702 

(1) Based on the FCM, we subdivided China into different regions with different dry 703 
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conditions. Meanwhile, we investigated the relative importance of drought factors for 704 

different time scales of SPEI during growing and non-growing seasons. We found that 705 

soil moisture and precipitation are important variables for assessing drought at different 706 

time scales. During the growing season, NDWI7 showed relatively high importance for 707 

SPEI at different time scales in different clusters, being up to 70%. LST showed 708 

relatively higher importance for short-term drought. During the non-growing season, 709 

the snow cover changes showed a relatively high importance for short-term droughts in 710 

the Qinghai-Tibet Plateau, Inner Mongolia and the Loess Plateau. LST, NDWI7 and 711 

NDDI7 were also important variables for evaluating short-term drought during the non-712 

growing season. 713 

(2) Based on the relative importance of drought factors for different time scales of SPEI, 714 

we screened out ten important variables for droughts. We used three machine learning 715 

methods, i.e. ERT, H2O.DL, and ELM, to evaluate the prediction accuracy of SPEI 716 

before and after selection of drought factors. We found similar prediction accuracy of 717 

each model before and after the selection of the drought factors, verifying the reliability 718 

of the selected variables. Comparison of the prediction accuracy of different models, 719 

we found that the model based on ERT had the highest prediction performance, 720 

followed by H2O.DL. Besides, the prediction error range of the ERT model in each 721 

region was around -0.1 to 0.1, showing reliable and accurate prediction performance of 722 

ERT. This finding provides a theoretical basis for the applicability of ERT for the 723 

prediction of drought. 724 

(3) Based on SPEI and STI, we evaluated the risk of maize yield reduction under 725 
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compound dry-hot conditions. For the maize yield in Shandong, Henan and Hebei 726 

provinces, the intensification of compound dry-hot conditions greatly pushed up the 727 

probability of maize yield reduction. Specifically, when SPEI=-1.6/STI=1.6, under the 728 

extreme drought and extreme high temperature conditions, the probability of maize 729 

yield reduction in Shandong Province reached 80%. When SPEI=0/STI=1.6, under the 730 

extreme high temperature conditions, the probability of maize yield reduction in 731 

Jiangsu Province reached 86%. This finding provided a theoretical framework for the 732 

evaluation of risk of crop yield changes due to different extreme weather and 733 

hydrological conditions in other regions of the globe. 734 
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 949 

Fig. 1. Spatial distributions of meteorological stations (a) and land cover types (b) 950 

across China. 951 
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 971 

Fig. 2. The relative importance (a1, b1, c1, d1, e1) and the frequency (a2, b2, c2, d2, 972 

e2) of the most important ten input variables in each cluster for SPEI forecasts with 1-, 973 

3-, 6-, 9-, and 12-month different time-scales derived by GBT and during non-crop 974 

seasons. 975 



46 

 

 976 
Fig. 3. The relative importance (a1, b1, c1, d1, e1) and the frequency (a2, b2, c2, d2, 977 

e2) of the most important ten input variables in each cluster for SPEI forecasts with 1-, 978 

3-, 6-, 9-, and 12-month different time-scales derived by GBT and during crop seasons. 979 
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 984 

Fig. 4. Spatial patterns of the error of SPEI with 1-, 3-, 6-, 9-, and 12-month different 985 

time-scales by the models during non-crop seasons. (a) - (e) derived by ELM; (f) - (j) 986 

derived by H2O.DL; (k) - (o) derived by ERT. The error is the difference between the 987 

estimated SPEI and the in situ observed SPEI. 988 

 989 
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 990 

Fig. 5. Spatial pattern of the error of SPEI with 1-, 3-, 6-, 9-, and 12-month different 991 

time-scales by the models during crop seasons. (a) - (e) derived by ELM; (f) - (j) derived 992 

by H2O.DL; (k) - (o) derived by ERT. The error is the difference between the estimated 993 

SPEI and the in situ observed SPEI. 994 

 995 

 996 
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 997 

Fig. 6. The trend of the estimated SPEI by ERT and the in situ observed SPEI in 998 

different regions during 2002-2014. 999 
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 1003 

 1004 

Fig. 7. The conditional PDF and CDF of SCI of maize given three compound conditions 1005 

in Henan (a-1, a-2), Anhui (b-1, b-2), Jiangsu (c-1, c-2), Shandong (d-1, d-2) and Hebei 1006 

(e-1, e-2) provinces. 1007 



51 

 

 1008 
Fig. 8. The conditional probability of SCI<0 given different compound conditions in 1009 

five provinces. 1010 

 1011 

Table 1 Descriptions of drought factors. 1012 
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Drought factors Formula References 

NDWI5. 6. 7 (ρband2 − ρband5(or 6 or 7))/(ρband2 + ρband5(or 6 or 7)) Gao (1996) 

NMDI (ρband2 − (ρband6 − ρband7))/(ρband2 + (ρband6 − ρband7)) Wang and Qu (2007) 

NDDI5, 6, 7 (NDVI − NDWI)/(NDVI + NDWI) Gu (2007) 

LSWI (ρband2 − ρband6))/(ρband2 + ρband6) Zhou et al. (2017) 

VCI (NDVI − NDVImin)/(NDVImax − NDVImin) Kogan (1995) 

TCI (LSTmax − LST)/(LSTmax − LSTmin) Kogan (1995) 

PCI (TRMM − TRMMmin)/(TRMMmax − TRMMmin) Du et al (2013) 

SMCI  (SM − SMmin)/(SMmax − SMmin) Zhang and Jia (2013) 

Scaled ET (ET − ETmin)/(ETmax − ETmin) Park et al. (2016) 

PSMD𝑖 (PSMD𝑖−1 + PET𝑖 − P𝑖) Stewart (2017) 
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Table 2 Four cluster validity indices of FCM cluster 1040 
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Names of Index Formula References 

Modified partition 

coefficient (MPC) 
MPC(c) = 1 −

𝑐

𝑐 − 1
(1 −

1

𝑛
∑ ∑(𝑢𝑗𝑖)

2
𝑛

𝑗=1

𝑚

𝑖=1

) Dave (1996) 

Silhouette index 

(SIL) 
SIL(c) =

min [
ℎ

1
𝑛ℎ

∑ 𝑑(𝑥, 𝑦)𝑦∈𝑐ℎ
] −

1
𝑛𝑘 − 1 [∑ 𝑑(𝑥, 𝑦)𝑦∈𝑐𝑘

]

max (min [
ℎ

1
𝑛ℎ

∑ 𝑑(𝑥, 𝑦)𝑦∈𝑐ℎ
] ,

1
𝑛𝑘 − 1 [∑ 𝑑(𝑥, 𝑦)𝑦∈𝑐𝑘

])
 Kaufman (1990) 

Fuzzy silhouette 

index (SIL.F) 
SIL.F(c)=

∑ 𝑆𝐼𝐿(𝑢𝑝𝑗 − 𝑢𝑞𝑗)𝛼𝑛
𝑗

∑ (𝑢𝑝𝑗 − 𝑢𝑞𝑗)𝛼𝑛
𝑗

 Campello (2006) 

Xie and Beni index 

(XB) 
XB(c)=

∑ ∑ (𝑢𝑗𝑖)
𝑘𝑛

𝑗=1
𝑚
𝑖=1 ||𝑋𝑗 − 𝑉𝑖||

2

𝑛 min
𝑙

||𝑋𝑙 − 𝑉𝑖||
2  Xie and Bein (1991) 
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