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Markus Gühr,4, 10 and Henrik Koch2, 3, a)

1)Hylleraas Centre for Quantum Molecular Sciences, Department of Chemistry,

University of Oslo, 0315 Oslo, Norway

2)Department of Chemistry, Norwegian University of Science and Technology,

7491 Trondheim, Norway

3)Department of Chemistry and the PULSE Institute, Stanford University, Stanford,

California 94305, USA

4)Stanford PULSE Institute, SLAC National Accelerator Laboratory, Menlo Park,

CA 94025, US

5)Department of Chemistry, The Johns Hopkins University, Baltimore,

Maryland 21218, USA

6)Synchrotron SOLEIL, L’Orme des Merisiers, Saint-Aubin, BP 48,

91192 Gif-sur-Yvette Cedex, France

7)Department of Physics, Lund University, P. O. Box 118, SE-221 00 Lund,

Sweden.

8)Department of Chemistry, Technical University of Denmark, DK-2800,

Kongens Lyngby, Denmark

9)Aarhus Institute of Advanced Studies, Aarhus University, DK-8000, Århus C,
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The high resolution near edge X-ray absorption fine structure spectrum of nitrogen

displays the vibrational structure of the core-excited states. This makes nitrogen well

suited for assessing the accuracy of different electronic structure methods for core

excitations. We report high resolution experimental measurements performed at the

SOLEIL synchrotron facility. These are compared with theoretical spectra calculated

using coupled cluster theory and algebraic diagrammatic construction theory. The

coupled cluster singles and doubles with perturbative triples model known as CC3

is shown to accurately reproduce the experimental excitation energies as well as the

spacing of the vibrational transitions. The computational results are also shown to

be systematically improved within the coupled cluster hierarchy, with the coupled

cluster singles, doubles, triples and quadruples method faithfully reproducing the

experimental vibrational structure.
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I. INTRODUCTION

X-ray absorption spectroscopy (XAS) is a well established technique that provides a

unique ability to study local properties of molecules. The most intense X-ray sources are

large synchrotrons, but more recently, X-ray free electron lasers (XFEL) have made time

dependent experiments feasible. Inauguration and construction of new FEL X-ray sources

such as the European XFEL, SwissFEL, PALFEL SNAP and LCLS II demonstrate that

the field is in rapid development. Furthermore, recent developments in high harmonics

generation have made ultrafast X-ray experiments feasible in a tabletop setting. In order

to fully utilize the power provided by such experiments, accurate theoretical methods are

required to interpret the results1–12.

Simulating high photon energy processes such as near edge X-ray absorption fine struc-

ture (NEXAFS) spectra involves a number of challenges not encountered in low energy

processes such as UV/Vis spectroscopy. Exciting an electron from a core orbital involves

a significant reduction in the screening of the core, leading to large relaxation effects. The

most important ones are contraction of the valence electron density and repulsion due to

the electron transferred from the core. Accounting for these effects theoretically is challeng-

ing. For example, results from density functional theory often have to be shifted 10 eV or

more to agree with experimental results,13,14 and most methods require shifts of more than

1 eV.15–17 More recently, the extended second order algebraic diagrammatic construction

(ADC(2)-x) method has produced results within a few tenths of an eV from experimental

values. However, the accuracy appears to rely on the cancellation of the remaining errors in

the treatment of basis set and electron correlation18.

Another challenge when computing core-excited states is that they are embedded in a

continuum of Rydberg states. Most electronic structure methods involve solving an eigen-

value problem in order to determine excited electronic states. Usually, some version of the

Davidson algorithm19 is used for this. It solves the eigenproblem iteratively starting with ex-

tremal eigenvalues, normally the lowest one. This is not a good approach for core excitations

because there will be many excited states with lower energy. Several methods have been pro-

posed to overcome this problem. In the ∆SCF method,20 the energy of the excited state is

calculated by restricting the occupation in the core orbitals and taking the energy difference

from the ground state. Another approach is to solve for the eigenvalues using Krylov-
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space techniques including the asymmetric Lanczos or the Arnoldi algorithm17,21–23. With

these algorithms, the eigenvalues are typically solved for the whole spectrum simultaneously.

However, they typically become numerically unstable if the vectors are not orthogonalized

at each iteration. This requires the storage of a large number of vectors on disk and limits

the size of systems where such methods can be applied without further manipulations.

Arguably the most successful approach to determine the core-excited states is the core-

valence separation (CVS) approach.24 The energy differences between the core and valence

orbitals are typically several hundred eVs. Consequently, their overlap integrals become

very small and the coupling between them can be neglected. The CVS approach is uti-

lized in ADC25–27 and has also been implemented in the coupled cluster (CC) framework28.

Comparing CVS and full space calculations using the Lanczos approach, discrepancies are

typically less than 50 meV in our experience.

Recently, we reported a new implementation of coupled cluster singles and doubles with

perturbative triples (CC3).29,30 This implementation has now been expanded with the CVS

approximation. In this paper, we will use an experimental spectrum of nitrogen to assess

the accuracy of CC3 for core-excited states. We note that N2 has been used to assess the

accuracy of ADC before26. The vibrational structure in the spectrum makes it possible

to evaluate the shape of the potential energy surface (PES) and to determine the effect

of vibrations on the excitation energy. Comparing different levels of CC theory reveals

that the vibrational structure is highly sensitive to the shape and position of the PES.

Because N2 only has 14 electrons, it is possible to use very large basis sets and minimize the

basis set error which can be several eVs for core excitations. In addition, calculations with

CC singles, doubles and triples (CCSDT) and CC singles, doubles, triples and quadruples

(CCSDTQ) have also been carried out for this small molecule to study the higher-order

correlation effects described by the full inclusion of the triple and quadruple excitations,

using the recent efficient implementation of the CCSDT and CCSDTQ methods31,32. The

scalar-relativistic corrections have been obtained using the spin-free exact two-component

theory in its one-electron variant33,34.

In section II, we will briefly summarize CC theory and the CVS approximation and

describe our computational and experimental approach. In section III, we present our results

and section IV contains our concluding remarks and future perspective.
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II. COMPUTATIONAL AND EXPERIMENTAL DETAILS

In CC theory, the wave function is written as the exponential of the cluster operator, T ,

acting on the Hartree-Fock (HF) reference state.

|CC〉 = exp(T ) |HF〉 (1)

T =
∑
µ

tµτµ (2)

The excitation operators, τµ, take the reference state to an excited state in the Fock space,

|µ〉 = τµ |HF〉, and tµ is the corresponding amplitude. In exact theory, the CC formulation is

equivalent to full configuration interaction (FCI) up to a normalisation factor, but in practice

the cluster operator is truncated at some excitation level and the amplitude equations solved

with projection.

E = 〈HF| exp(−T )H exp(T ) |HF〉

Ωµ = 〈µ| exp(−T )H exp(T ) |HF〉 = 0
(3)

When calculating time dependent properties such as excitation energies and transition

moments, the standard methods are CC linear response35,36 (CCLR) and equation of mo-

tion CC (EOM-CC).37 Both methods require the eigenvalues of the nonsymmetric Jacobian

matrix A, whose elements are defined as the derivatives of Ω.

Aµν =
∂Ωµ

∂tν
= 〈µ| exp(−T )[H, τν ] exp(T ) |HF〉 (4)

The eigenvalues of the Jacobian correspond to the vertical excitation energies of the system

and it is sufficient to only solve from one side if other properties are not required. If transition

moments and other excited state properties are desired, it is necessary to solve the eigenvalue

problem from both the left and the right hand side. As mentioned in the introduction, the

eigenproblems are typically solved using an iterative procedure like the Davidson method.19

In order to obtain core-excited states, the CVS approximation has been used. In this ap-

proximation, elements coupling the core and valence-excited states are projected out. One

way to implement this is by setting the elements of the eigenvectors/trial vectors not involv-

ing the core orbitals to zero at each iteration of the Davidson algorithm28. Alternatively,

one can explicitly restrict the excitation space to excitations originating from a core orbital
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when computing the excitation energies. In this way, the core-excited and valence-excited

states are completely decoupled and the algorithm will converge to the lowest core-excited

states.

CCSD and CC3 calculations were performed using the Dalton program package38 while

CCSDT and CCDTQ calculations were done with the CFOUR program package31,32,39.

Scalar-relativistic effects have been taken into account in the CCSDT and CCSDTQ

calculations using the spin-free exact two-component theory in its one-electron variant

(SFX2C-1e)33,34,40. Calculations with ADC(2)-x were performed with the Q-Chem program

package41. A new implementation in Dalton were used for the CC3 calculations30.

Vibrational analysis was performed using the VIBROT42 program by Sundholm. The

PESs were generated using splines between 21 single point energies for ADC2(x) and CCSD

and 22 points for the rest. The extra point was included to describe a 1Σ+
u avoided crossing,

but had no effect on the calculated ground state vibrational energies. Right and left moments

were vibrationally averaged separately and multiplied together afterwards. Rotational levels

are not resolved in the experimental spectrum and all calculated rotational transitions are

for J = 0.

The CVS approximation27,28 was used for all the calculations presented here. Due to

the very close energies of 1σu and 1σg, excitations from both had to be included. All

CC calculations were performed using the d-aug-cc-pCVQZ43,44 basis set, except that the

CCSDTQ calculations were performed using the cc-pCVTZ basis. ADC(2)-x were performed

with aug-cc-pCVQZ because d-aug-cc-pCVQZ was not available in QChem. The difference

in CC3 ground state energy between aug-cc-pCVQZ and d-aug-cc-pCVQZ is 0.26 mEh and

the difference in the first excitation energy is 0.1 meV. The quadruples contribution from

cc-pCVTZ were also added to CCSDT/d-aug-cc-pCVQZ in a model labeled CCSDT+∆Q.

CCSD oscillator strengths were calculated using CCLR in the length gauge and theoretical

spectra are plotted with an empirical Lorentzian line broadening of 0.06 eV half width at

half maximum. Vibrational and total energies are given in the supplemental material45.

The experimental spectrum was recorded at room temperature at the PLÉIADES soft

X-ray beamline, SOLEIL synchrotron, France46 by measuring the total X-ray induced elec-

tron yield.The resolution was set around 50 meV and we obtained slightly better resolved

vibrational features than documented in the standard paper by Chen et al.47. We calibrated

the offset of the spectrum using the electron energy loss result from Ref. 48. Details of the
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FIG. 1: Comparison of CC3 and experiment for the four lowest excited states. The
intensity of the first peak is normalized to 1 and empirical line broadening added to the

theoretical spectrum.

experimental setup at PLÉIADES are available from Ref. 49.

III. RESULTS

In Figure 1, we compare the first experimental peaks with the theoretical spectrum.

Energies of the excited states were computed using CC3 while the transition moments were

determined at the CCSD level.

Six electronic states give rise to the peaks in the spectrum. The peaks between 400 and

403 eV are by far the most intense and correspond to excitations from 1σu to two sets of

equivalent π∗
g orbitals. Double excitations from the 1σg and πu valence orbitals relax the

electron density and must be included in the active CVS space. If the 1σg is not incuded

in the CVS space, the calculated excitation energy is increased by more than 8 eV with

CC3. With CCSD, the doubles component of the excitation vector contributes 11.5% and

is completely dominated by excitations from 1σg. A comparable calculation for the core

excitation of oxygen in CO had the same weight of the doubles, but only involved the single

core orbital.

At about 406.2 eV, the first Rydberg state appears. This is a 1Σ+
u state where an electron

is excited from the core σu to σ∗
g. The last peak is a combination of two 1Πu states with the

7



0.00

0.02

0.04

0.06

0.08

0.10

405.5 406.0 406.5 407.0 407.5 408.0

in
te

n
si

ty

∆E (eV)

1Σ+
u

1Πu
1Σ+

u

EXP.

FIG. 2: Comparison of the simulated and experimental Rydberg spectra.
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FIG. 3: Comparison of the first peak in the experimental and CC3 with d-aug-cc-pCVQZ
spectra.

excitation of 1σg to the two equivalent π∗
u orbitals, and a 1Σ+

u state with the excitation from

1σg to a σ∗
u orbital. Vibrational structure is observed for all these states except the last 1Σ+

u

state, which is too weak and convoluted with the much stronger 1Πu states, see Figure 2.

These assignments are consistent with those of Chen et al.47

Figure 3 shows the vibrational structure of the lowest core-excited state in closer detail,

with the calculated positions and relative intensities of the peaks presented in Table I. Only

transitions detectable in the spectrum are presented. The absolute error in the position of

the 0 → 0 transition is 0.13 eV in CC3 while the distance between the vibrational levels

is 0.02 eV too high. Figure 4 compares the spectra obtained with ADC(2)-x and CCSD

to the experiment. For ADC(2)-x, the position of the first transition is 1.65 eV too low

and the vibrational separation is 0.03 eV too low. The corresponding errors for CCSD are
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FIG. 4: Comparison of ADC(2)-x, CCSD with d-aug-cc-pCVQZ and experiment. CCSD is
too high and ADC is too low.
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FIG. 5: Comparison of the first experimental peak with CCSDT using SFX2C-1e and the
d-aug-cc-pCVQZ basis set.

0.91 and 0.03 eV, both too high. Further enlarging the basis set will likely reduce the first

excitation energy by several hundreth of eV since the CC3/aug-cc-pCV5Z result is 0.04 eV

lower than the CC3/aug-cc-pCVQZ result. The excitation energy was also calculated using

the asymmetric Lanczos algorithm with and without CVS in the aug-cc-pCVTZ basis. The

excitation energy obtained from the solution of the full equation is 0.02 eV higher than the

CVS result and the intensity is reduced by 6% when using CVS.

The intensities in the CC3 spectrum fall off too quickly compared to the experiment.

We mention that the simulated vibrational structure is insensitive to the oscillator strength

curve used in the calculation, and depends almost entirely on the quality of the PES. The

vibrational analysis performed using a constant oscillator strength for all the geometries
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FIG. 6: Comparison of the first experimental peak with CCSDTQ using SFX2C-1e and
the cc-pCVTZ basis.
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FIG. 7: Comparison of the first experimental peak with CCSDT using d-aug-cc-pCVQZ
and SFX2C-1e and the quadruples contribution using cc-pCVTZ.

TABLE I: Positions in eV and intensities of the vibrational structure of the first excited
state. Energies for the higher vibrational transitions are given as the difference in

vibrational energy from the previous state. (Basis set: d-aug-cc-pCVQZ.)

ADC(2)-x CCSD CC3 Experiment

transition ∆E f ∆E f ∆E f ∆E f

0→ 0 399.24 1.00 401.80 1.00 401.03 1.00 400.90 1.00

0→ 1 +0.20 1.14 +0.27 0.52 +0.25 0.65 +0.23 0.95

0→ 2 +0.20 0.76 +0.26 0.16 +0.25 0.25 +0.23 0.56

0→ 3 +0.19 0.40 +0.26 0.04 +0.24 0.08 +0.22 0.24

0→ 4 +0.18 0.18 +0.25 0.01 +0.24 0.02 +0.21 0.09

0→ 5 +0.18 0.08 +0.25 0.00 +0.23 0.01 +0.21 0.04

0→ 6 +0.17 0.03 +0.25 0.00 +0.23 0.00 +0.22 0.02
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TABLE II: Positions in eV and intensities of the vibrational structure of the first excited
state obtained using relativistic CCSDT/d-aug-cc-pCVQZ and CCSDTQ/cc-pCVTZ

potential energy surfaces (SFX2C-1e model). The last two columns contain the CCSDT
results with the quadruples from the smaller basis set added. Energies for the higher

vibrational transitions are given as the difference in vibrational energy from the previous
state.

CCSDT CCSDTQ CCSDT+∆Q

transition ∆E f ∆E f ∆E f

0→ 0 401.05 1.00 401.12 1.00 400.98 1.00

0→ 1 +0.25 0.76 +0.23 0.94 +0.23 0.91

0→ 2 +0.24 0.34 +0.23 0.52 +0.23 0.48

0→ 3 +0.24 0.12 +0.22 0.22 +0.23 0.19

0→ 4 +0.24 0.03 +0.22 0.08 +0.22 0.07

0→ 5 +0.23 0.01 +0.22 0.03 +0.22 0.02

0→ 6 +0.23 0.00 +0.21 0.01 +0.21 0.01

produces results almost identical to those obtained using CCSD oscillator strength curve.

We thus decided to use the CCSD oscillator strength in all the CC simulations presented

here. Comparing ADC(2)-x and CCSD in Table I, the ADC(2)-x potential is much shallower

than the CC potentials, resulting in the vibrational levels being closer together. The CCSD

potential is deeper than the CC3 potential, resulting in larger energy gaps.

In Figures 5, 6, and 7, the predicted peaks from CCSDT, CCSDTQ, and CCSDT+∆Q

are compared to experiment and the numerical results are presented in Table II. All the

results presented here have included scalar-relativistic effects via the SFX2C-1e scheme.

The comparison of the SFX2C-1e and non-relativistic calculations shows that the scalar-

relativistic effects increases the excitation energy by 0.21 eV throughout the PES. When

taking the relativistic effects into account, the CCSDT and CCSDT+∆Q models lower the

excitation energies by 0.19 and 0.26 eV in comparison to CC3. The excitation energies

obtained using the CCSDT and CCSDT+∆Q models are 0.15 and 0.08 eV higher than

the experimental value, respectively. The treatment of electron correlation in the CCSDTQ

method is thus essentially quantitative for this property, considering that the remaining basis

set effects will reduce the excitation energy by several hundredth of eV. The description of

the intensities for the vibrational transitions are systematically improved along the CCSD,

CCSDT, and CCSDT+∆Q series, with the CCSDT+∆Q model faithfully reproducing the

vibrational progressions in the experimental spectra. Interestingly, the CCSDTQ/cc-pCVTZ
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model produces the relative vibrational intensities even slightly better than the CCSDT+∆Q

model, although the CCSDTQ/cc-pCVTZ excitation energy exhibits a larger error due to

the use of a smaller basis set. This again indicates that the shape of the potential energy

surface plays the most important role in the calculation of the relative intensities of the

vibrational transitions. The minimum energy bond length of the core-excited state is signif-

icantly stretched compared to the ground state and the quadruple excitations are required

for accurately describing this region due to the high multireference character of nitrogen at

stretched geometries50. For other molecules, CC3 and CCSDT may produce more accurate

vibrational intensities.

The equilibrium bond length of the first core-excited potential is calculated to be 1.158

Å using both CC3 and CCSDT, while the CCSDTQ and CCSDT+∆Q values are both

1.172 Å. CC3 calculations using different basis sets have shown that the bond length for

this state is insensitive to the choice of basis set. The experimental value is reported as

1.164 Å47 which is closer to CC3 than to CCSDTQ. Note that this so-called “experimental

equilibrium bond length” for the core-excited state was obtained as a parameter in a Morse

potential that was fit to reproduce the experimental spectrum. Since the overall shape of the

calculated PES substantially deviates from a Morse potential, a direct comparison between

the computational and “experimental” values of the equilibrium bond length is not possible.

We mention that the ADC(2)-x bond length is 1.187 Å and is substantially longer.

Positions and relative intensities of the Rydberg states are presented in Table III and the

simulated CC3 spectrum is compared to the experimental spectrum in Figure 2. The energy

gap between the first core-excited state and the first Rydberg state is calculated to be 5.20

eV with CC3, 0.06 eV lower than the experimental value. For comparison, the gap is 5.68

eV with ADC(2)-x and 5.57 eV with CCSD. For the gap between the two states, the error

is less than 0.01 eV. We note that using the smaller basis set aug-cc-pCVQZ increased the

gap from the first core-excited state by about 0.4 eV for all models.

The energy gaps between the vibrational states are both about 0.03 eV too high for the

Rydberg states, indicating that the calculated PES are too deep. Intensities are also too

weak for both the 0→ 0 transitions, especially for the 1Πu state. The 0→ 1 transitions, on

the other hand, are too strong. In this case it is possible that the error occurs due to the

CCSD intensities being too low relative to the first excited state. Furthermore, the 0 → 1

transitions are quite weak and the peaks are convoluted with other states, so it is challenging
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TABLE III: Positions in eV and relative intensities of the vibrational structure of the
Rydberg states. Higher vibrational transitions indicated relative to the previous transition.

(Basis set: d-aug-cc-pCVQZ.)

CC3 Experiment
transition ∆E f × 10 ∆E f × 10

1Σ+
u 0→ 0 406.23 0.29 406.16 0.36

1Σ+
u 0→ 1 +0.31 0.07 +0.29 0.03

1Π+
u 0→ 0 407.22 0.53 407.15 0.91

1Σ+
u 0→ 0 407.41 0.03 407.36 0.02

1Π+
u 0→ 1 +0.32 0.14 +0.28 0.13

to obtain accurate intensities, especially for the weak 1Σ+
u state.

In Figure 8 we have plotted the CC3 PES of the states. We have also indicated the relevant

vibrational levels with horizontal lines. For the first core-excited state, the equilibrium bond

length is stretched compared to the ground state, while those for the Rydberg states are

slightly compressed. When the bond is stretched, the higher 1Σ+
u state goes through a

symmetry allowed intersection with the 1Πu state and an avoided crossing with the other

1Σ+
u state. Also, a large number of dark states whose transitions are forbidden by symmetry

are not shown in the figure.

In Figure 9 the change in the electron density between the ground state and the first

1Πu state is plotted using Molden51. The density is plotted in a plane containing the N2

molecule and in 3D using isosurfaces. A large density reduction is observed in the cores and

a corresponding increase occurs with π symmetry. We note that a superposition of the two

core holes is formed because the two atoms are equivalent, consistent with experiments52.

IV. CONCLUSION

Calculating core-excited states is challenging, not just because of the difficulties of finding

the corresponding eigenvalues, but also because of the large relaxation effects that occur.

For the lowest energy core-excited state of nitrogen, the deviation of CCSD from CC3 is

almost 0.8 eV, considerably higher than the typical deviation of 0.2 eV for valence-excited

states53. In addition, large basis sets are required with extra functions to describe the core

electrons. For the excited states with Rydberg nature, doubly augmented basis sets are

necessary to get the correct energies. Nevertheless, we have demonstrated that CC3 can
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FIG. 8: Potential energy surfaces of ground and excited states and vibrational levels
calculated with CC3/d-aug-cc-pCVQZ.

predict spectra with sufficient accuracy to assign peaks to states. In order to reproduce the

vibrational spectra, a highly accurate PES is required. CCSDT improves both the shape

of the PES and the absolute excitation energy, while CCSDTQ is required to accurately

reproduce the vibrational spectrum quantitatively. We note that nitrogen is a somewhat

special case with strongly interacting core holes. This complicates the description of the

core relaxation and CC3 may be sufficient to describe excitations from single core orbitals.

We note that basis set requirements can be relaxed by utilizing the fact that the excitation

is very local and the large basis set is only needed on the atom being excited. Furthermore,

multilevel CC3 can reduce the computational cost by two orders of magnitude30.

Vibrational effects can be important in NEXAFS spectra and are required when calcu-

lating the spectrum of N2 to describe the vibrational structure and shifts in peak positions

due to the zero point energy. Furthermore, scalar-relativistic effects are not negligible for

accurate calculations of core excitation energies, even for a molecule that contains only
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FIG. 9: Difference in electron density between the ground state and the lowest energy 1Πu

core-excited state in the plane and as isosurfaces. Red indicates reduced density and blue
increased. Isovalue: 0.01

a first-row element. Scalar-relativistic contributions obtained using the SFX2C-1e scheme

increase the core-excitation energy of nitrogen by 0.21 eV throughout the PES.
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